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responsibility.

Assessing Applied Econometric

Results

IE’ IS A GREAT HONOR to be asked to participate
in this conference to celebrate the work of Ted
Balbach, who has long upheld the standard of
relevant, independent, intelligible economic
studies at the Federal Reserve Bank of St. Louis.

My invitation to this conference asked for a
philosophical paper about good econometric
practice. I have organized my views as follows.
Part 1 of the paper defines the concept of an
ideal econometric model and argues that to tell
whether a model is ideal, we must test it against
new data--data that were not available when the
model was formulated. Such testing suggests that
econometric models are not ideal, but are approxi-
mations to a changing reality. Part 1 closes with
a list of desirable properties that we can realisti-
cally seek in econometric models. Part 11 is a
loosely connected set of comments and criticisms
about several econometric techniques. Part 11}
discusses methods of evaluating econometric
models by means of their forecasts and summa-
rizes some results of such evaluations, as proposed
in part L. Part IV resurrects an old, plain-vaniila
equation relating monetary velocity to an interest
rate and tests it with more recent data. The rather
remarkable result is that it still does about as
well today as it did nearly 40 vears ago. Part V
is a brief conclusion.

HOW TO RECOGNIZE AN IDEAL
MODEL IF YOU MEET ONE

The Goal of Hesearch and the
Concept of an Ideal Model

The goal of economic research is to improve
knowledge and understanding of the economy,
either for their own sake, or for practical use,
We warnt to know how to control what is con-
troflable, how to adapt to what is uncontrollable,
and how to tell which is which. The geal of
economic research is analogous to the praver of
Alcohalics Anonymaous ({ do not suggest that
economics is exactly like alcoholism)—“God grant
me the serenity io accept the ihings T cannot
change; the courage to change the things I can;
and the wisdom to know the difference.”

The goal of applied econometrics is quantitative
knowledge expressed in the form of mathemati-
cal equations.

I invite vou to think of an ideal econometric
model, by which | mean a set of equations, com-
plete or incomplete, with numerically estimated
parameters, that describes some interesting set of
past data, closely but not perfectly, and that
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Figure 1
Three Methods of Formulating and Estimating a Model and Checking lts
Correspondence with 1950-1991 Data

Method 1

Date of model’s formuiation

[ Estimation period

1991 1992

Date of model's formulation

1991 1992

1950
Method 2
Estimation period | Prediction period
1950 1971 1972
Method 3 Date of model’s formulation
| Estimation period
1950 1971 1972

Period of data available when model was
formulated

1991 1992

Period of data not yet available when
model was formulated

will continue to describe all future data of that
type.

The Need for Testing Againsi
New Daia

How can we tell whether we have found an
ideal econometric model? We can certainly tell
how well a model describes a given set of past
data. (We will discuss what is meant by a good
description later), Suppose we have a model in
1992, with estimated parameters, that closely
describes past data for 1950-41. To tell whether it
is the ideal model we seek, we must try it with
future data. Suppose that after three vears we
tryv the model with data for 1992-94, and it
describes them closely also. Still, in 1995 all we
will he sure of is that it describes data closely
for a past period, this time from 1950 through 1994,
In principle we can never be sure we have found
an ideal model because there will always be
more future data 1o come, so we will never be
able to say that a model is ideal. 'The longer the
string of future data that a modef describes
closely, however, the more confidence we have
in i

is this only a matier of the amount of data that
the model describes, or is there something else
involved? 1 argue that something else is involved.

Suppose again that in 1992 we have a model
that closeiv describes an interesting data set for
the past period 1950-91. Consider the following
three methods, shown in figure 1, by which this
model might have been obtained and by which its
ability to describe data for 1950 through 1591 might
have been assessed:

1. It was formulated in 1992, and fitted 1o data
for the entire period 1950-91.

2. It was formulated in 1992, fitted to data for
the sub-period 1950-71, and used (o predict
data from 1972 through 1991.

3. It was formulated in 1972, fitted to data for
the sub-period 1950-71, and used to predict
data from 1972 through 1991.

Methods 1 and 2 differ in that method 1 fits the
model to all the available data, whereas method 2
fits it to the first part only and uses the result
to predict the second part, from 1972 onward.
1972 is not a randomly chosen dale. 1t was the
vear before the first oil crisis. Method 3 ditfers in
that the model builder did not vet know about the
oil crisis when formuolating the model.

Now consider the following question: Given the
goodness of fit of this model to data for the whole
period 185091, does vour confidence in the model
depend on which of these three methods was
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used to obtain 7 T argue that it should. In par-
ticular, T argue that an equation obtained by a
method similar to method 3, which involves
testing against data that were not available to
the model builder when the model was formulated,
deserves more confidence than the same equation
obtained by either of the other two methods,

The argument has 1o do with the goal of an
econometric model—to describe not only past
data, bt also future data. [t is easy to formu-
late a model that can describe a given set of
past data perfectly but cannot describe future
ohservations at all. Of course, such a rescarch
strategy should be avoided.

Here is a simple example. Tmagine a pair of vari-
ables whose relationship we want to describe,
Suppose we have two observations on the pair
of variables. Then a line, whose equation is linear,
will fit the data perfectly, Now suppose we obtain
a third observation. It will almost certainly not lie
on the line determined by the first two observations.
But a parabola, whose equation is quadratic (of
degree 2}, will {it the three observations perfectly.
Now suppose a fourth observation becomes
available. It will almost certainly not He on the
parabola. But a sort of S-curve, whose equation
is eubic (of degree 3), will tit the four observa-
tions perfectly. And so on. In general, a poly-
nomial equation of degree n will fit a set of
n+ 1 chservations on two variables perfectly,
but a polvnomial of higher degree wili be
required if the number of observations is
increased. Methods of this tvpe can describe
any set of past data perfectly but almost cer-
tainly cannot describe any future data.

It a model is 1o describe future data, it needs
to capture the enduring svstematic features of
the phenomena that are being modeled and it
should avoid conforming to accidental features
that will not endure. The trouble with the exact-
fisting polynomial approach just discussed is that
it does not try Lo distinguish between the enduring
systematic and the temporary aceidental features
of reality. In the process of fitting past data per-
fectly, this approach neglects to tit enduring
svstematic features even approximately.

This relates to the choice among methods 1, 2
and 3 for finding a model that describes a body
of data. When formulating a model, researchers
typically pay atiention to the behavior of avail-
able data, which perforee are past data. One tries

different equation forms and different variables to see
which formulation best describes the data. This pro-
cess has been called data mining. As a method of
formulating tentative hypotheses, dala mining is
fine. But it involves the risk of being too clever,
of fitting the available data too well and hence of
choosing a hypothesis that conforms too much
to the temporary accidental and too little to the
enduring svstematic features of the observed
data. In this respect it is similar to the exact-
fitting polynomial appreach described earlier,
though not as bad.

The best protection against having done too
good a job of making a medel describe past data
is to test the model against new data that were
not available when the model was formulated.
This is what method 3 does, and that is why a
mode] obtained by method 3 merits more confi-
dence, other things equal.

Trygve Haavelmo once said to me, not entirety
in jest, that what we economists should do is
formulate our models, then go fishing for 50 vears
and let pew data accumulate, and finally come
back and confront our models with the new data.

Wesley Mitchell put the matter very well
when he wrote the following:

The proposition may be ventured that a competent
statistician, with sufficient clerical assistance and
time at his command, can take almost any pair
ol time series for a given period and work them
inte forms which will vield coefficionts of cor-
relation exceeding + 4. 1t has long been known
that a mathematician can fit a curve o any time
series which will pass through every point of
the data. Performances of the latter sort have
no significance, however, unless the mathe-
matically computed curve continues to agree with
the data when projected heyond the period for
which it is fitted. So work of the sert which
Mr. Karsten and Professor Fisher have shown how
1o do must be judged. not by the coefficients of
carrelation oltained within the periods for which
they have manipulated the data, but by the co-
efficients which they gel in earlier or later periods
ta which their formulas may be applied.

Milton Friedman, in his review of Jan Tinhergen’s
pioneering model of the 1.8, economy, referred
to Mitehell's comment and expressed a similar
idea somewhat differently:?

Tinbergen's results cannot be judged by ordinary
tests of statistical significance. The reason is that

See Mitchell {1927}

23ee Friedman (1940) and Tinbergen (1939}
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the variables with which he winds up, the parti-
cular serigs measuring these variables, the leads
and lags, and various other aspects of the equations
besides the particular values of the parameters
twhich alone can be tested by the usual stati-
stical techrique) have heern: selected after an exten-
sive process of trial and error because they
vield high coefficients of correlation. Tinbergen
is seldom satisfied with a correlation coefficient less
than .98. But these attractive correlation coeffi-
cients ereate no presumption that the relationships
they describe will hold in the fisure. The multi-
ple regression equations which vield them are
simply tautological reformulations of selected
economic data. Taken at face value, Tinbergen's
work “explains” the errors in his daia no less
than their real movements.

That last statement can be strengthened. Tinber-
gen's method, which has been the method of
moest model builders ever since, explains what-
ever temporary accidenial components there
may be in the data (regardless of whether thev are
measurement errors), as well as the enduring
components.

Most macroeconametric models formulated
before the 1973 oil crisis had no variables repre-
senting the prices and quantities of oil and energy.
Most of these models were surprised by the oil
erisis and its aftermath, and most of them made sub-
stantial forecast errors thereafter. Many models
formulated after 1873 pay special attention to
oil and energy. Of course many of those models
provide better explanations of the post-oil-crisis
data than do models that ignore oil and energy.
But my point is different. A model that was for-
muulated after the oil crisis was specifically
designed to conform to data during and after the
erisis, and if there are temporary accidental var-
iations, the model will conform to them just as
much as to the systematic variations. Hence the
task of explaining data between the onset of the
1972 oil erisis and 1992 is easier for a model that
was formulated in 1992 than for a model that
was formulated before the crisis. Therefore if
both models do equally well at describing data from
1950 to 1991, the one formulated before the crisis
has passed a stricter test and merits more con-
fidence.

What about the relalive merits of methods
1 and 2? Sometimes method 2 is recommended;
that is, it is recommended that researchers esti-
mate a model using only the earlier part of the
available data and use the later part as a test of
the model's forecasting abilitv. When thinking
about this proposal, consider a model that has

been formulated with access to all of the data.
It does not make much difference whether part
of the data is excluded from the estimation pro-
cess and used as a test of that model, as in
method 2, or whether it is included, as in
method 1. Either way, we draw the same con-
clusions. If the model with a set of constamt
coefficients describes both parts of the data
well, method 1 will vield a good fit for the
whole period and method 2 will yvield a good fit
for the estimation period and small errors for
the forecast period. If the model with a set of
constant coefficients does not describe both
parts of the data well, in method 1 the residuals,
it examined carefully, will reveal the flaws, and
in method 2 the residuals, the forecast errors
or both will reveal the flaws. And with hoth
methods 1 and 2 we have a risk that the model
was formulated to conform too much {o the
temporary accidental features of the available data.

One noteworthy difference between methods 1
and 2 is that if the model's specification is correct,
method 1 will yield more accurate estimates of
the parameters because it uses a larger sample
and thus has a smaller sampling error.

FEconometric Models Are
Approximations

When I began work in econometrics, T believed
a premise that underlies much econometric work—
namely, that a true model that governs the
behavior of the economy actually exists, with
both systematic and random components and
with true parameter values. And I believed that
ultimately it would be possible to discover that
true model and estimate its parameter values.
My hope was first to find several models that
could tentatively be accepted as ideal and even-
taally to find more general models that would
include particular ideal models as special cases.
{One way to top vour colleagues is to show that
their models are special cases of yours. Nowa-
days this is called “encompassing.”)

ixperience suggests that we cannot expect to find
ideal models of the sort just described. When an
estimated econometric model that describes past
data is extrapolated into the future for more
than a year or lwo, it typically does not hold up wel,
To try to understand how this might happen, let
us temporarily adopt the premise that there is a
true model. Of course, we do not know the form
or parameters of this true model. They may or
may not be changing, but it they are changing
according to some rule, then in principle it is
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possible to incorporate that rule into a more
general unchanging true modelL

Suppose that an economist has specified a model,

which may or may not be the same as the true
model. I the form and parameters of the
economist’s model are changing according to
some rule {(not necessarily the same as the rule
governing the true model), again in principle it
is possible to incorporate that rule into a more
general unchanging model.

Now consider the following possible ways in

which the economist’s model might describe past

data quite well but fail to describe future data:

1. The form and parameter values of the
economist’s model may be correct for both
the past period and the future period, but as
the forecast horizon is lengthened, the fore-

casts get worse because the variance of the fore-
cast is an increasing function of the length of

the harizon. This will be discussed later.

2. The form of the economist’'s model may be cor-
rect for both the past period and the future

period, but some or all of the true parame-
ters may change during the future period.

3. The form of the economist’s model may be
correct for the past period but not for the
tuture period because of a change in the
form of the true model that is not matched
int the economist’s maodel.

4. The form of the economist’s model may be
incorrect for both periods but more nearly
correct for the past period.

The last possibility is the most likely of the

four in view of the fact that the economy has

millions of different goods and services produced

and consumed by millions of individuals, each

with distinct character trafts, desires, knowledge

and beliefs.

These considerations lead 1o the conjecture that

the aforementioned premise underlying econo-

metrics is wrong—that there is no unchanging true

model with true parameter values that governs
the behavior of the economy now and in the
future. Instead, every estimated econometric

modetl is at best an approximation of a changing
economy—an approximation that becomes worse

as it is applied to events that occur further into
the Future from the period in which the model
was formulated. In this case we should not be

surprised at our failure to find an ideal general
model as defined earlier. Instead, we should be

content with models that have at best only a
temporary and approximate validity that deteri-
orates with time. We should sometimes also be con-
tent with models that describe only a restricied
range of events—for example, events in a parti-
cular country, industry or population group.

Desiderata for an Econometric
Model

If no ideal model exists, what characteristics

can we realistically strive for in econometric
maodels regarded as scientific hypotheses? The
following set of desiderata are within reach:

1

The estimated model should provide a good
description of some interesting set of past data.
This means it should have small residuals rela-
tive to the variation of its variables—that is,
high correlation coefficients. The standard
errors of its parameter estimates should be
small refative 1o those estimates, that is, its
t-ratios should be large. If it is estimated for sep-
arate subsets of the available data, all those esti-
mates should agree with each other. Finally,
its residuals should appear random. (if the
residuals appear to behave systematically, it
is desirable to try 1o find variables to explain
them.}

. The model should be testable against data that

were not used to estimate it and against data
that were not available when it was specified.

. The estimated model should be able to describe

events occurring after it was formulated and
estimated, at least for a few quarters or vears.

. The model should make sense inn the light of

our knowledge of the economy. This means
in part that it should not generate negative
values for variables that must be non-negative
(such as interest rates) and that it should be
consistent with theoretical propositions about
the economy that we think are correct,

. Other things equal, a simple model is prefer.

able to a complex one.

. Other things equal, a model that explains a

wide variety of data is preferable to one thag
explains only a narrow range of data.

. Other things equal, 2 model that incorporates

other useful models as special cases is prefer-
able to one that does not. (This is almost the
same point as the previous one.)
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In offering these desiderata, T assume that the
purpase of a model is to state a hypothesis that
describes an interesting set of available data and
that may possibly describe new data as well. Of
course, if the purpose is to test a theory that we
are not sure about, the model should be constructed
in such a way that estimates of its parameters
wiil tell us something about the validity of that
theory. The failure of such a model o satistv
these desiderata may tell us that the theory it
embodies is false, This too is uselul knowledge.

COMMENTS AND CRITICISMS
ABOUT ECONOMETRIC
TECHNIQUES

Theory vs. Empiricism

Two general approaches to formulating a model
exist. One is to consult economic theorv. The other
is to look for regularities in the data. Either can
be used as a starting point, but a combination
of both is best. A model derived from elegant
economic theory may be appealing, but unless
at least some of its components or implications
are consistent with real data, it is not a reliable
hypothesis. A model obtained by pure data min-
ing may be consistent with the body of data
that was mined to get it, but it is not a reliable
hypothesis if it is not consistent with at least some
other data (recall what was said about this earlier;,
and it will not be understood if no theory to
explain it exists.

The VAR Approach

Vector autoregression (VAR) is one way of
looking for regularities in data. In VAR, a set of
observable variables is chosen, a maximum lag
length is chosen, and the current value of each
variable is regressed on the lagged values of
that variable and all other variables. No exogenous
variables exist; all observable variables are
treated as endogenous. Except for that, a VAR
maodel is similar (o the unrestricted reduced
form of a conventional econometric model. Each
equation contains only one current endogenous
variable, each equation is just identified, and no
use is made of any possible theoretical information
about possible simultaneous structurai equations
that might contain more than one current
endogenous variable. in fact, no use is made of
anyv theoretical information at all, except in the
choice of the list of variables to be included and
the length of the lags. In macroeconomics it is

not practical to use many variables and lags in a
VAR because the number of coefficients to be
estimated in each equation is the product of the
number of variables times the number of lags
and bhecause one cannot estimate an equation
that has more coefficients than there are obser-
vations in the sample.

The ARIMA Approach

The Box-Jenkins type of time-series analysis is
another way to seek regularities in data. Here
each observable variable is expressed in terms of
purely random disturbances. This can be done with
one variable at a time or in a multivariate fashion.
In the univariate case an expression involving
current and lagged values of an observable
variable is equated to an expression involving
current and lagged values of an unobservable
white-noise disturbance; that is, a serially inde-
pendent random disturbance that has a mean
of zero and constant variance. Such a formulation
is called an autoregressive integrated nmoving aver-
age {ARIMA)} process. The autoregressive part
expresses the current value of the variable as a
function of its lagged values. The integrated part
refers to the possibility that the first (or higher
order) differences of the variable, rather than
its levels, may be governed by the equation.
Then the variable’s levels can be obtained from
its differences by undoing the differencing
operation—that is, by integrating first differ-
ences once, integrating second differences
twice, and so on. (If no integration is involved,
the process is called ABMA instead of ARIMA}
The moving average part expresses the equa-
tion's disturbance as a moving average of cur-
rent and lagged values of a whiie-noise disturbance,
To express a variable in ARIMA form, it is
necessary to choose three integers to character-
ize the process. One gives the order of the auto-
regression (that is, the number of lags to be
included for the observable variable); one gives
the order of the moving average (that is, the
number of lags included for the white-noise dis-
turbance); and one gives the order of integration
{that is, the number of times the highest-order
differences of the observable variable must be
integrated to obtain its levels). The choice of the
three integers (some of which may be zero) is
made by examining the time series of data for
the observable variable to see what choice best
conforms to the data. After that choice has been
made, the coefficients in the autoregression and
moving average are estimated. The multivariate
form of ARIMA modeling is a generalization of the
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univariate form. And, of course, VAR modeling
is a special case of multivariate ARIMA modeling.

VAR and ARIMA models can be useful if they
lead to the discovery of regularities in the data.
If enduring regularities in the data are discovered,
we have something interesting to try to under-
stand and explain. In my view, however, one
disadvantage of both approaches is that they
make almost no use of any knowledge of the
subject matter being dealt with. To use univari-
ate ARIMA on an economic variable, one need
know nothing about economics. ! think of
univariate ARIMA as mindless data mining. To
use multivariate ARIMA, one need only make a
list of variables to be included and choose the
required three integers. To use VAR, one need
only make a lst of the variables to be included
and choose a maximum lag length. Knowledge
of the subject the equations deal wilh can enter
into the choice of variables to be included.

It may seem that the ARIMA approach and the
conventional econometric model approach are
antithetical and inconsistent with each other.
Zellner and Palm (1974}, however, have pointed
out that if a conventional model's exogenous
variables are generated by an ARIMA process,
the model's endogenous variables are generated
the same way.

General-to-Specific Modeling

Generalto-specific modeling starts with an esti-
mated eguation that contains many variables
and many lagged values of each. Its approach is to
pare this general form down to a more specific form
bv omitting lags and variables that do not con-
tribute to the explanatory power ol the equation.
Much can be said for this technique, but of
course it will not lead to a correct result if the
general form one starts with does not contain
the variables and the lags that belong in an
equation that is approximately correct.

The Error Correction Mechanism

The error correction mechanism {ECM) provides
a way of expressing the rate at which a variable
moves toward its desired or equilibrium value
when it is away from that value. Economic theory
is at its best when deriving desired or equilibrium
values of variables, either slalic positions or
dvnamic paths. ECM has so far not been good
at deriving the path followed by an economy that
is out of equilibrium. Error correction models are
appealing because they permit the nature of the
equilibrium to be specified with the aid of the-

ory but permit the adjustment path to be deter-
mined largely by data.

Testing Residuals for Randomness

I have already discussed lesting residuals for
randomness. If an equation’s residuals appear to fol-
low any regular or systematic pattern, this is a sig-
nal that there may be some regular or systematic
factor that has not been captured by the form
and variables chosen for the equation. In such a
case it is desirable to try to modify the equation’s
specification, either by including additional vari-
ables, by changing the form of the equation, or
both, until the residuals lose their regular or
systematic character and appear to be random.

Stationarity

It is often said that the residual of a properly
specified equation should be stationary, that is,
that its mean, variance and autocovariances
should be constant through time. However, for
an equation whose variables are growing over
time, such as an aggregate consumption or money-
demand equation, it would be unreasonable to
expect the variance of the residual to be constant.
That would mean that the correlation coefficients
for the equation in successive decades (or other
time intervals) would approach one. Tt would be
more reasonable to expect the standard deviation
of the residual to grow roughly in proportion to
the dependent variable, to one of the indepen-
dent variables, or to some combination of them.

The Lucas Crifique

Robert Lucas (1976) warned that when an
estimated econometric model is used to predict
the etfects of changes in government policy var-
iables, the estimated coefficients may turn out
wrong and hence the predictions may also turn
out wrong, Under what conditions can this be
expected to occur? Lucas says that this occurs
when policymakers follow one policy rule
during the estimation period and begin to foilow
a different pelicy rule during the prediction period.
The reason for this, he argues, is that in many
cases the parameters that were estimated are
not constants that represent invariant economic
relationships, but instead are variables that
change in response to changes in policy rules.
This is because they depend both on constant
parameters and on varving expectations that
private agents formulate by observing policy-
makers and trying to discover what policy rule
is heing followed. Jacob Marschak (1953) fore-
shadowed ihis idea when he cautioned that
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predictions made from an estimated econometric
madel will not be valid il the structure of the
model (that is, its mathematical form and its
parameter values) changes between the estimation
period and the prediction period. Therefore, to
make successful predictions after a structural
change, one must discover the nature of the
structural change and allow for it.

| take this warning seriously. i need not con-
cern us when policy variations whose etfects
we want to predict are similar to variations that
occurred during the estimation period. But when
a change in the policy rule occurs, private agents
will eventually discover that their previous
expectation formation process is no longer valid and
will adopt a new one as quickly as they can. As they
do so, some of the estimated parameters will
change and make the previously obtained esti-
mates unreliable.

Goodhart’s Law

Lucas’ warning is related to Goodhart's Law,
which states that as soon as policymakers begin
to act as if some previously observed relation-
ship is reliable, it will no longer be reliable and
will change® A striking example is the short-
run, downward-sloping Phillips curve.

Are Policy Variables Exogenous?

Mast econometric models treat at least some
policy variables as exogenous. But public policy
responds 1o events. Policy variables are not
exogenous. The field of public choice studies
the actions of policymakers, trealing them as
maximizers of their own utility subject to the con-
straints they face. Econometric model builders have
so far not made much use of public choice eco-
nomics.

BY THEIR FORECASTS YE SHALL
KNOW THEM (MODELS, THAT IS)

Methods of Evaluating Models’
Forecasts

A conventional econometric model contains dis-
turbances and endogenous and exogenous varia-
bles. Typically some of the endegenous variables
appear with a lag. Consider an annual medel with
data for all variables up to and including 1992,

Suppose that at the end of 19922 we wish o
forecast the endogenous variables for 1993, one

vear ahead. This is an ex ante forecast. For this
we need estimates of the model's parameters,
which can be computed from our available
data. In addition, we need 1993 values for the
lagged endogenous variables. These we already
have because we have values for the years 1992
and earlier. Further. we need predicted 1993
values for the disturbances. We usually use zeros
here because disturbances are assumed to be
serially independent with zero means. (Some
modelers, however, would use values related to
the restduals for 1992 and possibly earlier vears
if the disturbances were thought to be serially
correlated.) Finally, we need predicted 1993
values for the exogenous variables, These pre-
dictions must be obtained from some source
outside the model.

Our predictions of the endogenous variables
for 1993 will be conditional on our estimated
model and on our predictions of the disturbances
and exogenous variables. If we make errors in
forecasting the endogenous variables, it may be
because our estimated model is wrong, because
our predictions of the disturbances or exogenous
variables are wrong, or hecause of some combi-
nation of these.

1t is possible—and desirable—to test the fore-
casting ability of an estimated model independently
of the model user’s ability to forecast exogenous
variables. This is done with an ex post forecast.
An ex post {orecast for one period ahead, say
for 1993, is made as follows: Wait until actual
1993 data for the exogenous variables are avail-
able, use them instead of predicted values of
the exogenous variables to compute forecasts of
the 1493 endogenous variables, and examine the
errors of those forecasts.

When comparing forecasts from different mod-
els, bear in mind that the models may differ in their
lists of exogenous variables and that this may affect
the comparison. For exampie, a model that has
hard-to-forecast exogenous variables is not going
to be helpful for practical ex ante forecasting,
even if it makes excellent ex post forecasts.

Errors of ex anle and ex post forecasts tell us
ditfferent things. Ex ante forecasting errors teil
us about the quality of true forecasts but do not
allow us to separate the effects of incorrect
estimated models from the effects of bad predictions
of exogenous variables and disturbances. Ex post
forecasting errors lell us how good an estimated
model has been as a scientific hypothesis, which is

33ee Goodhart (1981).
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distinct from anyone’s ability to forecast exogenous
variables and disturbances. If you are interested
in the quality of practical forecasting, you should
evaluate ex ante forecasts. If you are inierested
in the quality of a model as a scientific theory,
vou should evaluate ex post forecasts. Ex post
{forecasts are usually more accurate than ex ante
forecasts because the predictions of the exogenous
variables that go into ex ante forecasts are
usually at least somewhat wrong.

What if we want to make forecasts two years
ahead, for 1994, based on data up to and including
19927 We need 1993 values for the endogenous
variahles to use as lagged endogenous values for our
1994 forecast; however, we do not have actual 1993
data. Hence we must make a one-year-ahead fore-
cast for 1993 as before. Then we can make our
1994 forecast using our 1983 forecasts as the
lagged values of the endogenous variables tor
1994. Thus the errors of our 1994 forecast will
depend partly on the errors of our 1993 fore-
cast and partly on the values we use for the 1994
exogenous variables and disturbances. H we want
to make forecasts for n vears ahead instead of
two years ahead, the situation is similar except
that n steps are required instead of two. We can
still consider either ex ante or ex posi forecasts.
As before, ex post forecasts use actual values of
the exogenous variables,

When making ex ante forecasts, the typical
economelric forecaster does not aulomatically
adopt the forecasts generated by a model.
Instead the forecaster compares these forecasts
with his subjective judgment about the [uture of
the economy, and if there are substantial dis-
crepancies, he makes subjective adjustments to
his model's forecasts. This is usually done with
subjective adjustments to the predicted distur-
bances. Thus the accuracy of ex ante forecasts

typically depends not only on the adequacy of
the estimated model, but also on the model
builder’s ability to forecast exogenous variables
and to make subjective adjustments to the mod-
el's forecasts. Paul Samuelson once caricatured

this situation at a meeting some years ago by
likening the process that produces ex ante
econometric forecasts to a black box inside
which we find ondly Lawrence R. Klein!

Errors of Forecasts from Several
Econometric Models

Most presentations of forecasting accuracy are
based on ex ante rather than ex post forecasts,
often with subjective adjustments, perhaps because
of the interest in practical forecasting. [ like to
look at ex post forecast errors without adjust-
ments because | am interested in ecopometric
models as scientific hypotheses.

Fromm and Klein (1876) and Christ (1975)
discuss root mean square errors (RMSEs) of
ex post quarterly {orecasts of real GNP, nominal
GNP and the GNP deflator one quarter to eight
guarters ahead by eight models with no subjec-
tive adjustment by the forecaster. The models
were formulated by Brookings, the U.5. Bureau
of Economic Analysis, Ray Fair, Leonail Ander-
sen of the Federal Reserve Bank of $t. Louis, T.
C. Liu and others, the Universily of Michigan
and the Wharton School {two versions). Yor
GNP they show RMSEs rising from 0.7 percernt
to 2.5 or 4.5 percent of the actual value as the
horizon increases from one quarter to eight
quarters. For the GNP deflator they show
RMSEs rising from 0.4 percent to 1.9 percent,
as shown in table 1.

In a series of papers over the past several
vears, Stephen McNees (1986, 1988 and 1990)
has reported on the accuracy of subjectively
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adjusted ex anfe quarterly forecasts of several
macroeconometric models, for horizons of one
to eight quarters ahead, and has compared
them with two simple mechanical forecasting
methods. One is the univariate ARIMA method
of Charles Nelson {1984), which is called BMARK
(for benchmark). The other is the Bavesian vec-
tor autoregression method of Robert Litterman
(1986), which is called BVAR. The models dis-
cussed in McNees (1988} are those formulated
by the U.S. Bureau of Economic Analysis, Chase
Econometrics, Data Resources Inc., Georgia
State University, Kent Institute, the University
of Michigan, UCLA and Wharton.

McNees’ results tor guarterly forecasts may be
summarized in the following five statements:

t. The models' forecast errors were usually
smaller than those of BMARK.*

2. 'The models’ forecast errors were usually slightly
smaller than those of BVAR for nominal GNP
and most other variables and slightly larger
than those of BVAR for real GNP. Thus BVAR
was usually better than BMARK for real GNP.#

3. Forecast errors for the levels of variables
became worse as the forecast horizon length-
ened from one quarter to eight quarters,
roughly quadrupling for most variables and
increasing tenfold for prices. However, fore-
cast errors for the growth rates of many vari-
ables tbut not for price variables} improved
as the horizon lengthened. In other words,
for many variables, the forecasts for growth
rates averaged over several guarters were
better than the forecasts for shorl-term fluc-
fuations.®

4. Mean absolute errors (MAEs) of the models’
forecasts of the level of nominal GNP were
usually about 0.8 percent of the true level [or
forecasts one quarter ahead and increased
gradually to about 2.2 percent for forecasts
one vear ahead and aboul 4 percent for fore-
casts two years ahead. Real GNP forecast
errors were somewhat smaller. Errors for
other variables were comparable. Price-level
forecast errors were smaller for the one-
gquarter horizon but grew faster and were
larger for the two-year horizon.”

5. When subjectively adiusted forecasts were
compared with unadjusted forecasts, the
adjustments were belpful in most cases,
though sometimes they made the forecast
waorse. Usually the adjustments were larger
than optimal.®

One-vear-ahead annual forecasts of real GNP
by the University of Michigan's Research Center
in Quantitative Economics, by the Council of
Economic Advisers and by private forecasters
covered by the ASA/NBER survey all had MAEs
of about 0.9 percent to 1.1 percent of the true
level, and RMSEs of about 1.2 perceni to 1.5
percent of the true level? (The relative sizes of
the MAEs and RMSEs are roughly consistent
with the fact that for a normal distribution, the
RMSE is about 1.25 times the MAE.)

Implications of Worsening Ex Post
Forecast Errors

Because the root mean square error of an
economeiric model's ex post forecasts roughly
gquadruples when the horizon increases from
one quarter to eight quarters as in table 1, can
we conclude that the model is no longer correct
for the forecast period? The answer is possibly,
but not certainly.

For a static model we could conclude this because
the error of each forecast would involve distur-
bances onlv for the period being forecast, not
for periods in the earlier part of the horizon.
Hence there is no reason to expect great changes
in the size of the forecasting error for a static
model as the horizon increases. Small increases
will occur because of errors in the estimates of
the model’s parameters if the values of the mod-
el's independent variables move further away
from their estimation-period means as the hori-
zon lengthens. This is because any errors in the
estimates of equations’ slopes will generate
larger effects as the distance over which the
slopes are projected increases.

Bui most economeiric forecasting models con-
tain lagged endogenous variables. Therefore, as
noted previously, to forecast n periods ahead,
we must first forecast the lagged endogenous-
variable values that are needed for the n-periods-

4See McNees (1988 and 1990).
5See McNees (1990).
5See McNees (1988).

7See McNees (1988).
8See McNees (1990).
95ee McNees (1988).
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ahead forecast. This involves a chain of n steps.
The first step is a forecast one period ahead,
whose error involves disturbances only from
the first period in the n-period horizon. The
second step is a forecast two periods ahead,
whose error involves disturbances from the sec-
ond peried in the horizon and also disturbances
from the first period because they affect the
one-period-ahead forecast, which in turn affects
the two-periods-ahead forecast. And so on, until
the nth step, whose forecast error involves dis-
turbances from all periods in the horizon from
one through n. Thus, for a dynamic model, the
variance of a forecast n periods ahead will depend
on the variances and covariances of disturbances
in all n periods of the horizon, and except in
very special circumstances, it will increase as
the horizon increases.

To decide whether the evidence in table 1 shows
that the estimated meodels it describes are incor-
rect for the forecast horizon of eight quarters,
we need to know whether the BMSEs of a correct
model would quadruple as the forecast horizon
increases from one quarter to eight quarters.

If they would, then the quadrupling observed in
the table is not evidence of incorrectness of the
estimated models. If they would not, then evi-
dence of incorrectness exists. We do not have
enough information about the models underly-
ing the table to settle this issue definitively, but
some simple examples will illustrate the principle
involved.

Suppose the model is linear and perfectly cor-
rect, and suppose it contains 135,5 of one quarter
or more {as most models do). Then the variance
of the error of an n-periods-ahead forecast will
be a linear combination of the variances and
covariances of the disturbances in all periods of the
horizon. In the simple case of a single-equation
model, if the disturbances are serially indepen-
dent and if the coefficients in the linear combi-
nation of disturbances are all equal to one, the
variance of the linear combination of distur-
bances for a horizon of eight quarters will be
eight times that of one quarter. So the BMSE of
ex post forecast errors from a correct model
will increase by a factor of the square root of
eight (about 2.8) as the horizon goes from one
quarter to eight quarters. If the coefficients in
the linear combination are less than one, as in
the case of a stable model with only one-period
lags, the variance of the linear combination for

eight quarters will be less than eight times that
for one quarter. Hence the RMSE of ex post
forecast errors from a correct model will
increase by less than a factor of the square root
of eight as the horizon goes Irom one quarter
to eight quarters. In such a case, if the observed
RMSEs approximately gquadrupled, it would cast
sorme doubt on the validity of the model

Consider a single-equation model with a single
lag, and no exogenous variables as follows:
}il m

a + Byt g

where ¢ is a serially independent disturbance with
zero mean and constant variance o Suppose that
the values of a and f§ are known and thus no fore-
cast error is attributable to incorrect estimates of
these coefficients. Then the variance of the error
of a one-period-ahead forecast is g, [hat of a two-
periods-ahead forecast is {1 + ) o, that of a
three-periods-ahead forecast is (1 + ,6’ + o, and
s0 on. The variance of an n-periods-ahead forecast
is 1 B 6", whichis equal to (1 ~ f o1 ~ ).

Table 2 shows how the standard deviation of
such a forecast error increases as the horizon
increases {rom one quarter to eight quarters for
several values of the parameter . Table 2 sug-
gests that if the RMSE of a model's forecasts
gquadruples as the horizon increases from one
quarter to eight quarters, either f§ (the rate of
approach of the model to equilibrium) must be
large or close to one, or the model is inade-
quate as a description of the forecast period.

Corresponding expressions can be derived for
multi-equation models with many lags and serially
correlated disturbances, but they are rather
cumbersome.

AN OLD, PLAIN-VANILLA
FOQUATION THAT STILL WORKS,
ROUGHLY

Nearly 40 vears ago Henry Allen Latané pub-
lished a short paper in which he reported that
for 1918-52 the inverse of the GNP velocity of
M1 is described by a simple least squares
regression on the inverse of a long-term, high-
grade bond rate RL as follows:t0

100 + 795/RL, F = .75
(10)

(1) M1/GNP ==
{i-ratio)

193ee Latané (1954).
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Here and in what follows, I have expressed inter-
est rates in units of percent per year, so a 5 per-
cent rate is entered as 5, not as 0.05, and its inverse
0.20, not 20. The Appendix gives the definitions
and data sources for variables in this and sub-
sequent equations, Latané showed the unad-
jusied correlation coefficient r, but showed nei-
ther the standard deviation nor the t-ratio of
the slope. I calculated the adjusted ¥ and the t-
ratio. The latter is the square root of r* (df) /{1 -r?,
where df, the number of degrees of freedom,
equals 32.

This specification has some of the properties of
a theoreticai money demand equation-—namely, a
positive income elasticity {restricted to be con-
stant and equal te one by construction) and a
negative interest elasticity {restricted to have an
absolute value less than one and not constant).
But its least-squares estimate would almost cer-
1ainly be biased or inconsistent, even if the form
of the equation were correct, because the bond
rate is almost certainly not exogenous and hence
not independent of the equation’s disturbances.

Nevertheless, this specitication has continued
to work fairly well for other periods. Nearly 30
vears ago MUGNP was described for 1892-1959
by a similar regression on the inverse of Moody's
Aaa bond rate with almost the same coefficients,
as follows:1?

2} MU/GNP = .131 + .716/RAaa, T = .78
{t-ratio} {14)

For 1959-91 the same specification describes
the ratio of M1 to GNP with almost the same
coefficients, as follows:

(3) M1/GNP = 085 + .774/RAaa, v = .90
(t-ratio) {13) (17)

If GNP in equation (3) is replaced by the new
output variable GDP for 1959-91, the result is
almost identical, as follows:

4) MUGDP = 086 + .771/RAaa, T = .91
{t-ratia) {13 {18)

David Dickey's discussion is based on the
1959-91 data that underlie equation {3).

For 1892-1991 a similar result is again
obtained, as follows:

(5) MI/GNP = 083 + .874/RAaa, © = .89
{1-ratio) (11) (28]

Table 3 shows the estimated equations (1) -(3)
and several other estimated equations that will
be described soon. Equations (17) and {27) are
attempts to duplicate the results in equations (1)
and (2) using the same data base that is used in
equations {3}, (5) and later equations. The Appen-
dix gives data sources.

Figure 2 shows the graphs of M1/GNP and
1/RAaa over time. Figures 3 and 4 show the
scatter diagrams for equations (3} and (5),
respectively. (I should add that, of the four

11See Christ (1963).
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equations that can be obtained by regressing
either the velocity of M1 or its inverse on either
RAaa or its inverse, the form thati is presented
here fits the best.)

It is rather remarkable that this plain-vanilla
specification continues to describe the relation
between M1's velocity and the long-term Aaa
bond rate with such similar regression and cor-
relation coefficients for the four periods, espe-
cially in view of the changes in interest-rate
regulation and in the definition of M1 that have
occurred over the last century. However, the
differences among the four estimated versions
are not negligible, as seen in a comparison of
the computed values of MI/GNP that they vield.
For 1959-91 these computed values are shown
in figure 5 together with the actual values of
M1/GNP. Note that those computed from equa-
tions (1) and (2) using 1919-52 and 1892-1959
data are ex post forecasts, whereas those from
equations (3} and (5) using 1959-91 and 18921991
data are within-sample calculated values. Figure 6
shows the values of M1/GNP obiained when
equation {3) based on 1959-91 data is used to
backcast M1U/GNT for 1892-1958, and it also

shows the actual values and the calculated

values from equation (5) using 1892-1991 data.
The forecasting and backcasting errors are by
no means negligible, but the general pattern of
behavior of M1/GNP is reproduced.

The estimates of the plain-vanilla equation are
rather stable across time, as indicated by fig-
ures 7 and 8 which show the behavior of the
slope as the sample period is gradually length-
ened by adding one year al a time. In figure 7
the sample period starts with 1959-63 and is
extended a vear at a time to 1959-91. In figure
8 the sample period starts with 1892-97 and is
gradually extended to 1892-1991. It each figure
the slope settles down quickly after jumping
around at first and varies little as the sample is
extended thereaflter.

However, this simple specification does not by
any means satisfy all of the desiderata listed
previously. In particular, the 1959-91 Durbin-
Watson statistic is a minuscule 0.38, and the
1892-1991 Durhin-Watson statistic of (.48, is not
much better, which suggests that the residuals
have a strong positive serial correlation. This by
itsell would not create bias in the estimates if
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Figure 2
M1/GNP and 1/RAaa, 1892-91
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Figure 4
Regression of M1/GNP on 1/RAaa, 1892-91
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Figure 5
Actual, Computed and Forecast Values of M1/GNP from Regressions on
1/RAaa for Four Periods
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Figure 6
Actual, Computed and Backcast Values of M1/GNP from Regressions on 1/RAaa for

Two Periods
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Figure 7
Estimates of Slope in Regression of M1/GNP on 1/RAaa for Samples
Starting in 1959 and Ending in 1963...1991
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Figure 8
Estimates of Slope in Regression of M1/GNP on 1/RAaa for Samples

Starting in 1892 and Ending in 1897...1991
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the equation form were correct and if the dis-
turbance were independent of the interest rate
and had zero mean and constant variance. But
it certainly suggests strongly that the equation
has not captured all its relevant systematic fac-
tors. The graph of the residuals of the 1959-91
equation {3} against time is illuminating. It shows
an almost perfect 12-vear cycle of diminishing
amplitude with peaks (positive residuals) in 1959
{or possibly earlier), 1970 and 1982 and troughs
{negative residuals) in 1965, 1977 and 1990. 1t also
suggests a negative time trend. The residuals of
the 1892-1991 equation (5) show a roughly sim-
ilar pattern. (See figures 9 and 10.}
The very low Durbin-Watson statistics suggest
that the equation should be estimated either
using the first differences of its variables, or
better, using the levels of its variables with a
first-order autoregressive [AR(1)] correction
applied to its residuals. Estimation in levels with
an AR(1) correction would be appropriate if the
disturbance u in the original equation were
equal to its own lagged value times a constant,
©, phus a serially independent disturbance, ¢,
with constant variance, as follows:

Bl u = pu _, + g

40

50

In this case, if the original equation is

= + £,

= a + fx, + pu,_,

By =a+ fx +
the AR(1) correction subtracts © times the
lagged version of equation (7} from equation (7)

itself and produces the following equation:
By =py_, + 0 -pla+fix - px  +¢

This equation is nonlinear in the parameters
because the coefficient of lagged x, -0, is the
negative of the product of the coefficients of x
and lagged v. I that restriction is ignored and
the coefficient of lagged x is denoted by y, the
equation becomes as follows:

[ + £l

@y =py_, + 1 ~-pla+fx +yx

‘This equation can be given the following error
correction interpretation. Suppose that the equil-
ibrium value y* of a dependent variable v is linear
in an independent variable x, as follows:

(10) 7 = & + fx,

and that the change in y depends on both the
change in the equilibrium value and an error
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Figure 9
Residuals from Regression of M1/GNP on 1/RAaa, 1959-91
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Figure 10
Residuals from Regression of M1/GNP on 1/RAaa, 1892-1991
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correction term proportional to the gap between
the lagged equilibrium and the lagged actual
values, as follows:

(11) A}!l = GA}JL* + {1 - p) (yl*q - ¥

.

)+
Substitution from equation {10) into equation
{11} implies an equation with the same variables
as the AR(1) equation {8} but with some different
parameters, as follows:

(12) v =py, , +1-pPla+88x +(1-p-8fx | +¢

if the adjustment parameter # in equation (12)
were equal to one, then equation (12} would
become the same equation as (8).

Estimates in first differences would be appro-
priate if the value of p in equation {6), (7) and
{8) were one. In this case, equation (8} becomes
a first-difference equation, as follows:

(13) Ay, = BAx + ¢

The least-squares estimate of eguation {8) in
levels with the AR(1) correction for 19680-91 is
as follows:

(14} M1T/GNP ~ 89B(IMU/GNP} _ |

= {1~ .896).126 + 267 (1/RAaa ~ 896/RAaa )
(t-ratio) {8) {2.8) {26)

with an adjusted B squared of .98 and DW
equal 1o 1.82. This is equivalent to the following
eguation:

(15) M1/GNP = .896{ML/GNP) |
+ .013 + .267/RAaa - .239/RAaa_

i

There is no evidence of a trend.

The least-squares estimate in levels with the
AR(1) correction for 1843-1991 is as follows:

(16) MI/GNP ~ 831{M1/GNP)_

={1 — .831).117 + Y11{1/RAaa - .831/RAaa_)
-ratio) (5] (7) (12)

with an adjusted R squared of .95 and DW
equal to 1.60. This is equivalent to the following
equatior.

{17} MI/GNP = 831(MI/GNP) _,
+ .020 + 711/BAaa - 5%1/RAaa_

1

There is again no evidence of a trend.

Least-squares estimation of the ECM equation
{12} for 1960-91 (without restricting # to be one)
vields the following equation:

(18) M1/GNP = 857(M1/GNP)

-1

{t-ratio) (11)
+ (016 + 275/RAaa - 212/RAaa |
2.2 28 (-2.2)

with an adjusted R squared of .98 and DW
equal to 1.78. This is quite close to the AR
result in equation (15), which suggests that the
adjustment coefficient 6 in equation (12) is not
very different from one. The hypothesis that in
equation (18} the coefficient of lagged 1/RAaa is
equal to the negative of the product of the
coefficients of 1/RAaa and lagged M1/GNP, as
required by equation (8} and as satisfied hy
equation (15), is strongly accepted by a Wald
test {the p-value is .59}

Least-squares estimation of equation (12) for
1893-1991 (again without restricting 8 to be one)
vields the following equation:

(19) M1/GNP = 807(MVU/GNP) |
{t-ratio) (12)
+ (16 + .5393/RAaa ~ 428/RAaa
(2.1} (5) (-3.6)

1

with an adjusted R squared of .95 and DW
equal to 1.59. This is quite close to the AR(1)
result in equation (17), which again suggests
that the adjustment coetficient 8 in equation
{(12) is not very different from one. The hypothesis
that in equation {19} the coeflicient of lagged
1/RAaa is equal to the negative of the product
of the coefficients of 1/RAaa and lagged M1/GNP,
as required by equation (8} and as satisfied by
equation (17), is accepted by a Wald test (the
p-value is .11},

Equations {15), (17), {18) and (19} are hetter
than the plain-vanilla equations {3} and (5} in
some respects, and worse in others. They have
substantially higher adjusied R-squared values,
much less serial correlation in their residuals,
no evidence of a time trend, and significant
coefticients. The ECM equations (18) and (19),
however, are very unstable over time. In equa-
tion {18) the coefficient of 1/RAaa varies {rom
about .6 for 1960-70, to .05 for 1960-78 and
1960-81, to .3 for 1960-86 and 1960-91. In
equation {19 the coefficient of 1/RAaa varies
almost as much hut remains at about .7 or .6 for
samples that include at least the years 1893-1950.
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I conjecture that in the AR(1) equations (15) and
(17) the coefficient of 1/RAaa is also unstable
across time because the AR(1) and ECM equa-
tion estimates are quite similar.

By comparing equations (12} and (18}, one can
solve for the 1960-91 estimates of the four
parameters @, a, § and 8, in that order, to
obtain:

2009 = 857, & = 112, = 441 and 6 = 624

This implies that the equilibrium relation in
equation (10) embedded in the ECM is as
follows:

(21 (MI/GNP)* = 112 + 441/RAaa

Similarly, by comparing equations (12) and (19)
one can salve for the 1893-1991 estimates of
the four parameters as follows:

(22)p = 807, & = 083, B = 855 and B = 694

This implies that the equilibrium relation in
equation (10} embedded in the ECM is as
follows:

(23) (MT/GNP)* = 083 + .855/RAaa

The two equilibrium relations in equations {21)
and (23) for the two periods 1960-91 and
1893-1291 are quite different, which is consis-
tent with the instability of the ECM specification
across time.

Now let us return to the first-difference equation
(13). The least-squares estimate for 1960-91 is
as follows:

(24) AMUGNP) = .380A(1/RAaa), P = .05
{t-ratio} (3.6)

with DW = 1.23. For 1893-1991 it is as follows:

{25) AIM1/GNP) = 494A(1/RAaa), ¥ = .15
(t-ratio) (4.1}

with DW = 1.76. Table 4 shows the estimated
equations (24) and (25). The estimates of this
first-difference specification are not qguite as
stable across time as those of the specification
m levels of the variables. This can be seen by
comparing equations (24) and (23) and also from
figures 11 and 12, which show the values of the
estimates as the sample is increased one year at
a time, starting respectively with 1960 and 1893,
In each figure the estimates stabilize after an
initial period of instability, but the values at
which they settle differ by a factor of about .75,

If a constant term is included in equation {(24),
which implies a trend term in equation (3), the
constant is small but significantly negative, the
stope falls to about .3, and the adjusted R-
squared and DW values improve slightly. The
estimated slope, however, becomes wildly unsta-
ble acraoss time. If a trend variable is included
in equation (3), its coefficient is small but signifi-
canily negative, the interest-rate coefficient falls
to .49 and remains highly significant, the
adjusted R-squared and the DW values rise
slightly, and again the estimated slope is wildly
unstable across time.

If a constant term Is included in equation (25),
it is small and insignificantly negative, the rest
of the equation is almost unchanged, and the
slope becomes quite unstable through time,
varying from .6 to zero and back to .6 again.

If a trend is included in equation {5), its coeffi-
cient is small but significantly negative, the
imterest-rate coefficient is almost unchanged at
.81, the adjusted R-squared value rises a bit, the
DW value rises a bit, and the coefficient is
again wildly unstable across time.
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Figure 11

Estimates of Siope in Regression of A(M1/GNP) on A(1/RAaa) for
Samples Starting in 1960 and Ending in 1962...1991
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Figure 12

Estimates of Slope in Regression of A(M1/GNP) on A(1/RAaa) for
Samples Starting in 1893 and Ending in 1896...1991
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On the whole, the first-difference specification
does not stand up well.

Where do matters stand? On the one hand,
we have the plain-vanilla equation such as equa-
tion (3), which fits only moderately wel and has
severe serial correlation in its residuals but has
an estimated slope that is rather stable across
time. On the other hand, we have more compli-
cated dynamic equations such as the ECM eqgua-
tion {18}, which fit much better and have nice
Durbin-Watson statistics but have estimated
coefficients that vary greatly across time. Nei-
ther is quite satisfactory, but if the aim is to
find an estimated equation that will describe the
future as well as it does the past, [ think I would
now bet on the plain-vanilla specification, even
though the relation of its estimated coefficients
to structural parameters is unclear.

CONCLUSION

Feonometrics has given us some results that
appear 1o stand up well over time. The price
and income elasticities of demand for farm
products are less than one. The income elastic-
ity of household demand for food is less than
one. Houthakker (1957}, in a paper com-
memorating the 100th anniversary of Engel's
law, reports that for 17 countries and several
different periods these income elasticities range
between .43 and .73. Rapid inflation is associated
with a high growth rate of the money stock.
Some shart-term macroeconometric forecasts,
especially those of the Michigan model, are
quite good.

But there have also been some nasty surprises
about which econometrics gave us little or no
warning in advance. The short-run downward-
sloping Phillips curve met its demise in the
1970s. {Millon Friedman [1968] and Edmund
Phelps {1968] predicted that it would) The oil
embargo of 1973 and its aftermath threw most
models off. The slowdown of productivity
growth beginning in the 1970s was unforeseen.
The money demand equation, which appeared
10 fit well and be quite stable until the 1970s,
has not fi1 so well since then.

How then should we approach econometrics,
for science and for policy, in the future? As for
science, we should formulate and estimate
models as we usually do, relving both on economic
theory and on ideas suggested by regularities
ohserved in past data. Bul we should not fail to
test those estimated models against new data

that were not available to influence the process
of formulating them. As for policy, we should
be cautious about using research findings to
predict the effects of any large policy change of
a type that has not been tried before.
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On Data For Tables 3 and 4

A, Data for equations (1'), (2'), (3}, (5), (14-13),
and (24-23):

M1 = currency plus checkable deposits, bil-
lions of dollars

1892-1958, June 30 data: 1.5, Bureau
of the Census. Historical Statistics
of the LS. from Colonial Times to
1957 (Government Printing Office,
1960), p. 646, series X-267.

1957-58, June 30 data: Economic Report
of the President, 1959, p. 186.

1959-91, averages of daily data for
December, seasonally adjusted: Eco-
nomic Report of the President, 1992,
p. 373.

Note: December data, seasonally

adjusted, are close to June 30 data.

GNP = gross national product, billions of dollars
per year

1892-1928: Kendrick (1961), pp. 286-7.

1329-59: Economic Report of the
President, 1961, p. 127,

1960~88: Econamic Report of the
President, 1992, p. 320.

1989-91: Survey of Current Business,
July 1992, p. 52.

RAaa = long-term high-grade bond rate, percent
per year
1892-1918: Macaulay’s unadjusted
railroad bond rate, .S, Bureau of
the Census. Historical Statistics of
the United States from Colonial Times
to 1957 (Government Printing Office,
1960}, p. 636, series X-332.
1919-91: Moody’s Aaa corporate bond
rate: .
1919-38: U.8. Bureau of the Census.
Historical Statistics of the United
States from Colonial Times to

1957 (Government Printing
Office, 1960}, p. 656, series
X-333.

1939-91: Economic Report of the
President, 1992, p. 378.

Note: For pre-1959 data I used sources
that were available in 1960, in an
attempt to make equation 2’ reproduce
the 1892-1959 equation 2, which
originally appeared in Christ (1963).
These same sources also yield equation
1’, which is an approximate reproduc-
tion of the 1919-52 equation 1, from
Latané (1954).

B. Daia for 1859-31 for equation {4k

M1 = currency plus checkable deposits, hillions
of dollars: same as above.

GDP = gross domestic product, billiens of dol-
lars per year: Economic Heport of the
President, 1992, pp. 298 or 320.

RAaa = Moody's Aaa corporate bond rate, per-
cent per year: same as above.

C. Data for 191852 for equation (1), as
described in Latane (1954), p. 4572

M1: “demand deposits adjusted plus cur-
rency in cirgulation on the mid-year
call date, (Federal Beserve Board Data).”

U.8. Bureau of the Census. Historical
Statistics of the United States from
Colonial Times to 1957 (Government
Printing Office, 1960). Series X-267

GNP:  “Department of Commerce series from
1929 to date; 1919-28 Federal Reserve
Board estimates on the same basis
{National Industrial Conference Board,
Economic Almanac, 1852, p. 201).”

Though Latané's work was published in 1954, research
anailysis at the Federat Reserve Bank of 8t Louis used
more recent data to replicate his work.
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RAaa: “interest rate on high-grade long-term
corporate obligations. The U.5. Treasury
series giving the vields on corporate
high-grade bonds as reported in the
Federal Reserve Bulletin is used from 1936
to date. Before 1936 we use annual aver-
ages of Macaulay’s high-grade railroad
bond vields given in column 5, Table
10, of his Band Vields, Interest Rates,
Stock Prices,” pp. A157-A161. Macaulay,
Frederick R. Bond Yields, Interest Rates,
Stock Prices (National Bureau of Economic
Research, 1938).

I3 Data for 1882-1953 for equation (2}, as
described in Christ (18963}, pp. 217183

M1: “currency outside banks” plus “demand
deposits adjusted”, “billions of dollars as
of June 30.7

11.S. Bureau of the Census. Historical Statis-
tics of the United States from Colonial Times
to 1957 (Government Printing Office, 1960).
Series X-267

11.5. Bureau of the Census. Historical Statis-
tics of the United States from Colonial Times
to 1957; Continuation to 1962 and Revisions
(Government Printing Office, 1965).
Series X-267

RAaa: “long-term interest rate (Moody's Aaa

corporate bond rate, extrapolated
before 1919 via Macaulay’s railroad
bond yield index)”, “percent per year.”

GNP: “gross national product, billions of dollars

per vear.”

2Though Christ's work was published in 1963, research
analysts at the Federal Reserve Bank of $t. Louis used
more recent data to replicate his work.

FEDERAL RESERVE BANK OF ST. LOUIS




