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The Present-Value Model of the Current Account
Has Been Rejected: Round Up the Usual Suspects

1. Introduction

Current account fluctuations resist easy explanations. Large current account deficits have persisted in the U.S.
through periods of large government budget deficits and surpluses, large and persistent real appreciations and depreciations
of the dollar, and all phases of the business cycle. In Canada, the expansion of the 1980s coincided with large current
account deficits, but an expansion in the 1990s withessed current account surpluses.

Economists have increasingly used the intertemporal approach to study the current account. The intertemporal
approach views the current account as a tool domestic residents use to smooth consumption by borrowing from or lending to
the rest of the world. For example, if future income is expected to rise, say due to a technology shock, domestic agents
attempt to smooth consumption by borrowing internationally prior to the high-income years, thereby running a current
account deficit. As such, the intertemporal approach emphasizes permanent income fluctuations (driven by technology
shocks) to explain current account movements. Compared to traditional Keynesian views, the intertemporal approach
reduces emphasis on the economy’s intratemporal competitiveness measured by the real exchange rate.

The intertemporal approach to the current account encompasses several classes of small open economy models.
The most basic is the present-value model (PVM) of the current account. Sheffrin and Woo (1990), Otto (1992), Ghosh
(1995), and Bergin and Sheffrin (2000) find that the testable implications of the PVM are routinely rejected by the data.

Despite rejections of the PVM'’s cross-equation restrictions, it is argued that abandonment of the underlying scheme
is not warranted. Adherents point out the (in-sample) current account forecast from the most unadorned PVM often tracks
the actual current account fairly closely (e.g., Obstfeld and Rogoff (1996), pp. 92994%)s, the PVM, although strictly
rejected, is viewed in the literature as “useful” overall. This conclusion, while appropriate, is less than satisfactory because it
fails to say which elements of the intertemporal model are most responsible for the poor empirical performance of the PVM.

In this paper, we consider a set of “usual suspects” —i.e., factors that theory teaches us can matter for the current

10ther authors, such as Ahmed (1986) and more recently Glick and Rogoff (]]S@Sm (2000), and Nason and Rogers (2002), test a variety of

implications of the intertemporal approach and present evidence that favors some aspects of it.



account, yet are unaffected by technology shocks — as potential sources of the empirical rejections of the PVM of the current
account. These factors are non-separable preferences, country-specific fiscal shocks, a common world real interest rate
shock, and imperfect international capital mobility. We place the suspects in a “canonical” small open economy-real
business cycle (RBC) model which nests the PVM and serves as our benchmark intertemporal model of the current account.

Our “testing” strategy compares moments of synthetic data produced by the RBC model to those of actual data.
Rather than focus on the usual variances and covariances, the “moments” we study are the cross-equation restrictions of the
PVM. The actual data we use to document rejections of the restrictions (and to calibrate our RBC model) is from post-war
Canada, a proto-type small open economy for which rejections of the PVM are found uniformly in the liténatere.
evaluate the empirical and theoretical distributions implied by the cross-equation restrictions using Bayesian Monte Carlo
methods, which measure the fit of the RBC model to the actual data.

The canonical RBC model includes none of our suspects. This economy features a permanent, country-specific
technology shock, but has no transitory shocks to fiscal policy or the world real interest rate. Capital is perfectly mobile
internationally. Thus, the canonical model nests the PVM. Next, we add suspects to the canonical model one-at-a-time to
create alternative specifications. With each alternative, we generate artificial time series, repeat tests of the cross-equation
restrictions, and again compare the outcomes to the actual data. These exercises give us evidence about the culpability of
each of the suspects.

Our choice of suspects is guided by related work on the intertemporal approach. Non-separable preferences can
matter for the current account in several ways. Ghosh and Ostroy (1997) find that incorporating precautionary saving into
the PVM helps to explain current account volatifitgergin and Sheffrin (2000) improve the fit of the basic PVM by
allowing for non-separable utility (between tradable and non-tradable goods) and a stochastic (consumption-based) real
world interest rate. The impact of fiscal and interest rate shocks on small open economies is well studied. Striking evidence
of the importance of fiscal shocks, especially large ones, for intertemporal external borrowing decisions has been presented
by Ahmed (1986) and Ahmed and Rogers (1995). Hercowitz (1986) and Blankenau, Kose, and Yi (2001) report that world

real interest rate shocks help to explain aggregate fluctuations in small open economies. Cole and Obstfeld (1991) argue that

2An example is Ghosh (1995), who obtains rejections for Canada, but ironically, finds the PVM holds better in U.S. data. He and Obstfeld and Rogoff

(1996) report “excess smoothness” of the predicted Canadian current account, as we report below.
SInterestingly, Canadian data rejects the precautionary saving hypothesis according to Ghosh and Ostroy.



small barriers to international capital mobility lead to a smaller current account on average because the benefits of
consumption smoothing are negated. Barriers to international capital mobility have been modeled formally by Mendoza
(1991b), Valderrama (2002), and Schmitt-Grohé and Uribe (2003), in different fashions. Mendoza adds capital controls to a
small open economy-RBC model, Valderrama places an arbitrary bound on debt accumulation, while Schmitt-Grohé and
Uribe introduce an endogenous risk premium into a similar model.

In the next section, we describe the testable predictions of the PVM of the current account and confirm rejections
of those predictions on Canadian data. Section 3 presents our small open economy-RBC model, derives its optimality
conditions, and explains the numerical methods we employ to solve our model. We report the results of the Monte Carlo

experiments in section 4 and discuss our conclusions in section 5.

2. ThePresent-Value M odel of the Current Account

Empirical studies of the PVM of the current account have adapted the permanent-income model of consumption to
the small open economy to derive the tests of Campbell (1987) and Campbell and Shiller (1987). As Sheffrin and Woo
(1990), Otto (1992), Ghosh (1995), and Bergin and Sheffrin (2000) demonstrate, the cross-equation restrictions implied by
the PVM are almost always rejected by the data. In this section, we review these restrictions and confirm their rejections on a

sample of post-war Canadian data. We then pursue the paper’s main objective of uncovering the sources of these rejections.

2.1 Tests of the Present-Value Model of the Current Account

The PVM of the current account is derived from the permanent-income decision rule of a small open economy,
C; = rBi +r(1+r)! Z]?"’:o(l + 1) VE {Yi4; — Lirj — Gryj}, 0 < r,whereC; is the permanent income-level of
consumption, and, Y;, I;, G;, andB; denote the non-stochastic world real interest rate, output, investment, government
spending, and net domestic ownership of foreign assets, respectively. It is assumed that there is only one disturbance, a unit
root country-specific technology shock that generates a permanent respdhsBaplacingC; with C; in the expenditure

identity,Y; = C; + I; + G; + NX;, where net exportsy X,, equals the current account minus income from net

domestic ownership of foreign assefs4; — rB;, it follows that
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whereA represents the difference operator. The current account-PVM rel@iamplies that when future net income is
expected to be above trend, the current account is in deficit. This occurs because agents smooth consumption by borrowing
in response to the (positive) shock to permanent income.

The cross-equation restrictions of the PVM rely on the assumption that the joint data generating process (DGP) of
ANY andCA4 is an unrestricteghth-order bivariate autoregression, AR. Create & p—dimensional vector AR(1)V; =
D W;_1 + Vy, from this AR(p), whereD is the companion matridy; =[ANY; ... ANY;_p41 CA; ... CAs—_py1], and
Ve =[vany.: 0...0 vca, 0...] is avector of mean zero, homoskedastic unrestricted errors. The vector AR(1) yields an
unrestricted forecast oV, ;, E;W; 4 = D’/ W;. This and the row vectaF = [1 Op—1]yieldE;ANY;; = FDIW;.
Substitute this into the present-value relationto find’ = —FD[I — D/(1+r)]~!/(1 4+ r), whereH is a2 p row vector.

The cross-equation restrictions of the PVM are embodiéd.ifNote that these restrictions imply the linear
rational expectations forecast of the current accolidty ; = HW;. The PVM predicts tha€ A, ; is identical to the actual
current account because the contemporaneous current account is contained intlhefaatation set of the vector AR(1).
Recalling that thep + 1st element olV, is CA,, the null hypothesi€ Ay, = CA, holds when all elements G{ are zero
exceptitsp + 1st element, which equals one.

Another implication of the model is that the difference between the forecast and actual current account is
unpredictable, given the history &¥,. Campbell (1987) provides a way to test this prediction. When the PVM is assumed
to be exact, only the country-specific technology shock drives the small open economy. In thi3 asiegular because
the difference between its + 1st row and first row equals its + 2nd row multiplied by(1 + r). We define the implied
variable ag’ A, (notice the script notatiorf) Given thatD is singularC A, is orthogonal to lags ofV;. However, these
predictions fail to hold in the presence of a transitory demand shackhis case, sincé.A; andW,_, are correlated, the
PVM predicts thatV,_; has no power to forecast4,; rather tharC.A;. This is a test of the extent to which current
account fluctuations can be explained by shocks other than those that affect permanent income.

In sum, there are two tests of the cross-equation restrictions of the PVM of the current aqépatitelements of

‘H are zero except the + 1st element which equals one; ad) the forecast innovation is orthogonaltg, 1, so the

4The p + 1st row of D contains the response 6t4, to W;_1, while the first andp + 2nd rows of D are the responses &NY; andCA4,_1,

respectively. Henc& A; = CA; — ANY; — (1 +r)CA;—;.
5This shock is serially uncorrelated and uncorrelated with lag8/pfsee Campbell (1987).



coefficients of the regression 6f4; or C.A;4+; onW,_; are all zero.

2.2 The Data and Empirical Results
We employ data on the Canadian current account and GDP net of investment and government spending. Our data
sources are Statistics Canada and Basic Economics. The entire samplel 86V€rs through1998 Q1. Our estimation
sample period begins irP63 Q1 and ends with 997 04, for a total ofT = 140 observations. The data is measured on a per
capita basis in 1992 Canadian dollars and is seasonally adjusted at annual rates. WeAl®ieandC A4,, and estimate a
vector AR (VAR) conditional orp = 4. The calibration sets = 0.0091 (or 3.70 percent on an annual basis) to comgufe
The data reject the cross-equation restrictions of the PVM. The Wald statistic of the cross-equation restrictions
(computed as in Sheffrin and Woo (1990)) embodie@fiis 16.12 with an asymptotic p-value of 0.04 given eight
degrees-of-freedom. This yields a rejection of the PVM. The LM test statitic,R?, of the orthogonality conditions
discussed above supports this rejection. Whdn; (C.A;) is the dependent variable, the test statistic of 14.78 (19.55) has
an asymptotic p-value of 0.06 (0.01) on eight degrees-of-freedom. This indicates the regression coefficients are not all zero.
Rejections of the cross-equation restrictions of the PVM are confirmed by estimateSbese estimates,
[0.11 —0.03 —0.06 0.06 0.08 0.06 —0.04 — 0.10], are all smaller than 0.12 in absolute value and none is significantly
different from zerd. The key theoretical prediction thats = 1.0, implying that the PVM forecast moves one-for-one with
the actual current account, is strongly rejected in the data. This suggests that permanent income shocks do not dominate
current account fluctuations because the PVM forecast is too smooth.
Finally, as derived in the previous sectidTﬂ,yieIds a forecast of the current accoufitd s ,. The left-side window
of figure 1 plots this forecast (the dot-dash line) and compares it to the actual current account (the solid line) (Cgarly,
is less persistent and less volatile than the actual current account. This “excess smoothness”, which is found uniformly for
Canada in the literature, still exists when we account for estimation uncertainty in the parameters of the unrestricted VAR.

This can be seen from the right-side window of figure 1, which contains the actual Canadian current account, the solid line,

6Sheffrin and Woo (1990), Otto (1992), and Ghosh (1995) also dertei¥; and C A, prior to estimating the VAR. To selegt, we compute the
Akaike information criterion (AIC) and general-to-specific likelihood ratio (LR) tests for VARA® Y; andCA;. The AIC and the LR tests select
p = 4. The Canadian sample averagerdb calculated using Fisher’s equation, the three-month Euro-dollar deposit rate, the Canadian dollar-U.S. dollar

exchange rate, and the implicit GDP deflator of Canada.
"The associated asymptotic standard error§@20 0.20 0.14 0.09 0.41 0.12 0.12 0.11].



and the fifth and 95th percentiles of the piecewise probability bands4gf; (the dotted lines) which are generated using
Bayesian Monte Carlo integration methods of Geweke (199%a@). most of the sample, the actual current account falls
outside of the 90 percent probability bands. This is particularly striking for the second half of the 1980s and the early 1990s,
when the actual current account is below the lower probability band of the PVM current account forecast.

Thus we have confirmed the rejections of the PVM of the current account that have been reported elsewhere. In the
next section, we present a small open economy-RBC model that allows us to examine several possible sources of these

empirical rejections.

3. A Small Open Economy-RBC M odel

In this section, we construct a one-sector small open economy-RBC model. The model acts as a restricted DGP to
explore the role of the usual suspects in explaining the empirical failures of the PVM of the current account. We solve our
small open economy-RBC model numerically around its deterministic steady state and choose prior distributions of the
model’s parameters. We do this for our benchmark model containing only country-specific permanent technology shocks,

which we label the “canonical RBC model”, and for alternative specifications that feature our suspects.

3.1 Tastes, Technology, and the Impulse Structure
The small open economy-RBC model consists of a representative household, a constant returns to scale (CRS)
technology, and an external sector. The household chooses uncertain streams of the single consump@igragadod,

leisure,L;, to maximize discounted expected lifetime utility

E,{Z,BiU(Ct+i, L,+,-)}, 0 < B < L )

i=0

Leisure plus time supplied to the labor mark&t, sums to the unit of time endowment the household receives each date

L; = 1— N,. Consumption and leisure enter the period utility function either separably

UG, L) = ¢n[CG] + (1 —¢)in[l = N, @)

or in non-separable form

8We generate 5000 replications 6i4f; with software Geweke provides attp://www.econ.umn.edubacc Serial correlation in the 90 percent

confidence bands is handled by computing the two largest principal components of the covariance matrix of the ensemble of’'s§pthetic



[th}(l — NHU=9
U(Cr, L) = — L0 < <1, Y #EL (4)

](l—lﬁ)

The restriction i3y = 1 for the separable and log period utility functi¢3).

When period utility is non-separable in consumption and leisure, there is a link between demand for foreign assets
(the current account) and current and expected future domestic labor market activity. Changes in time-worked alter the
discount the small open economy applies to future expected returns, and hence the degree of consumption smoothing
undertaken. Thus, under non-separable utility, there is an additional channel for shocks to produce current account
fluctuations: through transitory movements in time-worked. A second way in which the assumption of non-separable utility
can influence the current account is because the (hon-log utility) risk aversion it implies yields “consumption-tilting”
behavior. The greater the risk aversion, the more responsive is the current account to transitory shocks to consumption.

The household consumes,, accumulates capitak’,1, through investmentl,, or alters its stock of the

internationally traded bond3, ., through net exportsy X;. The law of motion of capital is

K o
Kt+l = (1 — S)Kt + (I—t) It, 0 < o, § < 1. (5)

t

This features installation costs in the flow of new capital as in Baxter and Crucini (1993).

An international bond is the only financial asset available to the household, which may purchase (sell) a unit of
B;+1 from (to) the rest of the world at the end of datduring dater + 1, the small open economy receives (sends) one unit
of the consumption good plus a stochastic returfrom (to) the rest of the world. The stochastic return is the world real

interest rate. Thus, the law of motion Bf.; is
Biyi = (0 + r)B: + NX;, (6)

whereN X; reflects the net flow of the good between the small open economy and the rest of the world.
There are two componentsitg an exogenous and stochastic retgrnwhich is common across the world, and a
risk premium that is specific to the small open economy, which is assumed to be a linear function of the economy’s

bond-output ratid. Thus,

9Placing this risk premium in the law of motiqi6) negates a unit root in tHmearizedsolution of our small open economy-RBC model. Schmitt-@roh”
and Uribe (2003) study several devices that achieve a well-posed linearized solution for this class of RBC models, including an endogenous risk premium

that is strictly increasing in the unit discount bond, and show that they all produce the same responses to one-time technology shocks. One contribution of our



rr = q¢ - ¢—, 0 < ¢. (7

In our model, movements in the world real interest rate are an additional source of consumption smoothing.
Interest rate fluctuations can arise from exogenous shggkst from endogenous fluctuations in the risk premium,
¢(B:/Yy), in response to other shocks. Exogenous shocks generate income and substitution effects in the small open
economy and produce current account fluctuations by driving a wedge between expected returns to the international bond
and domestic physical capital (which equals the marginal produkt; 9f). Movements in the risk premium have the same
effect and imply, for example, that an economy that is a net deBtqr, < 0, must pay a premium aboyg.'°

We assume that the small open economy internalizes its risk premium, i.e., that its decision rules take account of
fluctuations in the risk premiung(B,/Y;) .** From the perspective of the small open economy, imperfect capital mobility
is equivalent to the (internalized) risk premium because either produces a wedge bgtardn,. We examine the extent
to which the decisions of the small open economy affect current account fluctuations through the risk premium.

Our model is tied together by the resource constraint

Y, = ¢ + I, + G/ + NX,. (8)
Output is produced with the CRS technology
Y, = K4, NJP, 0 < 6 < 1, (9)
where A, denotes a country-specific technology shock. It evolves as a random walk with drift
Air1 = Arexply + &1}, 0 < vy, &r41 ~ N(O, 082). (20)

Since A, drives permanent movements in the model’'s quantity variables (excepi joit plays the role of the domestic

disturbance to permanent income.

paper is to show the extent to which the Schmitt-@rand Uribe result holds in a model with multiple shocks. This is discussed in detail in the appendix;

see below.
10The risk premium a debtor pays is higher the more negative is its bond-output ratio. However, a debtor whose output grows faster than its foreign

liabilities sees its risk premium fall. This allows our small open economy in principle to remain in debt permanently.
LAlternatively, one could assume that foreigners set the risk premium, in which case it is treated as given by the small open economy. This is discussed

more fully in the appendix.



Shocks to the transitory component of government spendings G./Y:, and the exogenous component of the

world real interest ratey, are assumed to follow AR) processes

giv1 = UM exp it el < 1, nepr ~ N(0,07), (11)
and
Lam = (@000 + g0 exp et ol < 1 & ~ N(0,02), (12)

whereg* is the steady state or unconditional meagpfndg* is the exogenous component of the world real interest rate.

We assume that the innovatiafs n,, andé; are uncorrelated at all leads and lags.

3.2 Optimality and Equilibrium

Maximizing (2) subject to(5) — (12) andK,+1, C;, I;, andN; non-negative, we derive the following optimality

conditions
1 -9\ C Y, B\’
(%)% - (I_Q)E[l+‘”(f)]’ 49
It)“ Yii1 (B,+1)2 (lm)l‘“ (1,+1 )
— = EI (1 —« 1 + 4+ |1-0+« , 14
(Kt { t“[ % [ \v Kiii Kot 4
and
B
1 = E; {Ft+l (1 + 41— (PYH_I)}. (15)
t+1

The stochastic discount factdt,1, equals (Cr41/C)? =1 (1 — Negql/[1 = NP0 if period utility is
given by (4) or B (C41/C;)~" when period utility is(3).12

Equation(13) equates the marginal rate of substitution between leisure and consumption to the marginal product of
labor gross of the response of the risk premium to a change in employment. Along an equilibrium path, employment is
higher than under perfect international capital mobility because the risk premium produces a negative income effect. Hence,
the international bond’s risk premium ties demand for foreign assets to the marginal rate of substitution between leisure and

consumption. This is independent of period utility being separable or non-separable in consumption and leisure.

12Notice that the optimality conditiond 3) — (15) reflect the social planner’s problem. We compare and contrast the social planner’s and the decentralized
market economy’s solutions of our small open economy model in the appendix. The appendix shows that for the cases that are most relevant the numerical

solutions are very similar.



Equation(14) sets the marginal cost of increasing dabevestment equal to the expected discounted benefit of the
extra unit of capital available at datet- 1. The extra unit of capital contributes to greater production gross of the risk
premium, higher depreciation, and smaller adjustment costs. This is the expected return to an additional unit of capital and is
the right hand side of the Euler equatigir).

The Euler equatioiil 5) describes optimality in the international bond market. It states that the unit of
consumption foregone by holding one more bond is equal to the expected discounted benefit of holding that bond. The
benefit includes the world real interest ratg,;, net of the risk premiums-¢(B;+1/Y:+1), which moves endogenously
with the bond-output ratio.

It is possible to price the risk premium. Excess returnsBap; are generated by

Ei{riq1 — reen) = </)|:Et {BtH } + Ei{l +rr41} Cov (Ft+1, D1 ):| (16)
Yi+1 Y

According to(16), large excess returns on the internationally traded bond occur for two reasons. First, at the margin a
creditor small open economy demands a larger excess return to lend more to the rest of the world. Second, excess returns are
large when the stochastic discount factor is high at the same time the economy’s international borrowing is high. This occurs
in states of the world in which the small open economy is a debtor and wants to bring utility forward in time through
additional borrowing-3

The degree of international capital mobility is parameterized witAs seen in16), a small open economy that is
a debtor (creditor) faces a higher (lower) world real interest ratdecause its risk premium rises (falls) with This drives
the steady state bond-output ratio to zerg ascreases. The sense in which the risk premium is endogenous can be seen in
that, for anyp greater than zero, it becomes increasingly expensive for a debtor economy to accumulate debt. Hence, greater
imperfections in international capital mobility raise the cost of accumulating debt, and so limit the net benefits a small open
economy derives from consumption smoothing.

Any candidate equilibrium path must satisfy the optimality conditior}y — (15), the laws of motion of5) — (7),
and aggregate resource constradijtby necessity, given the production functi@®) and exogenous shock processes
(10) — (12). The transversality conditions lim.oo B/E; {Ax i+ Ki+1+;} =0and iy B/E; {AB,r4jBit1+;} =0,

provide sufficient conditions for any candidate equilibrium, whiegg; andA ;4 ; are shadow prices attached to the laws

13This idea is responsible for much of the literature that tests equilibrium international asset pricing models. Mark (2001) is a good review of this literature.
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of motion of (5) and(6), respectively. Brock (1982) shows that the optimality, equilibrium, and transversality conditions are

used to establish uniqueness of the equilibrium for a class of economies that covers our small open economy-RBC model.

3.3 The Numerical Solution and Priors
Our numerical solution proceeds by first, stochastically detrending the aggregate quantity variables (with the
exception ofN;) usingA4,. Second, we take a first-order Taylor expansion around the deterministic steady state of the

stochastically detrended optimality and equilibrium conditions. Next, we arrange the results of the linearization into a

two-sided linear vector stochastic difference equation¥6r,; = [K:;+1 B:+1], where, for example,
E,H = K;+1 A71/K* — 1 andK* denotes the steady state value of capital. We conjecture the solution
Myt = puMe + uzz; (17)

of the linearized system and follow Zadrozny (1998) to compute a soltti®he matricegi, andu z of (17) are
two-by-two and two-by-three matrices of coefficients to be determined by our numerical solutich aades; 2; ¢,]-
The vector of state variables = [M) Z;] drives the “flow” vector

C: = msSi, (18)
whereC; = [5, T, ﬁt )7t]’ andrgs is a four-by-five matrix.

Our simulation exercises adapt the Bayesian methods of DeJong, Ingram, and Whiteman (1996). This requires us
to calibrate prior distributions for the parameters of our small open economy-RBC model. Since the prior distributions
induce probability distributions for the moments of interest (the tests of the PVM) implied by the theoretical model, we can
measure the fit of the theoretical model to the actual data.

Priors fory, o¢, g%, pg, 0y, q¢*, pg, @andog are based on sample observations. We impose a degenerate prior on
the deterministic growth rate of technology,calibrating it to 0.0024, the sample mean&fn[A4,]. The prior of its
standard deviationg,, is assumed to be normal, centered on its sample mean of 0.0120 with a 95 percent coverage interval
of [0.0115, 0.0125]. The sample mean of the government spending-output ratio, 0.2326, serves as the mean of the prior of
g*, while the means of the priors of the slope coefficient and standard deviation of the fiscal shock are calibrated from the

relevant AR(1) estimatefo, o,] =[0.9923 0.0127]. This gives 95 percent coverage intervals gér p,, andoy, of

14zadrozny employs an eigenvalue method of undetermined coefficients — the elemgnts efto solve the AR part of the linear vector stochastic
difference equation aM; ;. Given this solution, the forward-looking moving average component of the difference equation imposes linear restrictions on

the elements of the matrix = .
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[0.2062, 0.2593], [0.9609, 0.9983], and[0.0121, 0.0133], respectively. These intervals are drawn from normal distributions,
except forp, whose prior is based on a log-normal distribution.

The priors of the parameters of the exogenous world real interest rate process are set in the same way. The
mid-point of the prior ofy* is set at 0.0071 (or 2.87 percent on an annual bggis)y:]’ =[0.9076 0.0040] is calibrated
from AR(1) estimates of,, and normal distributions produce the 95 percent coverage intervaj$ far,, andog of
[0.0058, 0.0084], [0.8580, 0.9567], and[0.0035, 0.0045], respectively.

Priors for the technology and utility function parameters follow standard RBC calibration practice. We center the
prior of capital’s share of incomé, on 0.35 and draw its 95 percent coverage intef@a3201, 0.3802], from a normal
distribution. Likewise, the prior of the depreciation ratgis given by a normal distribution with a median of 0.02, which
yields a 95 percent coverage interval[©f0149, 0.0250]. The prior of the utility function parameteris chosen to be
consistent with the steady state of optimality conditio®). This centers the prior af at 0.3716. Along with a normal
distribution, this gives a 95 percent coverage intervddd498, 0.3941]. We choose a mid-point for the risk aversion
parametery of two to be consistent with Mendoza (1991a). The 95 percent coverage intervalrafwvn from a normal
distribution is[1.5025, 2.5100].

We choose the prior of the installation cost (on the flow) of new capital parameterbe consistent with the
international RBC literature (e.g., Mendoza (1991a), Baxter and Crucini (1993), Correia, Neves, and Rebelo (1995), and
Mendoza and Tesar (1998)). The first momenk p8.0503, and the 95 percent coverage intefjgad301, 0.0703], are
drawn from a normal distribution.

The literature provides little guidance for choosing a prior for the risk premium paramet@our canonical RBC
model, capital is perfectly mobile internationally, suggesting ¢ghat 0.0. However, in order to avoid the well-known
problems associated with a unit root in the bond accumulation process (e.g., Mendoza (1991a), Rebelo, Correia, and Neves
(1995), Senhadiji (1997), and Schmitt-Grohé and Uribe (2003)) we cannpt=sét!® Thus, we assume that the risk
premium is “small”, just one basis point at an annual rate (which implies0.000071) at the steady state, in this case.

Under imperfect international capital mobility, we calibrate the priorfao the Canadian data. Estimates reported

by Clinton (1998) and Fung, Mitnick, and Remolona (1999) are consistent with risk premia anywhere between 10 to 90

15This problem does not necessarily arise for non-linear solution methodsatthen(1 — 8)/8, but does arise for linear approximate solution methods

irrespective of the relationship of* andp.
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basis points at an annual rate on medium to long-term Canadian bonds in international financial marketg.ikinéx
middle of this range, implying a risk premium of 50 basis points. This yields 0.0035 at the mean of the Canadian
bond-output ratio (about -0.35). We also assume that the risk premium is about 75 basis points at the top end of the 95
percent coverage interval gfand 25 basis points at the low end. Given a normal distribution, these imply a 95 percent
coverage interval fop of [0.0019, 0.0052].16

Under this calibration, the effects of the risk premium are similar to those of Backus, Kehoe, and Kydland (1992),
as well as Bergin’s (2001) estimate of the cost arising from current account flows. Our risk premia imply a loss of less than
0.03 percent of the net exports-output ratio at the sample mean of our Canadian data. Cole and Obstfeld (1991) argue that
even small barriers to perfect capital mobility such as these may be sufficient to outweigh the benefits associated with

consumption smoothing.

4. Understanding Rg ections of the

Present-Value M odel of the Current Account

Given the approximate linear equilibrium law of motion of the state vedtoy, the associated flow relationship
(18), and priors of our model, we construct distributions of the test statistics of the PVM from artificial time series. These

series are generated by Bayesian Monte Carlo experiments.

4.1 Monte Carlo Strategy

We measure the fit of our small open economy-RBC model using PVM test statistics (described in section 2) as our
“moments” of interest. Monte Carlo experiments genegate= 5000 replications of the multivariate artificial time series
{WT,;C}}C“QI, where7 denotes an object conditional on the RBC mddeAn unrestricted VAR(4) is estimated on the

synthetic data to compufé, its Wald statistic, and?Af,T,,.ls In addition, a regression 6fAz ;+1 onWyg ;1 is used to

18The calibration ofg ignores higher order moments of the data, which suggest a larger risk premium. Using the unconditional version of the excess
return generating equatid 6), implies ag equal to 0.0104 and 0.0162 for the separable and log period utility fun¢dipand the non-separable power
utility function (4), respectively. At the steady state, these valueg fiply risk premiums of 150 and 230 basis points, respectively, which is one half or

more of the world real interest rate we calculate from the data. These seem much too large for Canada, so we opt for the range of values noted above.
17We generate 315 synthetic observations, but drop the first 175 observations to remove dependency to initial conditions.
18The simulations use the mean of synthetic realizatior{s-of 11<4:01 to calibrate the non-stochastic world real interest rate.
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test the orthogonality condition. The empirical distributions, denéteate posterior distributions of the actual data’s PVM
moments. We produce theSealistributions using Bayesian simulation techniques described by Geweke (1999a). Geweke
(1999b) argues that to measure the fit of a dynamic stochastic general equilibrium model to the data requires an explicit
statistical modet? In our case, the statistical model is the unrestricted VAR or the orthogonality regression. The statistical
models link population PVYM moments implied Bydistributions to the actual datafsdistributions of the same moments.

An obvious requirement for our analysis is a metric of “closeness”. Consider our comparison involving the
individual elements of{. The distance betweeh(7;) and&(H;) is measured by the difference in their ensemble averages,
‘Hr,; andHg ;, normalized by the latter ensemble’s standard deviation. DeJong, Ingram, and Whiteman (1996) refer to this
as the standardized difference of me&fi® M) statistic. Since th& DM statistic gauges how close the probability
distribution of 7 (H;) is to £(H;) for each element of{, a large value for this—ratio-like statistic indicates our small open
economy-RBC model fits the actual data poorly.

A second comparison of the and& distributions examines the validity of the cross-equation restrictions. This is
measured with non-parametric estimates of the probability densitig$ thie Wald statistic o and(ii) the LM statistic,

T x R?, of the orthogonality conditioR?

We assess the goodness of fit in two ways. First, we display plots of estifi@ed¢ densities, which should be
close and overlap if the RBC model is a good fit to the data. Second, we use the confidence interval @fifefipstatistic
developed by DeJong, Ingram, and Whiteman (1996). Th€ measures the intersectiondfand& distributions of either
the LM or Wald statistics. Given h— w percent confidence level, tlie/ C measures the fraction @f and& distributions
that reside in an interval from the (lower)5w quantile£ to the (upper)l — 0.5» quantilel/.?* The larger theCIC the
better the theoretical RBC model fits the actual data. In their study of a proto-type RBC model, DeJong, Ingram, and
Whiteman regard’/ C statistics of 0.3 or greater as indicating support for the theoretical model.

We focus on the orthogonality condition of the PVM that accounts for a transitory demand shock, rather than the

19canova (1995) develops Bayesian model evaluation methods that treat the theoretical model in a similar fashion.

20Non-parametric density estimation uses the normal kekfet) = exp{—0.5x2}/+/27 wherex is the distance between two points in the density.
The densityd(x) = (1/7) Z;7=1 N (X — X;1/ k), simply plugs in the kernel, whereis the bandwidth or smoothing parameter of the density. &nd

is theith Monte Carlo replication of either the Wald statistic’sf- or the LM statistic,] x R2. We follow Silverman (1986) to comput&(x).
2ThisisCICy = (1 —w)™! fﬁu T (xj)dxj, wherex is either the LM or Wald statistic. DeJong, Ingram, and Whiteman normaliz€th€ by

1 — w so that it equalgﬁM E(x)dx;. We always sei» = 0.10.
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orthogonality condition of the exact PVM, because the latter will always be strongly rejected by the small open
economy-RBC model no matter its configuration. This is not surprising in light of the RBC model’s structure and linearized

solution. We discuss this point in the appendix.

4.2 The Canonical RBC Model

We begin with a “canonical” version of our small open economy-RBC model outlined in section 3 that embodies
the restrictions of the PVM of section 2. The restrictions produce a prototype small open economy-RBC model with perfect
international capital mobility, a constant world real interest rate, and a country-specific technology shock that is the
dominant source of business cycle fluctuations. We show that the canonical model generates predicticsotisistent
with the implications of the PVM of the current account, and hence aootide consistent with the actual data.

As noted above, by design, the canonical model rules out several of our “usual suspects”, such as fiscal policy
shocks. Seven parameter restrictions on the full model imply the canonical model. The household discoyhtSaetor
equal tol /(1 + ¢*) which approximates the permanent income hypothesis (PIH) restriction. Unless otherwise noted, this
restriction is always in effect. The restrictiop$ = 0.0, p; = 0.0, ando,, = 0.0 remove the fiscal shock from the model.
Notice also that because the PVM assumes the data generating process is aAV/KRimndCA,, our synthetic DGP must
possess two fundamental disturbances. The first is naturally the country-specific unit root technology shock. We assume that
the second shock in the canonical RBC modél jghe innovation to the exogenous component of the world real interest
rate,q,. However, to maintain the spirit of the basic intertemporal model, we make the innovatjpfstmall”, setting the
point mass prior o t0 2.110 x 1073 (its calibrated value is 0.004) and eliminate any persistenge Wwith o, = 0.0.
Also, as noted above, we cannot have international capital mobility being literally perfect. Therefore, we employ the
degenerate prioy = 0.000071, which is consistent with a steady state risk premium of one basis point (at an annual rate).

The upper panels of figure 2 plot the distribution of the LM statistics fronttteand& densities. There are two
important elements to evaluating these densities, the comparison between: (1) the synthetic data and the theoretical
orthogonality prediction (how far to the left of the sample test statistic i§tdensity?), and (2) the synthetic data and the
actual data (how much do tt¥e and€ densities overlap?).

First, we see that the canonical RBC model has little problem satisfying the theoretical orthogonality prediction.

Under either separable or non-separable utility, the model prodlckssities of the LM statistic that are mostly to the left
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of the sample LM statistic. Thus, the canonical RBC model is consistent with the theoretical prediction thaNagE;of

andC A, have no power to forecast4,;. The match to this theoretical prediction is stronger for separable utility than for
non-separable utility, as manifested in tiéC statistics of 0.33 for the model with separable utility and 0.84 for the
non-separable utility model. This suggests that the assumption of separable utility is in part responsible for rejections of the
PVM that we observe in the actual data.

The probability densities of the Wald statistic appear in the bottom panels of figure 2. The version with separable
utility generates a distribution fdr that resembles the PVM'’s theoretical cross-equations restrictions, as indicated by the
fact that the density lies to the left of the sample Wald statistic. In this particular case, the overlap Wittigtréoution is
substantial, as seen from thd C statistic of 0.68. With non-separable utility, tiedensity of the Wald statistic is close to
uniform, and hence matches neither the basic PVM theory nor the actual data well at@lCltstatistic is 0.03.

Table 1 displays the ensemble means of the elemertis-odnd theirSDM statistics. As shown in column 1, the
canonical RBC model with the separable and log period utility funcatiryields estimates dof{r; that are all close to
zero, except the fifth element which, at 0.97, is close to the theoretical value of unityg ZIhestatistics indicate that the
canonical RBC model does not appear to match the actual data very well. For exainplés nearly two standard
deviations above its empirical counterpart.

The canonical RBC model with the non-separable period utility fungtigfiails to replicate the theoretical
predictions of the PVM and to resemble the actual data. In this case, there is excess sensitivity of the current account to
contemporaneous and lagged changes in net outptifyas= —1.66 andHy > = —1.34 are more than six standard
deviations belowH¢, | andH¢ ». Also, the estimate of(7 5 (= 1.02) indicates that allowing for non-separable utility does
little to move the canonical RBC model closer to the data. Hence, in what follows we focus on versions of the RBC model
with the separable and log period utility functi¢s).

The final piece of evidence about the fit of the canonical RBC model appears in the top row of figure 3. This
displays the actual Canadian current account (the solid plot) and the fifth and 95th percentiles of the Bayesian Monte Carlo
pointwise probability bands (the dot-dash plots) of the PVM forecast of the current account from the canonical RBC model

with separable utility, the left-side window, and with non-separable utility, the right-side wifdidte model with

22The 90 percent probability bands use the two largest principal components of the covariance matr df theensemble.
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separable preferences matches the actual PVM forecasts because the 90 percent probabilityhéngscontain zero

except for a brief episode in the early 1980s and then during the late 1980s and early 1990s. With non-separable utility, the
actual Canadian current account lies above the 90 percent probability bafids.¢f except, once again, during the late

1980s and early 1990s. Thus, the fit of the canonical model to the actual Canadian current account is poor irrespective of the
restrictions on utility. The canonical RBC model fits the PVM predictions much better with separable utility.

In sum, we have shown that in artificial data generated by the canonical RBC model, the familiar present-value
restrictions on the current account and net output are typically not rejected. This finding ought not to come as a surprise in
retrospect given the restrictions on the canonical model. We also show that the canonical model does a relatively poor job
explaining the actual current account data, as our results in section 2 would suggest. This indicates that the true DGP for the
current account is more complex than the canonical RBC model. In the next section, we see if incorporating our “usual

suspects” into the canonical RBC model improves its fit to the actual data.

4.3 The Usual Suspects

We investigate the impact of each of the usual suspects by introducing them one-by-one into the canonical RBC
model with the separable utility functidid). The suspects are transitory shocks to fiscal policy and the world real interest
rate, and imperfect international capital mobility. When we introduce a suspect the rest of the priors are the same as for the
canonical model with separable, log period preferences.

The transitory shock to fiscal policy is specified by the univariate AR(1) prade$sThese highlight the role of a
country-specific demand shock for current account fluctuations. We set up the fiscal policy experiment with priors on the
parameters of the AR(1) government spending-output ratio process, its steadysttte,slope coefficient,, and the
standard deviation,. These priors reflect observation from Canadian data and are described in section 3.3. Movements in
the identified transitory component of government spending exhibit a substantial amount of persistence and volatility. The
prior on p, is a near unit root and its 95 percent coverage interval implies that the half-life of an innovagipreioges
from 3.5 to more than 100 years. Transitory shocks to fiscal policy possess more volatility than either technology shocks or
shocks to the exogenous component of the world real interest rate. Innovatigngtpare more than three times as
volatile as innovations tg;.

In the interest rate experiment, shocksg/tdocus attention on the response of the current account to changes in the
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rate at which the rest of the world is willing to move consumption intertemporally. Although the exogenous component of

the world real interest rate is persistent, it is not as persistent as fiscal shocks. The 95 percent coverage interval of the prior of
0q implies that the half-life of a shock g is between one year and four years. The prior on the standard deviation of the
innovation of the exogenous component of the world real interestaatemakes this shock the least volatile of the model.

Figure 4 contains densities of the LM and Wald statistics of the fiscal policy and exogenous world real interest
shock experiments. The fiscal policy experiment yields density of the LM statistic that has the most overlap and is
closest to the& density of the LM statistic (top left window), with@/ C statistic of 0.51. This statistic is 0.35 in the
exogenous world real interest rate experiment (top right window).

The bottom panels of figure 4 depict thieand& densities of the Wald statistic for the interest rate and fiscal policy
experiments. These gener&iéC statistics of 0.93 and 0.47, respectively, which suggest an exogenous shock to the world
real interest rate is crucial to explain rejections of the PVM. This is consistent with the estimation work of Bergin and
Sheffrin (2000), who report that adding a consumption-based real interest rate to the standard VAR used in present-value
tests produces fewer rejections of the PVM'’s predictions. Since our experiments distinguish between different potential
sources of interest rate movements, our results help to understand the underlying reasons for Bergin and Sheffrir’é findings.

The distributions of+{+ in the interest rate and fiscal policy experiments are qualitatively similar to one another,
and similar to those of the canonical RBC model. This can be seen from columns 3 and 4 of table 1. The only substantive
difference appears in the all-important fifth element of this vector. The fiscal policy experiment generdtes an0.68
andSDM = 1.33. In the interest rate experimeft{;;r s = 1.24, which is more than two standard deviations greater than
its He, s counterpart. Thus, the fiscal policy experiment is closer to the actual data according to this test of the PVM.

The 90 percent probability bands that are associated witd thed£ distributions ofC Ay, appear in the bottom
row of figure 3 along with the actual Canadian current account. When we consider these current account forecast plots, we
see that the world real interest rate experiment genefa®&® percent probability bands (the dot-dash plot) that almost
always contain the actual current account (the solid plot) and often do not cover zer&giduewise 90 percent
probability bands (the dots plot). THebands associated with the fiscal policy experiment, on the other hand, fail to contain

the actual current account, except during the late 1980s and early 1990s (lower left window of figure 3).

235chmitt-Grole’ (1998) finds that terms-of-trade and U.S. business cycle shocks help to explain aggregate fluctuations in Canada. The outcomes of our

experiments are consistent with her results to the extent that our calibraggrcaptures the shocks she identifies.
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As noted in section 3.3, imperfect international capital mobility is identified with the risk premigmR, / Y.

Introducing this risk premium affects the current account of a debtor small open economy such as Canada for two reasons.
First, the interest rate it faces, is higher than the common world real interest ragte,This creates a flow of asset income

out of the small open economy, generating current account fluctuations as households smooth consumption. Second, a larger
risk premium is synonymous with a larger debt-output ratio (more negaiiy&;) for the economy, which implies a smaller

current account on average. Thus, the current account exhibits more sensitivity to any shock that affects the debt-output ratio.

As seen in the right-side windows of figure 5, the imperfect international capital mobility experiment pr@duces
densities of the LM and Wald statistics widh/ Cs of 0.32 and 0.66, respectively. These lie in the range of those of the world
interest rate and fiscal policy experiments.

The ensemble averages®f- and theS DM statistics of the imperfect international capital mobility experiment
appear in the final column of table 1. These statistics indicate that the elemétisare much further away from their
empirical counterparts than in the canonical RBC model, the fiscal policy, or world real interest rate shock experiments.
There is evidence of excess sensitivity of the current account to changes in net output, as seen from thétfagt, that .
andHr,3 are negative (and more than 25 standard deviations below the same paramete&adigthbution). Also, this
experiment generates a negative response of the PVM current account forecast to contemporaneous current account
movements, as indicated Byr s = —7.70. All the lagged revisions to this forecast are lafdér s Hr,7 Hr,s]
=[15.97 -4.24 -5.63] and therefore suggest substantial volatility in the 90 percent probability bands.

As noted in section 3, incorporating imperfect capital mobility into our canonical RBC model induces additional
variability in the current account. The left-side window of figure 5 reflects this quite clearly. Thus, there is mixed evidence
on the importance of departures from perfect capital mobility in explaining rejections of the PVM. According to the LM and
Wald tests, imperfect capital mobility is nearly as important a suspect as transitory shocks to fiscal policy and shocks to
world interest rates. However, the forecasted current account from the model with imperfect capital mobility exhibits

considerably more variability than is consistent with the data.

4.4 Changing Preferences: Whatif < (1 — B)/8?
Up to this point, we have imposed the PIH restrictigri, = (1 — §)/B. This restriction, or more generalky

> (1 — B)/B, is problematic when studying the limiting distributions of small open economiessifdentically zero.
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Under these conditions, domestic households are sufficiently patient that the small open economy eventually accumulates
the entire universe of wealth. In this case, the joint limiting distribution of the endogenous variables is not Hefinisd.

problem can be rendered moot if it is assumed thiak (1 — B)/8, even wherp = 0. In this case, the future discounted
marginal utility of consumption converges in the limit, which produces a finite level of consumption and bond value.
Therefore, it is potentially useful to study cases in whith< (1 — g)/8.

Table 2 contains the ensemble averages of the elemefis @nd theirS DM statistics for (i) our canonical RBC
model, (ii) the fiscal shock and the world real interest rate shock experiments, and (iii) the alternative that allows for
imperfect international capital mobility, giverr < (1 — B)/B.2° Densities of the LM and Wald statistics and plots of the
90 percent confidence bands for these experiments appear in figurés

The results in table 2 for the canonical RBC model givén< (1 — B)/p8 show the model fails to match the
actual data and the theoretical predictions of the PVM. For exarhfgte, = 0.48 indicates excess sensitivity of the current
account to movements in changes in net output, wHijes = 0.36 is well below the theoretical restriction that this
element ofH equals one. This is reflected in the 90 percent confidence bands of the left-side window of figure 6. The bands
are always below the actual current account. The restriction that the steady state world real interest rate is below the
subjective rate of time preference gives the small open economy incentive to bring consumption forward, thereby leading to
a lower current account balance. The left-side window of figure 6 suggests that such modifications to the canonical RBC
model do not bring the current account forecast closer to the actual Canadian data.

The densities of the LM and Wald statistics provide further evidence on the usefulness of relaxing the PIH
restriction. For the LM test, both specifications of the model y@&Id" s of about one-third. For the Wald test, relaxing the
PIH restriction worsens the fit, as tlhie C falls to only 0.03. Thus, the change in preferences affordedby. (1 — 8)/8
moves the model further away from the PVM predictions, but not in such a way as to move it closer to the actual data.

The impact of the fiscal and the world real interest rate shocks on the theoretical predictions of the small open

economy-RBC model are qualitatively the same. The ensemble averages of the elerftéptisarh the 5000 replications

24Chamberlain and Wilson (1984) discuss this problem in the context of a household saving problem. Aiyagari (1994) provides intuition and suggests a

resolution, while chapter 14 of Ljunggvist and Sargent (2000) is a good introduction.
25We impose8; = 1/(1+ q;-") —(0.01 x B]-) where the prior off™* is described in section 3.3 alﬁjis normally distributed with mean 0.9940 and 95

percent coverage intervi0.9920, 0.9961].
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neither match the sample estimates nor the theoretical PVM restrictions as found in the middle columns table 2. This is
apparent from the 90 percent confidence bands of the left-side window of figures 7 and 8, which are wide, and the theoretical
distributions of the Wald test of the PVM cross-equation restrictions, which are flat. Unlike the small open economy-RBC
model with the PIH restriction* = (1 — B)/8, the fit of the model is not improved by the fiscal and the world real interest
rate shocks when it is assumed that households are “impatient”.

Finally, we conduct an experiment that assumies< (1 — )/ and allows for imperfect international capital
mobility. Qualitatively, the results are little changed from those we presented in the previous section. The fit of the model in
terms of the densities of the LM and Wald statistics is reasonable as shown in the right-side windows of figure 9. The
problem is that model with a prior centered on a 50 basis point per annum risk premium predicts that the PVM current
account forecast exhibits excess sensitivity to lags of net output changes and a negative response to contemporaneous and
lagged current account movements. This evidence is found in the right-most column of table 2 and the left-side window of
figure 9. Thus, our results show that even fairly small and conservatively calibrated imperfections in capital mobility induce

too much volatility in the current account no matter the restrictions*cemdp.

4.5 Caveats

As with any applied study of this topic, our results could be affected by plausible extensions of our framework. It
may help to find such extensions, because our simulations fail to advevaletesuccess in matching the data. Our RBC
model has no monetary sector. This allows us to avoid the well-known difficulties associated with modeling money demand,
the behavior of price setters, and the instruments, targets, and objectives of monetary policy in the open economy. The
omission of a monetary sector from our model is not likely to affect our results much, and is surely a reasonable starting
point, given that we expect monetary shocks to have only a minor effect on real variables beyond the short-run, while PVM
tests place weight on the medium and long-run as well as the short-run. It might also be argued that non-monetary foreign
demand shocks ought to play more of a role in our small open economy model. In earlier versions of this paper, we
appended to the law of motion of the international bond, equdtinran additive term that we interpreted as a shock to

foreign demand. We found that the effect of this shock was negligible, and hence dropped it from our list of g8sfects.

26Bergin’s (2003) variance decomposition for Canada shows that at the 10 quarter horizon the sum of money demand and supply shocks account for under

20 percent of current account variability while foreign demand shocks account for seven percent.
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also considered a terms-of-trade shock — a multiplicative shock to net exports in the aggregate resource ¢®onstiladrtt

acts as a taste shock and causes domestic households to act as if they are extremely patient. Thus, the current account of the
small open economy is larger, on average, which fails to fit the Canadian data. Adding a non-tradables sector to the small
open economy model could also improve the fit to the data. However, there is some reason to suspect that this channel might
have only minor effects too. When the Glick and Rogoff (1995) model is extended to include non-traded goods, the

responses of both thecurrent account and investment to relative price shocks (the terms of trade and nominal exchange rates)
are insignificant (e.glscan (2000)). Finally, one might consider incorporating physical trading costs of the type identified

by Obstfeld and Rogoff (2000) as going a long way to resolve several major puzzles in international macroeconomics.
However, the results of the two-country complete markets model of Backus, Kehoe, and Kydland (1992) suggest trading
frictions may not be able to improve the fit of the intertemporal model to observed current account fluctuations. Continued

progress on these fronts will undoubtedly shed more light on the questions that have been raised in this literature.

5. Conclusion

We study the importance of various explanations for the poor empirical performance of a basic intertemporal
model of the current account, the present value model. First, we confirm the results of existing papers that reject the
cross-equation restrictions and orthogonality conditions of the present-value model, in our case using a sample of post-war
Canadian data. To understand these empirical results, we construct a small open economy-real business cycle model. We
show that a “canonical” version of the modgktonsistent with the theoretical predictions of the present-value model, and
hence imot consistent with the actual data.

The usual suspects we study, non-separable preferences, shocks to fiscal policy and the real interest rate, and
imperfect international capital mobility, are portrayed in the literature as potential explanations of rejections of the
present-value model. We conduct Bayesian Monte Carlo experiments to generate evidence about the culpability of our
suspects. Although each matters in some way, world real interest rate shocks appear to do the most to move the model closer
to the data. Thus, the attention paid to transitory movements in domestic fiscal policy to explain the current account while
appropriate, may have missed other important factors. Given, our finding that transitory shocks to the exogenous component

of the world real interest matter more at business cycle horizons, future research should perhaps look for additional
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underlying macroeconomic factors that drive the current account. Finally, our results suggest the sources of current account
movements have a larger common, cross-country component than is perhaps usually suspected, at least in the case of Canada.
The intuition for our results rest with households hedging against country-specific permanent income shocks
through the current account. Any transitory shock to consumption generates current account fluctuations independent of
movements in permanent income and hence could produce rejections of the present-value model. Shocks to the world real
interest rate, for example, produce these sorts of current account fluctuations, whether they come from an endogenous
country-specific component, an exogenous world shock, or an endogenous common world component. This is especially
important because ever since Cole and Obstfeld (1991) pointed out even small imperfections in international capital markets
can wipe out the (consumption smoothing) benefits of international portfolio diversification, the sources and causes of such

imperfections have eluded researchers. We hope this paper invigorates this research agenda.
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Table 1: Tests of the Canonical
and Alternative SOE-RBC Models

Experiment
Separable Non-Separable Transitory World Interest Imperfect
Utility Utility Fiscal Shock Rate Shock  Capital Mobility
Hr -0.20 -1.66 -0.09 0.11 -4.98
(-1.44) (-8.64) (-0.87) (0.09) (-25.02)
Hr,2 -0.20 -1.34 -0.10 0.11 -15.11
(-0.88) (-6.84) (-0.32) (0.79) (-79.16)
Hr.3 -0.04 -0.24 -0.04 0.05 -5.73
(0.21) (-1.30) (0.20) (0.90) (-42.52)
Hr.4 0.03 -0.00 0.02 0.02 -0.04
(-0.57) (-0.86) (-0.69) (-0.57) (-1.39)
Hr,s 0.97 1.02 0.68 1.24 -7.70
(1.87) (1.97) (1.33) (2.39) (-14.69)
Hr.e 0.14 0.12 0.02 -0.16 15.97
(0.72) (0.56) (-0.18) (-1.66) (127.29)
Hr.7 -0.13 -0.41 -0.06 0.15 -4.24
(-0.81) (-3.13) (-0.25) (1.59) (35.57)
Hr,s -0.03 -0.16 -0.05 0.04 -5.63
(0.77) (-0.51) (0.54) (1.37) (-52.26)

The canonical RBC specification employs log separable utfiity= 1/(1 + ¢;), point mass priors of* = p; = p; =

oy = 0,9 = 0.000071,0¢ = 2.110 x 107>. The non-separable utility specification employs a prior on the risk aversion
parameter ofy < [1.50, 2.51] centered on two. Imperfect international capital mobility is achieved with the prior

¢ € [0.0019, 0.0052] centered orp = 0.0035. The prior on the transitory shock to the government spending-output ratio
are pg € [0.9609, 0.9983] ando, € [0.0121, 0.0133]. The Monte Carlo experiment with a transitory exogenous world

real interest rate is based on the pripgse [0.8580, 0.9567] andog € [0.0035, 0.0045]. Details about the priors of the

model parameters are discussed in section 3.3 of the text. The simulation experiments rely on 5000 replications of 140
artificial observations oA NY; and theC A, generated by the linearized solution of our small open economy-RBC model
over the priors of the model’'s parameters. THBM (H) statistics appear in parentheses and are computéd-as —

He i1/STD(He i), i = 1,...,8, whereSTD(He ;) is the standard deviation &1¢ ;.
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Table 2: Tests of the Canonical RBC Specification
with Smallerg to Forcer* < (1 —B)/B

Experiment
Canonical Transitory World Interest Imperfect
Model Fiscal Shock Rate Shock Capital Mobility
Hr 0.48 0.30 -16.48 -0.04
(2.93) (2.03) (-81.78) (-0.66)
Hr 2 0.19 0.14 -14.40 -1.89
(1.20) (0.94) (-75.40) (-9.74)
Hr 3 0.05 0.06 -10.02 -1.00
(0.86) (0.93) (-74.74) (-7.04)
Hra -0.00 0.01 0.02 -0.01
(-0.90) (-0.72) (-0.64) (-0.94)
Hr s 0.36 -0.23 15.50 -1.00
(0.72) (-0.42) (29.61) (-1.88)
Hr e 0.19 -0.19 -1.76 241
(1.18) (-1.86) (-14.44) (18.87)
Hr 7 0.09 -0.10 -4.03 -0.06
(1.10) (-0.56) (-33.73) (-0.18)
Hr s 0.03 -0.05 -9.62 -0.98
(1.33) (0.56) (-90.10) (-8.29)

Details about the canonical and imperfect capital mobility RBC specifications are in the notes at the bottom of table 1. The
restrictionr* < (1 — B)/B is satisfied at thgth replication by drawing from the prior @f* to create; = 1/(1 + q;) —

(0.01 x Bj) where the prior oﬁ is normally distributed with mean 0.9940 and 95 percent coverage in{ér9a20, 0.9961].
Otherwise, the priors of the model parameters are discussed in section 3.3 of the text.

27



2800

—2800

Figure 1: Canadian CA and PVM Forecast

1400

— CA(1)

O

O

< b
\

1400

(@)
O
o L L B L B B B
(&N

(@]
(@]
< |
\
[ | — CA(t)
--------- 95th Percentile
--------- 5th Percentile
(@]
O
oo\




0.08

04

0.

0.00

0.04 0.06 0.08

0)%

0.

0.00

Figure 2: Fit of the Canonical RBC Model

LM Test, Transitory Shock, Separable Utility

Empirical Distribution
Theory Dist., CIC =

0.53
-~ Sample Test Statistic

Wald Test,

80 100

Separable Utility

120

Empirical Distribution
Theory Dist., CIC =
Sample Test Statistic

0.68

L =

i

10 120 140 160

180

200

29

LM Test, Transitory Shock, Non—Separable Utility

(&N

—

o

0.04 0.08

0.00

0.04 0.06 0.08

0.02

Empirical Distribution
Theory Dist., CIC = 0.84
Sample Test Statistic

80 100 120 140

Wald Test, Non—Separable Utility

Empirical Distribution
Theory Dist., CIC = 0.03 i
Sample Test Statistic

- — —|— —

i i i Bl Rl s el S Bl R

60

30

100 120 140 160 1 200



1400 2800

0

—2800

1400 2800

0

—2800

—1400

—1400

Canonical RBC Model, Separable Utility

Figure 5: PVM Forecast and RBC Models

635

683

75

Fiscal Shock, Separable Utility

98

98

30

1400 2800

0

— 1400

Canonical RBC Model, Non—Separable Utility

—— Canadian CA(t)
-------------- 95th Percentile, Empirical
-------------- 5th Percentile, Empirical
-—--  95th Percentile, Theory

5th Percentile, Theory

O

(@]

oo\ e
V63 68 73 78 83 88 93 98
World Real Interest Rate Shock, Separable Utility
O

(@]

00

[QN

O

O L ]
=

0

—2800

—1400

63 68 735 /3 335 33 93 98



igure 4. PVYM Tests and the RBC Models
Interest Rate Shock

LM Test: Fiscal Shock
—— Empirical Distribution
A ---- Theory Dist.,, CIC = 0.51
© ! I N Sample Test Statistic
O

<
O
o
O
©
O 60 30 100
Wald Test: Fiscal Shock
€]
O
o
—— Empirical Distribution
= 0.47

0.04

0.02

0.00

Theory Dist., CIC
Sample Test Statistic

LM Test: World Real

Empirical Distribution
Theory Dist., CIC = 0.35
Sample Test Statistic

0.08

0.04

60 30

0.00

Wald Test: World Real

Interest Rate Shock

0.06

E Empirical Distribution
Theory Dist., CIC

= 0.93
Sample Test Statistic

0.04

0.02




2800

(@)
O
<

—1400

—2800

Figure 5. Imperfect Capital Mobility and RBC Model

PVM Forecast: Imperfect Capital Maobility

—— Canadian CA(t)

95th Percentile, Empirical
5th Percentile, Empirical
- 107" x 95th Percentile, Theory
- 107" x 5th Percentile, Theory

63

73

/3

33

88

93

93

32

0.08

0.04

0.00

0.02 0.04 0.06 0.08

0.00

LM Test: Imperfect Capital Mobility

—— Empirical Distribution
——- Theory Dist., CIC = 0.32
--------- Sample Test Statistic

50 60 /70
Wald Test: Imperfect Capital Mobility
I\
[ 1 “ —— Empirical Distribution
| — —- Theory Dist., CIC = 0.66 | |
: A S L Sample Test Statistic
,l \
|
80 90



2800

1400

O

O

s
\

—2800

igure ©: Lower f

PVM Forecast: Impatient SOE-RBC Model

—— Canadian CA(t)

--------- 95th Percentile, Empirical
--------- 5th Percentile, Empirical
-— - 95th Percentile, Theory
-— - Dbth Percentile, Theory

63

63

73

/3 33 88 93

93

to Force r* < (1-8)/8

33

0.08

0.04

0.00

0.02 0.04 0.06 0.08

0.00

LM Test: Impatient SOE-RBC Model

—— Empirical Distribution
——- Theory Dist., CIC = 0.32
--------- Sample Test Statistic

50 60 /70
Wald Test: Impatient SOE-RBC Model
—— Empirical Distribution
——- Theory Dist., CIC = 0.03 | |
--------- Sample Test Statistic
60 /70 &0 90



Figure 7: Lower f to Force r" < (1-8)/8
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Figure 9: Lower f to Force r" < (1-8)/8
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Appendix

This appendix compares and contrasts the social planner's and decentralized market economy’s solutions of our
small open economy-RBC model, describes the analytics of the rejection of the exact orthogonality conditions of the PVM
by the RBC model, outlines the impact of the terms-of-trade shock on the equilibrium and optimality conditions of our RBC
model, and reports the Bayesian calibration and results of the associated simulation experiments. These items appear in

sectionsAd.1, A.2, A.3, andA.4 respectively.

A.1  Thelmpact of the Endogenous Risk Premium across the

Social Planner and the Decentralized Market Economies

The social planner recognizes the impact her decisions about capital, the unit discount bond, and employment have
on the world real interest rate,. The decisions made by the representative household and firm about these variables in the
decentralized market economy (DME) solution ignore this. The DME solution implies the risk premium is observed directly
by the rest of the world when it sets its demand for (supply of) bonds of the creditor (debtor) small open economy. Across
these two economies, itis easy to construct equivalent steady state bond-output ratios and Euler equations for the unit discount
bond. This leaves the optimality condition for employment and the Euler equation for capital as the sources of different steady
state allocations and (linear approximate) equilibrium dynamic paths for the social planner's economy (SPE) and the DME.

The results of this section of the appendix rely on restricting the parameter of international capital ngolaititpss
the SPE and DME. Also, the permanent income hypothesis restriction is impogedIdre Euler equation oB,; of the
DME is standard] = E;{T;+1 (1 + r:+1)}. The restrictions this Euler equation places on any candidate equilibrium
path is the same as the social planner’s Euler equation (¥3)pif = 0.5¢paE, conditional on all other model parameters
being held fixed. The parameter restrictiong@implies theB*/Y* ratio are equal across the two economies. In this case,
employment and the capital-output ratio are smaller and the consumption-output ratio is larger in the DME than the SPE. The
failure to internalize the endogenous risk premium leads to a lower level of economic activity in the steady state of the DME.

To study the impact opspr = 0.5¢pare on the dynamics of the SPE and the DME, require their (linear approx-
imate) numerical solutions. We use the solution methods described in section 3.3 about the equilibrium law of motion (17)

and the flow relationship (18) for both models. Instead of presenting simulation results for both economies, we fogus on
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and the underlying stable roots. ptpr = 0.71 x 1074,

0.911220 0.035384 0.918353 0.017379
WM, SPE = P UM, DME = P
—0.033886 1.009646 —0.032788 1.002611

and the stable roots of the unit discount bond (capital) are 0.995404 (0.925463) and 0.995196 (0.925768) for the SPE and the
DME, respectively. Thus, the differences between the SPE and the DME begin at the third significant digit given the steady
state risk premium is small (one basis point per annum). Whgix is set to generate a steady state risk premium of 50

basis points per annum, the stable roots of the capital (bond) accumulation process are 0.967803 (0.818671) and 0.968318
(0.811462) for the SPE and the DME. The AR1 matrices of the equilibrium of laws of motion of capital and the unit discount

bond are

0.940179 —0.005314 0.941553  —0.005377
KM, SPE = and g, pME =
—0.631614 0.846295 —0.647500 0.838227

for this parameterization of international capital mobility. The larger steady state risk premium generates differences in
the response 0B, to K; and B, to B, at the second significant digit across the SPE and the DME. Since the SPE
internalizes the endogenous risk premium, this economy adjusts its bond position a bit more slowly to any given shock as
well as accounting for the impact of capital on the accumulation of bonds and the endogenous risk premium. This lessens the
response of the bond to movements in lagged capital.

The upshot is the equilibrium dynamics of the SPE and the DME are not all that dissimilar. Around a small steady
state risk premium, these dynamics are nearly identical. At a larger steady state risk premium, the differences in the dynamics
are more apparent, particularly for bond accumulation. Since we find that these larger steady state risk premium and the
associated imperfections in capital mobility are not consistent with Canadian current account fluctuations and thus focus on

economies that possess a small steady state risk premium, we conclude it is another reason to work with the SPE.

A.2 Orthogonality Conditions and the RBC Model

This section of the appendix explains why the small open economy-RBC model will always reject the exact version

of the orthogonality condition. Note that an implication of the unit root technology shock (10) ¥ thatan be decomposed

A.2



asNY; = NYp; + NY.;, whereNYp, andNYz, are the permanent and transitory components of net output. It follows
that the permanent component is a random walk with dNft;p; = y + NYp,—1 + &. Subsequent to applying this

decomposition ofVY; to the PVM equation

ad 1

- i
CA, = NY, + 1+r§)(1+r) E {NYi1;),

we findCA; = constant + {(L)NY.,, wheref(L) is alag polynomial of order: (possibly infinite) implied by the ARMA
process ofVY; ;. The linearized solution (18) and (19) of the RBC model yields the equilibrium prd’ﬁfss = w5, Ny St,
wherers, yy is a row vector conformable with the state vecSpr Identify the detrended and demeaned componeM f

with its transitory component and it is easy to see that

CA; = ANY; + [I — (1 + r)LEIL)NY,,

where any constants have been ignored. Hefigg,is serially correlated and correlated with information of datel and
earlier. It is important to note that this holds even when the innovation to the technology shaskthe only exogenous
state variable of the RBC model. Hence, the test of the orthogonality condition of the exact PVM possess no power against

alternatives like our small open economy-RBC model.

A3 The Small Open Economy-RBC Model with a Terms-of-Trade Shock

The transitory terms-of-trade shoack, enters the small open economy-RBC model through its resource constraint

Yt = Ct + It + Gt + StNXt. (Al)

We assume the terms-of-trade shock follows g BRprocesses

seer = TP explriad, psl < 1, w4 ~ N(0,02), (A.2)

wheres* is the steady state or unconditional mean,0énd the innovation; is uncorrelated at all leads and lags with all

other shock innovations.
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The optimality conditiong13) — (15) become
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given the terms-of-trade sho¢A.2).

The terms-of-trade shock induces more persistence and volatility in the labor market optimality co@diBpn
and the Euler equation of capitéh.4). The real wage the firm offers is more persistent and volatile because the left-side
of (A.3) is driven, in part, by,;. The same is true for the discounted expected benefits the small open economy demands
for it to increase its stock of capital by one unit. A persistent terms-of-trade shock generates negative income effects in the
labor market and higher returns to domestic capital that introduce another way for the risk premium to affect the small open
economy intertemporally.

The impact on the Euler equation of the unit discount b@had) of the terms-of-trade shock is stinkingly different.
It creates a “taste” shock; /s, that alters the stochastic discount facigr, ;, of the small open economy. Note that the
“taste” shock only appears in the optimality condition the small open economy uses to derive its net demand for foreign assets.
Thus, the terms-of-trade shock provides another wedge between domestic returns to capital and way in which the small open

economy discounts the returns it receives from the rest of the world.

A4 Bayesian Calibration and Monte Carlo Experiment of the
Small Open Economy-RBC Model with a Terms-of-Trade Shock

The Bayesian calibration of the terms-of-trade shock employs Canadian import and export price deflators and a least
squares regression. The slope coefficient of the estimated AR(1) is 0.9621. Thus, the half-life of a Canadian terms-of-trade

shock is nearly 4.5 years. This is more persistent than the exogenous shock to the world real interest rate, but much less
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persistent than the fiscal policy shock. The priorgris lognormal (the same distribution used fgr and p,), with a 95
percent coverage interval of [0.9000 0.9857]. We find the sample standard error of the terms-of-trade regression to be 0.0121,
which makes; a bit less volatile than the degenerate prior on the fiscal policy shock. A normal distribution is employed for
the prior of the standard deviation gf. The priors’ 95 percent coverage interval is [0.0112 0.0130].

We operate the Bayesian Monte Carlo experiment of the small open economy RBC model as described in sec-
tions 3.3 and 4.1 of the paper. The results are found in figuteand the ensemble averages of the elementq-pfare
[0.1519 0.1408 0.0452 0.0079 0.8789 — 0.0375 0.0455 0.0379] and the associated standardized difference of means
are[0.3071 0.9260 0.8386 0.7816 1.7019 0.6760 0.6796 1.3767]. These theoretical present-value model predictions
suggests the addition of the terms-of-trade shock pushes the canonical RBC model closer to the data, as does the world real
interest rate shock. Figure A.1 should disabuse one of this notion. The upper and lower 95 percent confidence bands of the
theoretical current account forecast are above the actual Canadian current account for the entire sample (see the left-side win-
dow). This reflects the “taste” shock imposed on the Euler equation of the unit discount bond, which causes the small open
economy to become more patient, ag*if> (1 — 8)/B. Hence, the small open economy runs a larger current account, on
average. Otherwise, the simulation results show the densities of the LM and Wald tests produced by the terms-of-trade shock
experiment to not fit the sample as well as the experiment with the exogenous world real interest rate shock. We conclude
the exogenous world real interest rate shock dominates the terms-of-trade shock we study as an explanation of tests of the

present-value model on and fluctuations of the Canadian current account.
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Figure A.1: Canonical Model with T—of—=T Shock
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