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not included in their analysis bank-specific risk variables as measures of cross-sectional derived deposit
demand. The authors find that when bank-specific risk variables are included in the analysis the
magnitude of the relationship between deposit rates and market concentration decreases by over 50
percent. They offer an explanation for these results based on the correlation between a bank’s risk profile
and the structure of the market in which it operates. These results suggest that it may be necessary to
reconsider the well-established assumption that higher market concentration necessarily leads to
anticompetitive deposit pricing behavior by commercial banks. This finding has direct implications for the
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general sense, these results suggest that any Structure-Conduct-Performance-based study that does not
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1. Introduction

Severd aticles that test the competing Structure- Performance hypotheses using price data have
appeared in the literature. For example, Berger and Hannan (1989, 1992), Cdem and Carlino (1991),
Hannan and Berger (1991), and Jackson (1992a), each test (among other things) the Structure- Conduct-
Performance (S-C- P) hypothes s versusthe Efficient- Structure (E- S) hypothesisusing pricedata. Ineach
of these articlesthe pricing data represent consumer deposit rates set by commercid banks. Ingenerd, the
results reported in these studies supported a negative and dgnificant relationship between market
concentration and deposit rates, providing support for the S-C-Pand againgt the E-Shypothesis. The S-
C-P, originated by Mason (1939) and Bain (1951), suggeststhat more concentrated markets may lead to
collusive behavior and monopaligtic pricing by firms. The E-S hypothes's, devel oped by Demsetz (1973)
and Pdltzman (1977), suggeststhat profitsin concentrated markets may be systematically higher becauseof
market competition over time which dictates that more efficient firms gain larger market share.

Thereare saveral documented reasons for using price datain general (Weiss 1986) and banking
price datain particular (Hannan and Berger 1991) rather than profit data to test the vaidity of the S-C-P
and E-Shypotheses. Themain reason usudly offered isthat price dataprovidesalessnoisy sgnd, reldive
to profit data, of cross-sectiond differencesin the degree of market competition. However, theuseof price
datafrom consumer deposits may aso have someinherent drawbacks. One possible drawback, discussed
by Dick (2005), Berger (1995), and Rhoades and Burke (1990), isthe omission of firm-specific variables
which may sysemdicaly affect the"cost” or thedemand for deposits. Severa variables may affect abank's
demand for deposits and thus its reservation deposit rate.

For example, one important variable is the cross-sectiond riskiness of the individua banks being
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andyzed. That is, abank that ismorerisky islikely to offer higher deposit rates (Brewer and Mondschean,
1994). Therefore, the omission of risk measures may cause agpurious rel ationship to be estimated between
relatively low deposit rates and high market concentration. Thisis because market concentration may be
negatively rdated to risk (Rhoades and Rutz 1982); and, risk (ceteris paribus) may be positively rdated to
consumer deposit rates. Additiondly, this risk-deposit rate relationship may have been accentuated by the
mord hazard problems of flat-rate depost insurance as discussed in Barth and Bradley (1989), Buser,

Chen, and Kane (1981), and McKenzie, Cole, and Brown (1992). The critica linkages, however, are
between risk and market structure. Are banks in relatively more concentrated markets lessrisky? If the
answer tothisquestionisyes, then theempiricd finding of anegative relaionship between depogt ratesand
market concentration no longer provides support for the S-C-P hypothesis, nor doesit suggest rgjection of

the E S hypothesis. This is because banks in more concentrated markets, if they are indeed less risky,

would tend to pay on average lower consumer deposit rates (even in competitive markets) asthe margind

value product of consumer deposgits is equated to their margina cost, or wage (deposit) rate.

Doeslower risk account for the negative relationship between price and market concentrationin the
banking industry? This paper uses generdized method of moments (GMM) estimationto empiricaly test
this hypothesis. This empiricd test is motivated by: (1) the findings of a Sgnificant negative reaionship
between market concentration and measures of bank riskiness asreported in Rhoadesand Rutz (1982), (2)
thefindings of apostive and significant relationship between uninsured bank depositsand bank riskinessas
reported in Brewer and Mondschean (1994), and (3) the possibility of a spurious correation between
deposit rates and market concentration as discussed in Berger (1995).

Thisstudy isthefirgt to directly incorporate firm-specific measures of risk into empirical testsof the
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price-concentration relaionship. Thisisimportant because, in avery general sense, any Structure-Condudt-
Performance based study that does not explicitly condder the possbility of very different risk profilesof the
firms analyzed may indeed miss a very important set of explanatory variables. And, thus, the results from
those studies may be spurious.

The remainder of this paper provides some background on the S C-P and E S hypothesesin
section 2, abrief discussion of the modd specificationsand datain section 3, theempirica resultsin section

4, some robustness checksin section 5, and a very brief conclusion in section 6.

2. Market Structure, Market Conduct, and Market Performance’

Thetraditiond market structure, conduct, and performance (S-C-P) literature occupies center sage
inthissummary. However, the resource- based view on sustainable competitive advantage, as exemplified
by Peteraf (1993), is dso discussed because it captures the essence of the debate concerning the vaidity
of the S-C-P paradigm.

The origins of the theoreticd foundations of the S-C-P paradigm are often traced to the work of
Mason (1939) and Bain (1951). These early works asserted that fewer firmsin amarket, reflectingamore
concentrated structure, generdly lead to less competitive conduct and less competitive performance.
Conduct was usudly defined in terms of competitive intengty in relaion to price and output levels,
performance was generally related to profit or pricerdativeto cost ratios. Eveninthoseearly years, it was
recognized that market structure was important only as a predictor of market conduct. Conduct was the
variable from which to draw inferences about market performance. However, because conduct was

unobservable, market structure was cast in the role of an instrumenta (or proxy) varigble.
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Many economists were uncomfortable with the informdity of the S-C-Ptheory. Beginninginthe
mid- 1960samorerigoroustheoretica foundation for the S-C-Pwas pursued. Research by Stigler (1964)
and severd others demongtrated that under certain specialized market conditions, the S-C-Pwould hold.
However, other economic theory has chalenged theredlism of those specidized conditions. Furthermore,
this theory has shown that the linkages between market structure variables and market performance can
disgppear under dternative very specidized conditions asin Baumol, Panzar, and Willig (1982) or under
less specidized (but also less rigorous) conditions, asin Bain (1956).> Because of this, researchers have
turned to empirica studies to address the question of the effect of market structure on conduct and

performance.

2.1. Market SC-P Empirical Studies

Empiricd S C-P studies tend to fdl into one of two groups. The first group measures atistical
correlations between market concentration and measures of performance (e.g., concentration and profits).
The other uses newer nmethods that attempt to measure and estimate patterns of firm conduct directly,
ingtead of usang market sructure variables as proxies. This second group offers the more promising
goproach and in this paper we follow the direct estimation of market conduct gpproach. While the first
group of studies represent alarge and increasing literature, Gilbert (1984) concluded that they present a
mixed set of results overdl and tend to suffer from severd mgor methodologica flaws.

One mgor shortcoming of these empiricd S-C-P sudiesisthat they cannot distinguish between
efficiency and market power as a source of market concentration or profitability (Demsetz 1973 and

Peltzman 1977, 2000). Economic theory tells us that a firm that can operate at lower cost or ddiver a
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superior product will drive its rivas out of busness unless the rivas can imitate the successful firm.
However, such superiority (or competitive advantage) would be manifested in terms of high market share
(concentration) and high relative profitability precisaly in those marketsthat are competitive. More recent
studies by Smirlock (1985), Berger (1995), and others have attempted to correct thisflaw. Their results
suggest that market Sructure playsan economicdly inggnificant rolein explaining market performance. [For
an excdllent update and review of thisempirical S-C-P literature see Shaffer (2004).]

Anather mgor problem with most empirica sudiesof market Sructureisthedifficulty in defining the
true geographic and product market to beevauated. Asdiscussed in Jackson (1992b) and Shaffer (1992),
this problem is especidly savere in a multi-product industry such as banking.  The problem is further
confounded because banks operate in severd geographic markets smultaneously, which casts another
shadow on therelevance of market structure asauseful predictor of competitive intensty or market conduct
The search for a better predictor has led some scholars to advocate the firm-specific, or the resource-

based, approach for developing measures of competitive intengity, or market conduct.

2.2. The Resource-Based View

Recently, amodd of how firms compete has emerged from the strategic management area. The
modd gartswith thefamiliar foundation (in srategic management) that firmsare heterogeneous. However,
asPeteraf (1993, p. 179) states, "the model has degpened our under standing regarding such topicsas
how resour ces are applied and combined, what makes competitive advantage sustainable, the nature
of rents, and the origins or heterogeneity.” Peteraf dso mentions that the contributions of resource-

based work have not been limited to these topics. For example, our understanding of how service firms
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chooseto compete and decidethelevel of theintendity of that competition isaso enriched by the resource-
based view in general and Peteraf's modd in particular.

It should be noted that these modd sarereated to (and informed by) the very large body of work in
the economics literature commonly labeled, or categorized as, product differentiation.? The roots of this
product differentiation literature can be traced to the semina work of Chamberlin (1933). A common
theme running through the resource- based literature and Peteraf's modd istheimportance of preservingthe
conditions that dlow the firm to maintain a competitive advantage. Thus, resources that make a firm
different (or heterogeneous) relaive to its competitorspreserve its superior pogtion. Thisfocusonwhat is
often cdled imperfect imitability and imperfect substitutability provides an impressive foundation for
developing models (e.g., Roth and Jackson 1995) that continues to increase our understanding of how
firms compete.

Theresource-based view contributesto the debate on market structure, conduct, and performance
linkages by suggesting that any source of superior performance is less likely to be market- specific (i.e.,
market structure) and more likely to be firm-specific. Thus, the drategic management as well as the
economics literature provides support for the use of firm-gpecific measures (of risk ) in addition to

traditional market structure variables.

2.3. Price-Concentration Studies
Berger and Hannan (1989) provide the first comprehensive empirica study of the relaionship
between consumer deposit rates and market concentration. Using a reduced form price equation, they

estimate the relationship between consumer deposit rates and market concentration while controlling for a
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wide array of market-specific and bank-specific varidbles. Six different consumer deposit rates at 470
banks over aten quarter period are used inthe analyss. Using avariety of modeling assumptions, Berger
and Hannan (1989) conclude that in generd (except for longer-term CDs) consumer deposit ratestend to
be negatively (and significantly) related to market concentration.

Following Berger and Hannan (1989), Cdem and Carlino (1991) investigate the relationship
between consumer deposit rates and market structure by explicitly incorporating conduct as the link
between sructure and performance. They address the question of whether banks typicaly behave
drategicdly or competitively in generd, and whether these behavior patterns are influenced by market
concentration in particular.  They find that market concentration has a ddidicdly sgnificant but
economicaly smal effect on short-term consumer deposits, and that bankstend, in generd, to behnavemore
drategicaly than competitively.

The use of linear modd s to estimate the price- concentration relationship for consumer depositsis
challenged by Jackson (19924). Using the model from Berger and Hannan (1989), Jackson (1992a) re-
esimates it separately for high-, medium-, and low-concentration subsamples. This re-edimation
demondtratesthat the price- concentration reaionship isonly negative and sgnificant for thelow subsample
category for most types of consumer deposits. However, Jackson (1992a) uses a different sample than
Berger and Hannan (1989). Berger and Hannan (1992) re-estimated thelr analys's using the Jackson
(1992a) methodology. They concluded that, athough their results are not as strong as previoudy, the
relationship between bank deposit rates and market concentration is generaly negative, significant, and

linear.
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2.4. Risk-Price/Risk-Concentration Studies

Risk may influence the estimation of the price-concentration relationship in banking if price is
influenced by risk; and risk isinfluenced by market structure. Previous studies by Rhoadesand Rutz (1982)
and Heggestad (1977) demondrated that market structure (concentration) is sgnificantly negatively
correlated with measures of bank riskiness. Brewer and Mondschean (1994), Ellisand Flannery (1992),
and Hannan and Hanweck (1988) find evidence that the premiums paid on uninsured deposits are positive
and sgnificantly related to measures of riskiness. Additionaly, Hughes and Mester (1994) find evidence
that bank managers exhibit behavior inconsstent with risk-neutrdity.

These studies suggest that banks in more concentrated markets prefer and exhibit lessrisk. Asa
consequence, they aso may pay alower risk premium on both insured and uninsured deposits. That is, a
bank may bewilling to pay ardatively higher rate onitsinsured depodtsif it must pay ardéively higher rate
on its uninsured depogits (Brewer and Mondschean 1994; and Hannan and Hanweck 1988). Thisis
because insured and uninsured deposits are fungible in terms of satisfying the bank’ sfunding requirements.
Thus, uninsured as well asinsured deposit ratesmay be positively related to theleve of bank-specific risk.
For example, Barth (1991) documents that risky financid ingtitutions, especialy those that face financid
digtress, tend to pay relatively more for insured as well as uninsured deposits. Thus, this study directly

incorporates bank - specific measures of risk when estimating the price- concentration relationship.

3. Model Specification and Data
Themodd developed here hasasmilar conceptua framework asthat discussed in Neumark and

Sharpe (1992). It isbased on modds of the banking firm found in Diamond (1984), FHannery (1982), and
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Hughes and Mester (1994), which focus on the bank's role as investment agent for households. That is,
banks take savings in the form of deposts from households and transform these funds into loans or
securities by lending them out asinvestments. Banks use the deposits (savings) asinputsto produce loans
or securities (investments). Thus, banks are assumed to be more efficient investors relative to depositors
because of diversification benefits, a reduction in monitoring cogts, or other economies of scale.

The modd assumesthat the loan and security marketsin which banksinvest are competitive. This
seemsreasonable given thelarge federd fundsand Treasury security marketsthat dlow bankstoinvest ona
nationa scale. However, because bankstend to draw their deposits from confined geographica aress, such
as metropolitan Statistical areas or counties, the deposit markets are assumed to exhibit departures from
perfect competition.

Asin Neumark and Sharpe (1992), departures from the perfect competition framework provide
part of the basis for the empirical modd developed here. For example, if banks in more concentrated
deposit markets face ardatively less dagtic depost supply schedule they may extract more of the
producers surplus from the business of investing by paying lower rates on their deposits. Berger and
Hannan (1989) provide some evidence of this negative cross-sectiond reationship between market
concentration and deposit interest rates. However, Jackson (19924) provides evidence that this cross-
sectiona relationship between depodit rate levels and market concentration may be ambiguous.

Additiondly, our modd recognizes thet bank managers may not be risk neutra and may choose
differing levels of risk in their investment portfolio depending on thelr risk objectives (Hughes and Mester
1994). Furthermore, risk levels may be negatively related to market concentration as demonstrated in

Rhoades and Rutz (1982). Risk levels may dso be postively related to market-clearing depodit rates as
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reported in Brewer and Monschean (1994).
Following Berger and Hannan (1989,1992,and 1993), Cdem and Carlino (1991), and Jackson
(1989,19924), our modd of bank consumer deposit rate setting behavior is estimated as the following

reduced-form price equation:

rijt - a-+ BCONCJt + ?, xijt + ajt, (1)

where; rij; representstheinterest rate paid by bank i inlocal market j a timet for aspecific category of
consumer deposits. CONC;; represents ameasure of market concentration in local banking market j at
timet, and X;;; represents a vector of control variables. The vector of control variables alow for firm-
specific and market- specific variationsin deposit demand and supply schedulesfaced by individua banks.
The parameters are denoted by a, 3, and the vector ?, and e;; represents an error term.

Asinmogt of thecited articles, thethree-firm concentration ratio (CR3) isused to measure CONC.
# Following Jackson (1992a), the other non-risk related explanatory variablesincluded are market growth
(MG), market share (M S), the sx-month Treasury bill rate (TB6), the naturd log of totd assets (LOGTA),
and atime-period dummy varigble (Q, ) for each quarter (t) except the first. Wedsoincudean indicator
variable (BHC) that is equa to one, zero otherwisg, if the bank is part of abank holding company. Being

part of alarger organization (BHC) may influence the pricing behavior of the individud bank.

3.1 Risk Variables

We add to this standard set of control variables three other factors to capture information on the
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magor types of risks faced by financid inditutions. Firs, as in Rhoades and Rutz (1982), Brewer and

Mondschean (1994), and Hughes and Mester (1994), we usetota capita as a percentage of total assets
(CRATIO) asameasureof capita adequacy. Of course, themgor component of thetotal capita measure
isequity capitd. By increasing capitd whileholding total assets congtant, abank can lower itsriskiness. In
contrast, insufficient capital relative to tota assets makes abank morerisky. During the thrift crigs of the
1980s many poorly capitaized savingsand |oan associations paid higher rates on insured depositsto attract
additiond depositsquickly whileinvesting the proceedsinrisky projects. Similarly, alow-capital bank may
pay higher deposit rates on insured depositsrelative to ahigh-capital bank. Theimportance of bank capital

and capitd ratios is wel established in the literature. For example, Berger, Herring, and Szego (1995)

report that the empirica evidence generdly suggeststhat higher equity isassociated with lower overdl risk.
And, that virtudly every bank falure modd finds that a higher equity-to-assetsratio is associated with a
lower predicted probability of failure.

Second, we use the percentage of non-performing loans to total assets (NONPERF) asamessure
of asset qudity. A lower NONPERF ratio may beindicative of astronger economic environment and/or
more efficient management of credit risk. It is hypothesized that a lower NONPERF ratio will be
associated with lessrisk, and as aresult, alower deposit rate.

Lagtly, we use the quarterly change in the cumuldive twelve-month gap between rate-sendtive
asets and liabilities as a percentage of total assets (GAPCHG) asameasure of thelikdy interest raterisk
adjustment strategy that the bank is pursuing. This dollar maturity gap variable dlows us to test whether
banks drategicaly price consumer deposits as a function of their interest rate risk exposure gods. We

assume that banks establish long term interest rate risk exposure targets, and changes in the cumulaive
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twelve-month gap captures exogenous shocks or deviations from that long term target. These deviations
from target are assumed to influence the pricing of deposits as banks set deposit prices to correspond to

their new demand for rate sendtive assets or ligbilitiesgiven their long terminterest raterisk exposuretarget.

3.2 The Data

The risk measures and LOGTA above are taken from Reports of Condition on U.S.
domestically-chartered commercial banks The other variables, except TB6, arefrom theSummary of
deposits reports The consumer deposit data are taken from the Federa Reserve's Monthly survey of
selected deposits and other accounts

On average, our sample conssts of about 257 banks observed quarterly over the March 1984 to
December 1992 time period. The sample period endsin 1992 asthat isthe last year interest rate datawas
collected for the complete set of deposit types used in our study. Our resulting data set isapooled cross-
section time-series sample with 9240 observationsfor the equaly weighted index of consumer deposit rates
and the other firm-specific variables.

The definitions of the variables used in this andyss are presented in Table 1. Asin the extant
literature, the dependent variable is based on consumer (or retail) deposit interest rates paid by banks
expressed in basis points. However, we depart somewhat from previous price-concentration studies by
using an equally weighted index of three deposit types.* These deposit types are money market deposit
accounts, Super NOW accounts, and six-month certificates of deposit accounts. These deposit categories

haved| been used dsewhereindividudly, asin Berger and Hannan (1989, 1992, 1993), Cdem and Carlino
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(1991), and Jackson (1989, 19923, 1992b). Using anindex of consumer deposit rates acknowledgesthat
banks may set deposit rates strategically, as discussed in Caem and Carlino 1991. This recognizes that
different types of deposits may compete with each other on an intrabank level.”> Also, the andysis of
indexed depogitsiscongstent with thelegd definition of “bank product” which refersto abroad category of

banking products and services (Rhoades and Burke 1990).

4. Empirical Mode and Results
Based upon the reduced-form price equation developed in Section 3, the following two equations

are estimated:

fijp=4a + BCR3J + 7?2 MGJ +?2%MS + ?3 TBG( + 2 LOGTA,t + ?5 BHCit + DUM + Gijt (2)
and,
fii=a+BCOR3 + 2 MG + %MS + 2 TB6, + 2% LOGTA, + % BHC, +

?%CRATIO; +? NONPERF;; + % GAPCHG+ DUM +eji,  (3)

where; rij; isthe equelly weghted consumer deposit rate index, g isan error term,

DUM isequd to avector of dummy variable and thelr associated coefficients. The dummy variaole (Qy)
equals one when the quarter variable equalst. The other variables are as discussed above and defined in
Table1l. Bankstend to adjust depost ratesdifferently (i.e., morerapidly) in aperiod of faling interest rates
relative to a period of risgng interest rates (Berger and Hannan 1991, Jackson 1989, and Neumark and

Sharpe 1992). That iswhy time dummy varigblesareincuded in the equation to digtinguish risng ratefrom
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the faling rate periods.

Summary daigicsfor thevariablesused in thisstudy are presentedin Table 2, pand A. Pand B of
Table 2 presents a correlation matrix of selected variables. Thereareat least four pointsworth mentioning
about the correlation matrix of Table 2. Firgt, CR3 (the measure of market concentration) is sgnificantly
postively corrdated with CRATIO and sgnificantly negatively corrdated with NONPERF. Both
correlations suggest that banksin higher concentration market are lessrisky. Second, notice that fngex IS
ggnificantly correlated with therisk varigblesin afashion consstent with the hypothesisthet |ower bank risk
is associated with lower deposit rates. Third, the correlation coefficient for TB6 and rnqe ISVery largeand
ggnificant (0.83). And, fourth, the correlation between e ad CR3 isnegative and Sgnificant, athough
gndl (-0.08).

Thesefindingsfrom the smple correl ation analyss provide motivation to investigate further therole

that risk plays in the price-concentration relationship.

4.1 Estimation Technique

Estimation of equations (2) and (3) with pooled cross-sectiond time seriesdataand ordinary least
sguares (OLS) is potentidly inefficient because of the likelihood of time-varying, and firm-specific
differences in the eror terms. Because of these potentid problems with serid corrdation and
heteroskedadticity, the equations are estimated using the Generdized Methods of Moments (GMM)

procedure. Moment conditions of the following form are used in the estimation process:

.
9, @)= é ZtAI‘ijt,
=1

1
L
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where ?= (@, 3, 21, 2, 73, 2, P31, 732, 73, 734)" fOr equation (2) and ?=(q, 13, ?1, 22, 23, 24, 25, %6, 27, a1,
232, 783, 734)" fOr equation (3). The z isthe instrumentd variables vector. The instruments used in this
andysis are the same as the explanatory variablesin each equation. Therefore, there isexactly the same

number of moment conditions as the parameters to be estimated. The system isfully identified.

g, @ow:r 9, @)
The GMM esimators are obtained by minimizing the following quadratic form:

with respect to the ? vector. W+ isasymmetric, postive definite weighting matrix. Hansen (1982) has
shown that using the inverse of the variance- covariance matrix of the error terms as the weighting matrix
gives efficient and congstent estimates of the parameters. Since Wy is not known in advance, the GMM
estimators are obtained in atwo-stage process. Inthefirst stage, theidentity matrix isused astheweighting
meatrix to obtaininitial estimatesof the coefficients. Then using these coefficients, congstent estimates of the
variance-covariance matrix are obtained. Next, the inverse of this variance-covariance matrix isused as
the weighting matrix in the second stage where the coefficients are re-estimated. Notice that in this context,
GMM estimators of the coefficients in equations (2) and (3) will be identica to OLS point estimators.
However, the standard errors of the estimates are corrected for an unknown form of serid correlation and
heteroskedagticity using the Newey-West (1987) correction with onelag. Therefore, the GMM estimators

will be congstent and efficient among alarge class of linear and nonlinear estimators.

4.2 Model Estimation
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The GMM egtimation results for equations (2) and (3) are presented in Table 3. The second
column of Table 3 shows the results of estimating equation (2).° Thethird column of Table 3 presentsthe
results of estimating equetion (3).

Equation (3) isour expanded verson of equation (2) that includesthe mgjor variable of interet, the
risk variables. The GMM estimation of these two equiations presented in Table 3 reved sseverd interesting
results.’” Firgt, notice that in column two the coefficient for concentration (CR3) isrdaively large(-0.66),
negative and dgnificant at the one percent level. However, in column three when the risk measures are
include, the coefficient for concentration (CR3) isreduced by more than fifty percent to-0.30. Althoughthe
coefficient is dill sgnificant, the magnitude of its influence is reduced by over haf. This suggests thet
concentration is aless gnificant explanatory variablewhen risk measuresaredsoincluded in estimating the
price-concentration relaionship in banking. Second, notethat the coefficients of therisk varigblesin column
three are dl dgnificant (at the 5 percent leved or better) and have the expected Sgns. For example, the
negetive and sgnificant coefficient for CRATIO impliesthat, on average, bankswith lower capital to assets
percentages pay more for deposits. Or, conversely, bankswith higher capitd ratiospay lessfor deposts.
This result is consstent with Rhoades and Rutz (1982) and Brewer and Mondschean (1994). Itisdso
supported by the theoretica modd of Hughes and Mester (1994).

The CRATIO variable may however present an estimation problem because of collinearity with
LOGTA. That is, larger banks tend to have lower CRATIO, on average. This problem could be
eliminated by dropping LOGTA from equation (3). However, LOGTA may be an important variable in
explaningrisk. LOGTA may beaproxy for portfolio diversfication, ortoo-big to fail, or alarger array of

services and convenience. Each of these factors may affect the riskiness of the bank and the equilibrium
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depodgit ratesit would pay. Thus, we desiretomaintan LOGTA ineguation (3). Testsof multicollinearity
revedled that LOGTA did not present a problem.? It isinteresting to note, however, that the results of
equation (3) are not materid affected by deleting LOGTA from the andysis.

The pogtive and ggnificant coefficient for NONPERF suggests that banks with lower non
performing loans, or less risky portfolios, pay lower deposit rates. Thisis congstent with banksin high
concentration markets paying lower depositsrates given that they dso tend to exhibit lower levelsof riskin
their portfolios.

The coefficient of GAPCHG ispostiveand significant. Thisimpliesthat abank that experiencesa
larger increasein rate sendtive assets than liabilities last period tendsto pay relatively morefor short-term
(rate senditive) consumer deposits (liahilities) this period. This may stem from an atempt by the bank to
price its depodits in amanner that would mantain its gap at some preset target level. That is, the rdative
vaue of short-term depositsis higher becausethey dlow for theadjustment the gap, managing interest rate
risk exposure (see Brewer 1985). We find that our main results above are robust to many changesin
modd specifications. Some of these modeling changes aong with severa diagnostic checks are discussed
in the next section.

5. Robustness checks

Theresultsfrom estimating equation (3) suggest that our risk variables greetly reduce theimpartarce
of market concentration in explaining consumer deposit rates. However, because our risk variables are
correlated with market concentration, theissue of multicollinearity between CR3, NONPERF, CRATIO,
and GAPCHG must be considered. Aswiththecaseof LOGTA and CRATIO mentioned earlier, tests of

multicollineerity reveded that no such problem exists for CR3, NONPERF, CRATIO, and GAPCHG.
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Additiondly, we orthogonadized CR3 with respect to NONPERF, CRATIO, and GAPCHG.
Specificaly, we regressed separately each of thethreerisk variables on CR3 and substituted the three sets
of resduds from these regressions for the risk variables in equation (3). The procedure provides an
edimate of the explanatory power of the risk variables excluding correlations with CR3. This andyss
reveals that the resduals of the risk variables have amilar coefficientswith amilar sgnificancelevelsasthe
non-orthogondizedrisk variables. Thisisstrong evidencethat market concentration does not influencethe
consumer deposit rates through its corrdation with the risk characteristics of banks.

Our second modeling congderation for equation (3) acknowledges the possible endogeneity of the
market share (MS), market growth (MG), and maturity gap (GAPCHG) variables. We recognize that
multiple endogenous varidbles, or smultaneous equations, @uld easily be handled within our GMM
estimation framework. However, becausethenotion that consumer deposit rates (the dependent variablein
our modd) may influence the banks M S (an independent variablein our modd) iswdl knownwe go astep
farther.® In particular, we address the endogeneity possibility by estimating equation (3) without the MS
varidble. That andyds revedsthat the omisson of MS does not change our results.

The next independent variable of concern is market growth (MG). Agan, we address the
endogenaty possbility by estimating equation (3) without the MG variable. That andlyssrevedsthat the
omission of MG does not change our results.

Toarguethat GAPCHG isendogenousisto argue that deposit rates not only influence thestructure
of deposit demand but aso the structure of loan demand. That is, because the maturity gap is the
difference between rate senditive assets and liabilities, and because deposit rates are unlikely to affect asset

(loan) quartities, it is unlikely that depogt rates influence the maturity gap as much as the maturity gap

(18)



influencesdepogit rates. Stated differently, bank managersare morelikely to have significantly more control
over depogit rates than over thar maturity ggps. As such, deposit rates are more likely to be changed by
bank managers as the maturity gap changes rather than vice versa

Thus, dthough it may appear a firs glance that CR3, MS, MG, and GAPCHG suffer from
endogeneity problemsin equation (3), closer ingpection revea sthat for each of thesevaridblethat isnot the
case.

Our find modeling consderation addresses the use of the deposit rateindex. If we useindividud
deposit rates to estimate equation (3), our results are quditativey Smilar. 1n generd, the addition of risk
variables to our consumer deposit rates estimation equation ether diminates or sgnificantly reduces the
explanatory power of market concentration for each of the four deposit rates when andyzed on an

individud beds.
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6. Conclusion

The debate on whether market concentration implies collusive or competitive market behavior
continues. The use of price indead of profitability as an indicator of performance may well serve as a
superior form of anadyssin this debate. Such analyd's, however, must incorporate an examination of the
relevant firm-specific risk variableswhen estimating these relaionships. Aswith theresultsreported herein
for our index of consumer deposit rates, it isdemondgtrated that the negative rel ationship between priceand
market concentration may say more about theriskiness of banksin concentrated marketsrather than it does
about collusive behavior. And, dthough this study focuses on the banking industry, the results may well be
indicative of many other industries. More generdly, in any industry where firm specific risks are highly
correlated with market structures studies that do not explicitly modd these firm specific risks will suffer

serious specification errors.
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2.

3.

4.

Endnotes

For an excdlent overview of this literature see Shaffer (1994). This section draws heavily
from hisaticle.

We thank Stephen Rhoades for pointing this out to us.

We obtain smilar results using the Herfindahl Index in equation (3).

We a0 edimated the equations using al possble combinations of the deposit rates usdinte

sudy as dternative indexes. The results were quditatively smilar for  equation (3).

5.

8.

We test this hypothess by estimating time-series correlations of the three deposit rates for each
bank in our sample that has a complete time-series of rates. We find that all three rates are
sgnificantly corrdlated (at the 5 percent level) over time for over 94 percent of banks tested.

We began the empiricd andysis by comparing the estimated resultsfrom equation (2) to previous
dudiesin the literature. Usng MM DA (money market deposit account) rates as the test case we
were ableto exactly replicate the coefficient of the price-concentration relationship asreported by
Berger and Hannan (1989) and Jackson (1992a).

We ds0 estimate equations (2) and (3) usng OL S for each quarter (i.e, time series). Theresults
are that for 25 of the 36 cross-sectiona estimations of equation (2) CR3 has a negative and
sgnificant (at the 5 percent level) coefficient. Whentherisk variablesareadded [i.e., equation (3)]
the coefficient of CR3 becomes indgnificant in 32 of the 36 cases above. We thank Robert
Connally for recommending this analyss.

We orthogondized CRATIO and LOGTA by: (1) regressng CRATIO on LOGTA, and ]

subdtituting the resduas from this regression for CRATIO in equation (3). This provides  an
estimate of the explanatory power of CRATIO excluding correlations with LOGTA. When thisis
done LOGTA isindgnificant, and resdud (CRATIO) isvery  sgnificant and negative.

0.

We thank Timothy Hannan for pointing this out to us.
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Tablel. VARIABLE DEFINITIONS

Endogenous Variables (r)

Immda - Money market deposit account rate in basis points paid on the largest
dollar volume of depositsissued during the 7- day period ending onthelast
Wednesday of the month of the respective quarter, 3/84-12/92.

l'snow - Super-NOW rate for the same period.

l'ods - 6-month certificates of deposit rate for the same period.

I ndex Equaly weighted index (average) of the three

depost rate variables above.

Risk Variables

CRATIO - Tota capita as a percentage of tota assets each quarter.

NONPERF - Nonperforming loans as a percentage of total assets each quarter.

GAPCHG - Change in cumulative 12-month gap as a percentage of total assets
each quarter.

Other Variables

CR3 - 3-firm deposit concentration percentagefor theloca banking market asof
year-end.

MS - Individua banks market share percentage as of year-end.

MG - annua market deposit growth percentage.

TB6 - Secondary market monthly average six-month Treasury hill rate in basis
points last month of each quarter.

LOGTA - Natura log of total assets each quarter.

BHC - Dummy variable equd to one[zero otherwisg] if the bank ispart of abank
holding compamy

Q2—Qss - Time dummy varigblesfor 35 of the 36 quartersin the study.
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Table2. SUMMARY STATISTICSand CORRELATION ANALYSIS
(N = 9240)

Panel A. Summary Satistics

Variable Mean Standard Minimum Maximum
Deviation
Tindex 631.37 106.25 309.33 1050.00
CRATIO 7.51 2.92 -22.97 51.82
NONPERF 1.53 1.74 0.00 25.99
GAPCHG 0.06 7.36 -71.55 72.85
CR3 58.34 18.61 19.69 100.00
MS 14.80 15.18 0.02 100.00
MG 12.16 139.63 -88.86 746.00
TB6 707.93 191.77 304.00 1124.00
LOGTA 1311 2.07 8.27 18.96
BHC 0.66 0.48 0.00 1.00

Panel B. Correlation Analysis

I index CRATIO NONPERF GAPCHG CR3 TB6 LOGTA
Mindex 1.00
(0.00)
CRATIO -0.04 1.00
(0.00) (0.00)
NONPERF -0.01 -0.21 1.00
(0.07) (0.00) (0.00)
GAPCHG -0.04 0.10 -0.01 1.00
(0.00) (0.00) (0.16) (0.00)
CR3 -0.08 0.11 -0.10 -0.005 1.00
(0.00) (0.00) (0.00) (0.56) (0.00)
TB6 0.83 -0.06 -0.05 -0.13 -0.04 1.00
(0.00) (0.00) (0.00) (0.00) (0.00) | (0.00)
LOGTA -0.05 -0.49 0.16 0.003 -0.15 -0.06 1.00
(0.00) (0.00) (0.00) (0.66) (01 | (0.00) (0.00)

Notes: Significance levels are in parentheses beneath the pearson correlation coefficients.
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Table3. GMM Estimation of Risk-Adjusted Relationship Between Equally Weighted
Index of Consumer Deposit Rates and Market Structur e (N=9240)

I ndependent Parameters Parameters
Vaiadle [Basc Modd] | [Extended Model]
I ntercept 366.76 380.08
(46.76) *** (44.36) ***
CR3 -0.66 -0.30
(-15.28) *** (-6.97) ***
TB6 0.41 0.43
(45.58) *** (48.82) ***
BHC -10.59 -11.44
(-8.33) *** (-8.89) ***
LOGTA -2.09 -2.84
(-6.33) *** (-7.79) ***
MS 0.32 0.30
(6.81) * kK (645) K%k
MG 0.09 0.10
(8.02 KKk (8.34 K%k
CRATIO | ---- -18.96
(-5.67) ***
GAPCHG | ------- 11.63
(9.36) ***
NONPERF | ------- 54.14
(11.83) ***
Adjusted — R? 0.87 0.89
F-Statitic 730.00 *** 945,10 ***

Notes: The dependent variableisrg. T-ratiosarein parentheses. (*** denotes significant at the 1 percent level). The
35 coefficients for the time dummy variables are not included in this table.
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