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LEWIS C. SOLMON

Higher Education Research Institute and
University of California. Los Angeles

The Definition of College Quality and
Its Impact on Earnings

ABSTRACT: This paper adds an additional variable. college quality,
to the human capital earnings functions. The NBER-Thorndike sample
of World War Il veterans is then analyzed to see whether quality of
colleges attended influences income of individuals at various stages of
their working lives. § We have found that the quality of institutions of
higher education has an important impact on lifetime earnings of those
who attend. A subjective evaluation of institutions (the Gourman
Index) was used to measure quality in many of the estimated equa-
tions, but it appears that certain objective traits that contribute to these
evaluations can be isolated. In particular. average student quality as
measured by the average S.A.T. scores of entering freshmen, and
faculty salaries, are strongly related to the Gourman Index and are the
most important of the measurable institutional traits in the earnings
functions of former students. I The importance of college quality
does not appear to vary significantly with years of college (and
graduate school) attended. We have only weak evidence of an interac-
tion between college quality and student ability. Quality does affect
later incomes more than it influences incomes immediately on entering
the labor force. These results hold even after controlling for certain
occupational  choices. individual ability, and  socio-economic
background.
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(1] INTRODUCTION

Many people have opinions about which colleges are good ang which gre
poor. The bases for their judgments can range from the number of Nobel
Laureates on the faculty to the national ranking of the football tean, A
more systematic analysis of quality would involve trying to identify he
features of colleges that enable those whom the colleges are Serving
(students, alumni, taxpayers, or society as a whole) to hest achieve their
goals. In this paper we are concerned with the characteristics of colleges
that serve to increase subsequent monetary incomes of those who ateng

them.

Usually, lifetime earnings are explained by variables such as innate

ability, experience in the labor force, and vy
other socio-economic, demographic, and o¢
serted to increase the explanatory power of
attempt to add a new dimension to the ea

ears of education, although
Cupational data cap be in.
the model. |n this paper |
mings function analysis py

hypothesizing the features of colleges that might yield financial payoffs in

later life, and then testing to see which of thes
to the explanatory power of the traditional

e traits actually do aqq mogt
earnings function. Several

methods of identifying the mechanism by which these quality traits affoct

income will be discussed, including rates of re

turn to quality estimates and

tests for the interaction of school quality with individual ability and with
years of schooling, as welj as interactions among the varioys quality trais.

There is a particular timeliness to this research. Severg| years ago in his
classic study, James Coleman argued that differences in the characteristics
of elementary schogls attended were unimportant in determining differen.

tial achievement rates among students, esp

ecially when compared to

differences in other variables, particularly family background.' More re-

cently, Christopher lencks has minimized t
reducing  cognitive and economic inequal

he effects of schooling in
ity.2 Samuel Bowles;? an

economist, and Alexander Astin,® 3 psychologist, have come to similar
conclusions that differences in schools at various levels ranging from

slight effects on students,
- However, Astin® does find
hanges in affective hehavior
attended. Moreover, Spaeth

and Greeleys found that their measures of quality affected occupational
prestige even after ; number of other variables that had seemed to reduce

quality to insignificance in breviously mention

ed studies were considered.

Eric Hanushek found for , sample of elementary schools that even

though differences in expenditures dig not seem to affect the learning rates

id have an impact. |n particular, Hanushe
teachers” verbg| aptitudes, the newness of the

aracteristics of teachers that
k found that differences in
ir training, and racial differ-
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ences, which he interpreted as differences in the quality of teacher training
did significantly infiuence children’s facility in learning.” An implicatior;
that can be drawn from this result is that expenditures do not rﬁatter
because school monies are spent on the wrong things. If higher salaries are
paid for teachers with more seniority rather than for teachers with higher
verbal aptitudes or for teachers of higher quality and more recent training
then we would expect little relationship between expenditures and othe;
quantifiable measures of the school’s quality.

To jump ahead to the major conclusion of this study, we find that at the
college level differences in quality have highly significant effects on
differences in lifetime earnings patterns of students. These results hold even
after controlling for a wide array of other factors, including individual
sudent ability. 1t might be that expenditures at the college level are more
likely to purchase those inputs that will be effective. During the period of
our study, institutions of higher education were less restricted by unions,
teacher associations, and school hoards in regard to the types of inputs that
they were able to purchase than were elementary and secondary schools.
Hence, even if the same model were applicable to all levels of education,
the input-output relationships predictably should have been more effective
at the college level. It is a moot point whether the superior effectiveness of
higher education expenditures will be able to continue as unionism and
other restrictions grow at the college level.

Our enthusiasm for the relevance to policy of the current study must be
tempered somewhat because of the nature of the sample. In social science
research on microdata sets, certain desirable characteristics of a sample
usually will have to be sacrificed in order to obtain data with other
desirable characteristics. Some samples that have attempted to follow
groups of individuals over a number of years have encountered drop-off
rates in responses that create serious biases. Other groups studied have
exhibited high response rates, but the representativeness of the sample has
been weakened because it was selected from only one particular state or
group of high schools, for example. Other data sets have of necessity
lacked a number of particularly crucial variables, such as test scores of the
individuals being studied. Our sample has been characterized by statisti-
cally acceptable response rates and also by the availability of virtually all
the vital variables required for the models that will be specified here.
However, the representativeness of the sample has had to suffer.

The data used are now known as the NBER-Thorndike sample, and
although it has been described in detail in several other places,® we might
summarize its important characteristics here. The respondents were white
World War Il veterans, all of whom took a battery of aptitude tests in 1942
to determine if they were qualified to be pilots. To take the test one had to
have above-average Q¢ and be in good health. Those willing were
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surveyed by Robert Thorndike in 1955 and by the National Bureau cf
Economic Research again in 1969. They provided '“U('_h information on
earnings history, socio-economic situation, and oducqnonal experience,
including the names of colleges attended as well as vapmude test scores. 0

This particular sample precludes us from generahgmg some of our resylt
so that they might be most relevant for current policy debates. In the firgt
place, no blacks are included in the sample, and also there are no people
from the iower half of the IQ distribution. Hence, we must continually
keep in mind that our results apply primarily to white, high ability
members of our population. We must constantly be cautious of the
temptation to apply our results to blacks, other minorities, women, and the
less able members of our society. If one argues that the models developed
in the work reported here apply directly to these groups, then inferences
about them might be made. However, if we feel that the factors detemin.
ing the earnings functions for these groups are different from those deter.
mining the earnings functions for the ones in our sample, or if we feel the
relationships between the factors and earnings would differ among these
groups, then we will have to restrict our conclusions to the group studied.
Rather than wait for the perfect data set, we shall present the results for the
data that we have developed. The caveats just stated must be kept in mind.
However, the basic resuit—the significance of quality of college attended
on lifetime earnings patterns—is important enough to justify what follows.

Two general types of college attributes can be isolated and measured (if
imperfectly). They are as follows:

1. Student Quality The argument is that a student benefits more from
college, and hence acquires more of whatever colleges offer that enhances
future earning power, when surrounded by high quality fellow students—
the so-called peer effect. Intuitively, it does seem that the opportunity to
interact with intelligent and motivated peers should enrich a student's
college experience. We have several measures of average student quality
by schools, such as the average Scholastic Aptitude Test (5.A.T.) scores of
entering freshmen'' and an index of intellectuality of students derived by
Alexander Astin through factor analysis.'? Another variable developed by
Astin, an index of selectivity based on average level of S.A.T. scores, is
also used as a dimension of quality.

2. Instructional Quality The second aspect of college quality is the
excellence of faculty. The hypothesis here is that a good faculty will instill
in students traits that will be beneficial to them in subsequent years. One
measure of faculty quality is average faculty salary.'> The assumption is
that higher-paid faculty have either more experience (and higher rank),
better teavching ability, more professional prestige from research, or greater
opportunities to earn elsewhere, all of which are indicators of greater
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productivity in their professorial roles.™ Another measure of school quality
is school expenditure for instruction, research, and library facilities per
full-time equivalent student. Here, the argument is that high-quality facdlty
are attracted by expenditures beyond those on salaries alone. Also, holding
these expenditures per faculty member constant, a larger expenditure per
student implies a higher teacher/student ratio."s Thus, this measure is a test
of the influence of teacher/student ratios as well. The hypothesis is that
both expenditures per faculty member and faculty per student are aspects
of quality.’® Unfortunately, data of this kind ignore different definitions of
“full-time faculty” at different colleges. Teaching loads range from one
course to four or more per semester at different colleges and these
differences may alter teacher effectiveness. Moreover, this proxy for quality
ignores non-pecuniary attractions that particular colleges may hold for
particular faculty members. Schools located in undesirable areas (urban
ghettos with high crime rates or isolated rural areas with no cultural life)
may be forced to pay high salaries for instructors. Schools with attractive
surroundings (scenery, some top scholars, a stimulating cultural life, or
exceptionally good research and teaching equipment and plant) may be
able to attract high-quality instructors for low salaries. Top-quality teachers
may accept low salaries if opportunities for lucrative outside consulting
jobs abound. Of course, students may or may not benefit from "’good”’
teachers who are away consulting much of the time. In any case, the
hypothesis we will test is that schools that pay high salaries to faculty
members who meet relatively small groups of students are more beneficial
to students’ subsequent earning power than those that pay low salaries or
assign instructors large classes.

A related quality measure refers to the total incomes or expenditures per
student of the colleges. It might be argued that schools that spend (or
receive) larger amounts per enrollee provide a higher-quality education, an
educational experience more beneficial in post-school years.

As an additional test of school quality we have a subjective measure
derived by Gourman. These ratings propose tc be a “’consensus of reliable
opinion and judgment obtained from many and various sources deemed to
be dependable and accurate”'” The study evaluates individual depart-
ments as well as administration, faculty, student services, and other general
areas such as library facilities. An average of all items is calculated,
resulting in an overall Gourman Index between 200 and 800. The interpre-
tation of these ratings depends on the weights given to the various criteria.
Urfortunately, these weights are not published. However, the index is one
of the few quantitative ratings available for a large number of colleges.

There is a question of whether or not all the measures of quality are
measuring the same dimension. Table 1 presents correlations between
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pairs of college characteristics. In gen(_’ral, these (‘orrolatk{ns exceed 5
Table 2 presents regressions with individual ('_()Heg(_‘s as untts ol ohseryg.
tion, which enable us to consider the r(jlatumshms between tl_u‘- non-
monetary quality measures and the expenditure (Lll«? ill_’)‘(-l schon_l size. It is
obvious that the non-dollar quality measures are mgmhcantly mr_luenced
{according to the t test) by expenditures as a whoie_, taculty salaries, ang
size of student body. Size (undergraduate enrollmqﬂ) is negatively related to
average S.A.T. scores; that is, better peer group |_n_i|uen_ces apparently are
found in smaller schools. Gourman ratings are posntnyely |l1flllenc?(l by size.
Interestingly, our model explains about 50 percent of the variance in th_gw peer
group measures, but as much as 70 percent of the Gourman ratings.

It'is also interesting to compare these relationships with those discussed
by Charles Elton and Sam Rodgers in a recent paper.'s They found that
quality ratings of graduate departments made by people engage_d in
academic careers show a very strong relationship to the size of the
departments. They correlated the quality measures obtained by Allan
Cartter’ and by Roose and Anderson® \vith the number of areas of
specialization within a department, number of faculty, number of Ph.p.
degrees awarded. number of full-time students, number of first-vear sty-
dents, and ratio of part-time to full-time students and found that tests of
statistical significance indicated that these variables differentiated the de-
partmental ratings beyond chance expectations. They concluded that in the
ratings obtained from opinion-poll-type surveys, the prime determinant of
the prabability of a department having a high-quality rating was its size, s
measured by the variables just mentioned. The Gourman ratings that we
use resemble the Cartter-type ratings in that they are derived from indi-
vidual opinions. It is for this quality variable that undergraduate enrollment
is significantly and positively related to the institutional rating. On the
other hand, enroliment or institutional size is negatively or insignificantly
related to measures of average 5.A.T. scores of entering freshmen, either
those obtained from Cass and Bimbaum?' or those derived by Astin.?2 The
implication is that we might want to focus, at least in part, on quality
measures that are based on more objective data such as the S.AT. rather
than fooking only at quality variables derived by surveying opinions, such
as the Gourman ratings.

Quality variables used in this paper are based either on undergraduate
evidence, like the SAT. score data, or on university-wide characteristics,
such as expenditure data and the Gourman ratings. In other words, a
school is evaluated equally regardless of whether an individual attended it
as a graduate or an undergraduate student. An implicit assumption in these
cases is that the quality rankings of an institution in its undergraduate

schools do not differ from the quality rankings based on it graduate
programs.
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W_e. do have ratings of graduate_ schools that have heen prepared by
specific departments, but we were hesitant io make use of these graduate
ratings for a number of reasons. If we could specify not only the institution
attended for graduate training by the individual in our sample but alsg the
department, then the departmental ratings by graduate schools would hé
optimal. However, since we do not know what departments our respon-
dents attended, we would be forced to weight the ratings of the different
departments and combine them into one rating of the graduate instituti;)n
as a whole. In addition, most of the departmental ratings of graduate
schools are available for only a certain restricted number of schools
particularly the best schools. Although the Roose-Anderson ratings have:
been expanded to cover well over 100 graduate schools, many of those
graduate schools attended by our respondents were not included. In our
sample only 775 people attended graduate schools for which there were
Roose-Anderson ratings. One thousand and ninety-two people attended
graduate schools that had a Gourman rating.

However, we did want to make sure that the strategy of using
university-wide ratings (Gourman) was not significantly inferior to using the
Roose-Anderson ratings. Table 3 shows the appropriate comparisons. In
our earnings function, which is developed below, we insert in the first
column the quality of the undergraduate and graduate schools atiended, as
measured by Gourman, and in the second column, the quality of the
undergraduate school as measured by Gourman and of the graduate school
as measured by Roose and Anderson. The explanatory power of the model
is virtwally identical to two decimal places, as are the t values of the
graduate quality variables. Other variables have similar effects. Comparing
column 1 and column 4 reveals that the results using Gourman quality
measures for both the undergraduate and graduate institution do not vary
significantly due to the sample size, the larger sample embracing all
individuals who attended graduate schools with Gourman ratings and the
smaller sample including all those who attended graduate schools with
Reose-Anderson ratings.

Finally, it is evident from column 3 that the use of the Roose-Anderson
rating of graduate schools along with the Gourman rating of graduate
schools does not significantly improve the power of the model. Indeed,
when the two graduate-quality variables enter together, the high degree of
correlation between them reduces their individual coefficients to statistical
insignificance.

Given these results, it was decided that the Roose-Anderson ratings of
graduate schools would not be used in this study. So the rating of a school
is the same whether an individual attended it as an undergraduate or as a
graduate student. If the other approach had been used, the results would
not have been significantly different.
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(2 FORMULATION OF A TESTABLE MODEL

Investments in human capital serve to increase people’s skills, knowledge
and similar attributes, which, in turn, onhe_m('o _lheir capabilities to 4,
productive work. One tunction of schools is to increase the productive
capacities of those who attend—to enhance their human capita,
course, there are other ways ot augmenting human capital besides forma
schooling (e.g., investments in health and on-the-job training).

A student acquires human capital in school by combining his own tip.
and abilities with the resources provided by the institution. Formally,
can think of a production function for human capital through schooling ir
any period as:

(M AH, =fR.T. B

where AH; is the number of units of productive capital acquired by
person while attending school during period i, R; is the school’s rate o
input of market resources, T; is the rate of input of the investor's time p
unit of calendar time, and B is the individual’s physical and ment
powers. We would expect the three variables on the right side of (1) 1
interact with one another.

Up to period t, assuming no depreciation or obsolescence, total human
capital acquired from schooling would be:?

(1) H, = 2R, T, B)

Equation 1’ is specified as a linear relationship at each level of H, s:

it

() H, = MR, T, B) = aXR, + BXT, + yB
=1

It is assumed that the individual’s skills, B, do not change. We allow ftr
interactions among R, 7, and B later by adding additional cross-produc:
terms and also by subdividing the sample. For the empirical specificatior
of equation 2 for people having completed their schooling, B is measures
in terms of 1Q, LT; by years of schooling, and ¥R, market inputs of th
school, by the measures of quality of the colleges attended. The qualis
measures represent features of educational institutions that are costly. Its
difficult to measure the output units of this “human capital productic’
function,” which are really units of productive skills acquired in schoc
although we will see later that this diiticulty poses no problem.

According to the human capital earnings tunction, current period it
come (¥)) equals the sum of those earnings obtainable without any inves:
ment in human capital (Y ;) and those earings acquired up to that point”
the individual’s life as a return on human capital. Formally:
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(3) InY,=IhY,+rH +u

in equation 3, In is the natural logarithm and r is the constant rate of return
to units of human capital accumulated in ail periods up to t.

This study focuses on the relationship between earnings and the human
capital production function relevant to schooling, which can be explored

by estimating empirically the reduced form obtained by substituting equa-
tion 2 in equation 3 to get:

(@) InY, =InY,+ rlaZR; + BET; + yB)

Notice that we cannot interpret the coefficients on years, 1QQ, and quality as
rates of return since the coefficients are equal to r times a weighting factor.
The formulation of equation 4 used in the empirical section below to study
people no longer in school is:

(5) InY,=InY,+aEXP +bEXPSQ + c YRS +d 1Q + e QUAL + 1V, +u

In Y, is the log of 1969 earnings, EXP is years of experience in the full-time
labor force (years since first job), and EXPSQ is the squared value of EXP to
take account of the nonlinear influence of on-the-jcb training on earn-
ings.** YRS is years of schooling, IQ is a measure of the level of ability
(presumably affected by a combination of genetics and environment), and
QUAL is a measure of the quality of college attended (institutional inputs
or traits of one kind or another). If more than one undergraduate college
was attended, the quality measure of the last college attended was used.
The last three factors are important since in part they determine the amount
of human capital acquired through schooling and hence (indirectly) affect
earnings.® V; represents several occupational dummies. The occupational
dummies were particularly necessary, since teachers are traditionally paid
less than other people with the same education (sometimes allegedly
because of non-pecuniary benefits) and doctors receive more. The overrep-
resentation of highly paid but relatively low educated pilots was also
controlled for. The Vs can aiso stand for other variables like health,
location, socio-economic background, etc., in some of the estimates.

(3] THE EMPIRICAL ESTIMATES

This study considers only those men with at least some college education.
For purposes of some of the work reported below, individuals were
included in the regressions only if they attended colleges for which all the
quality measures were available, so that comparisons between different
quality measures in the regressions would not be clouded by varying
degrees of freedom. {We would have to eliminate individuals in particular
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regressions if the quaiity measure was not available for their schools)
There were 1,511 people in this sample. .

The question arises whether these omissions are syst.er?mtl(.'ally related 1o
any of the explanatory variables. The colleges remaining in our sample
range from the very top to the very bottom of each of the quality measures.
However, the 1,511 individuals left for our study do appear to have
somewhat higher incomes, years of schooling, and ability than the full
sample with 13 or more years. Some implications of.this finding and
comparisons with less restricted samples will be described below.

A potentially more serious problem with the quality data is that most of
the information on schools is for the post-1960 period, whereas the
respondents attended these colleges around 1950. Unfortunately, earlier
data on college quality is not available; schools have been willing and able
to use computers to make information available only in recent times. The
assumption is that the relative qualily of colleges does not change much
over time.

One of the few sets of data on college attributes available over a
reasonable period of time is that on average salary of faculty. Data for 36
schools were made available for the years 1939-1940, 1953-1954,
1959-1960, and 1969-1970.2% Several tests were performed and these
revealed significant serial rank correlation. Analysis of variance revealed
that the variation of rank across schools at each point in time was
significantly greater than the variance of rank of a school over time.? Table
4 reveals the Spearman Rank Correlation Coefficients and tests of sig-
nificance for values of average salary in particular years. Both tests indicaie
a strong tendency for schools to be of roughly the same rank quality over
time.

For graduate departments there have been periodic ratings of quality
since 1925. We selected studies made in 1925, 1957, and 1969, and then

TABLE 4 Tests of Serial Correlation of Average Faculty Salary

Snearman Rank

Correlation Significance?

Years Compared Coefficient (26 DF)
1939-1940 and 1953-1954 6759 4.6772
1939-1940 and 1959-1960 8100 7.0447
1939-1940 and 1969-1970 5500 3.3586
1953-1954 and 1959-1960 .8752 9.2251
1953-1954 and 1969-1970 7099 5.13%
1959-1960 and 1969-1970 7777 6.3097

SOURCE: See Reference note 26.
*According to the students t test for difierences in means.
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aggregated department rankings to provide each of the schools that ap-
peared in all three rankings an overall institutional ranking for each year.
Wwe then took rank correlations of the school standings over time. It
appears that the correlation hetween rankings in 1969 and 1957 and the
correlation between rankings in 1957 and 1925 both were approximately
7. The correlation between rankings in 1969 and 1925 was .54. Hence, it
appears that even over long periods of time relative institutional quality has
been roughly constant. These rankings of graduate schools over time appear
in Table 5.

Table 6 provides the estimation of earnings functions using different
quality measures. It appears that regardless of how quality is measured, the
characteristics of one’s scheol significantly affect the log of subsequent
eamnings (i.e., log of 1969 earnings), after controlling for the individual's
IQ, years of education, and experience. The t values on quality (ten
measures) range from 3.744 to 6.049 with 1,506 degrees of freedorn. Here
we use a single variable—the quality of last college attencled (graduate or
undergraduate where appropriate).

TABLE 5 Rankings of Graduate Institutions Over Time

Total Overall Rankings® Serial Correlations

1969~ 1957- 1969-

Institution 1969 1957 1925 1957 1925 1925

Harvard 1 1 2 69822 .6928¢ .53572
California, Berkeley 2 2 9
Yale 3 3 5
Stanford 4 13 14
Chicago 5 6 1
Princeton 6 7 6
Michigan 7 5 8
Wisconsin 8 8 4
Cornell 9 9 10
Columbia 10 3 3
lohns Hopkins 11 15 7
Nlinois 12 10 11
Pennsylvania 13 11 12
Indiana 14 14 15
Minnesota 15 12 13

SOURCES: 1925: R. Hughes. “Repoit of the Committee on Graduate Instruction.” Educational Record,
April: 192-234.
1957: K. Keniston. 1959. Graduate Study and Research in the Arts and Sciences at the
Uiniversity of Pennsylvania. Philadelphia: University of Pennsylvania Press.
1969: See Reference Note 20.

*The list of schools includes only those fifteen that were ranked in ali three of the years.
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Notice that the regression coefficient on years of schooling IS only
slightly over .03 in all the earnings functions of Table 6. These (t()efn(:i?mg
should not be interpreted as the rate of return from_ years of education.
According to the theory of human capital, the rate of retum from years of
schooling equals the coefficient on years, r, times 17k, where

k= actual opportunity costs + direct costs
B annualized opportunity cost

Hence the coefficient on years is the {private) rate of return only if k = 1.
Actual opportunity costs equal annualized Oppoitunity costs less the
amount that a student earns, perhaps when schools are closed during the
summer. If direct costs exactly equal student earnings, exactly 100 percen
of potential income would be invested in obtaining human capital, k
would equal 1 since both numerator and denominator have been reduced
to annualized opportunity costs, and r would be the rate of return per year
of attendance at a school of average quality by a student of average ability.

The majority of people in our sample went to college under the G.1 Bill
of Rights. These students had no direct costs of schooling and received
subsistence payments as well. As an approximation we assume that, as
students, our sample members received $100 per month plus tuition under
the G.. Bill.2® From the 1950 Census we can deduce that an average white
high school graduate between the ages of 25 and 29 earned an average of
$3,008 per year.?® This was assumed to be the foregone earnings of people
in the sample. Hence, it appears that k equals roughly 35106 and 1/
equals 2.85.30

In order to estimate rates of return from vyears in college, we should
multiply the years’ coefficient by 2.85. The rate of return so estimated
appears to be roughly 9.7 percent. Becker estimated the returns to a white
male college graduate to be 13 percent in 1949 »

There are several reasons why the present estimates are less than those
of other studies. First our sample includes only people who have at least
some college education and so our coefficients reflect the return from an
extra year of college, not the return from college training compared to the
return from high school attendance. The second reason is the large number

earnings Opportunities, not pushed oyt because of poor achievement. That
is, they had relatively high incomes.

Another reason for the apparent low payoff to extra “raw years” in
school is that we are controlling for college quality. It is probable that
those with more vears of schooling also atiended higher-quality institu-
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tions.® Thus part _Of the return from extra years of schooling is reflected in
returns from quality rather than I'gturns from years in school. In calcula-
tions not shown here, the regression coefficient on years rises to slight
pver .04 when quality variables are omitted from the earnings T'Uf‘;ctionsY
and this result would imply a rate of return from years of schooling no’t
controlling for quality, of about 12 percent. Of course, the ability var;able
also detracts from the coefficient on years, since there is a positive
relationship between innate ability and educational attainment 3

After gstab!ighing that quality fs important, however measured, the task
of inferring which aspect of quality is most inportant is more difficult. The
question we are raising here is not the rate of return from different types of
college quality, but, more simply, the effect of certain aspects of school
quality on income. Here we are looking at the significance of the
coefficients on quality in regressions that explain differences in individual
incomes. Table 6 shows that average faculty salary has the highest t values,
cdosely followed by the average S.A.T. scores of entering freshmen an(j
Astin’s measures of intellectuality and selectivity. One is tempted to
conclude that faculty quality and peer group effects are the most important
(in terms of subsequent earnings) features of college quality. The peer
group effects are in line with the conclusions of Coleman’s study of lower
levels of education.’

The R? in the earnings function before adding the quality variable was
0602. The addition of the average salary variable raises the R? by .0223 to
0825. Once again, the quality variables measuring student characteristic
add the next largest amounts to R2. Interestingly, according to the t test and
addition to R? criteria, the income and expenditures for a full-time equiva-
lent student seem to make the least difference. The Gourman statistics,
which purport to take all factors into account, fall somewhere between the
power of the faculty and student quality measures, and the expenditure
measures.

We can calculate a school-quality elasticity of income—the percentage
change in income for a percentage change in school quality. However,
these elasticities cannot be used to compare impacts of school quality. A 1
percent change in average S.A.T. level is not comparable to a 1 percent
change in average faculty salary. These elasticities are presented in Table 6
(second line from the bottom). If we could calculate the cost of a 1 percent
change in each of the quality measures, only then could we see the returns
to each.

Table 7 presents two specifications of the earnings equation that include
more than one quality variable. In the first, average salary and S.A.T. scores
appear to have separate and statistically significant effects on income. The
second version shows that when additional types of quality measures are
added, the importance of facultv salaries and average S.A.T. scores still



TABLE 7 Earnings Functions With Several Quality Variables

= \‘
Variables

tion
Func —_—
1332 1.300
Constant 6.761; 5.565)
'Q .03105 _()30().')
(4.285) (4.265)
i 03053 03055
Years of education 5
e (4.206) (4.190)
; .03781 03766
Experience
e (2.827) (2350
Experience? —.0009073 =.0009029
(=2.756) (=2.736)
Average salary 00003392 0000334
) (3.343) (2.108)
S.A.T. verbal 0006215 0005807
(2.272) (1.848)
Expenditures: instruction, ~.00001069
departmental research, (=0.2147)
library
Astin selectivity -001087
(0.3269)
Gourman academic .00001541
(.07664)
R? 08564 08573

\\_‘\\

stand out, but the other variables add nothing extra statistically. It seems
that two separate and important aspects of quality can be identified—
namely, faculty quality (measured by average salaries) and peer group
(student) effects.3s

(4] THE INTERACTION BETWEEN YEARS OF SCHOOLING
AND COLLEGE QUALITY

To measure college quality’s impact in terms of the characteristics of the
last

Importance of these attributes over an individual’s life cycle. However, it
appears that quality does indeed have a differential effect depending onthe
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number of years of schooling obtained. Since this is the case, we must give
more attention to the particular specification of the earnings functions that

includes measure of college quality.

in Table 8 | reestimate the earnings functiong
specific definitions of school quality.’ |n only one case reported in the
table (Gourman—Ilarger, less exclusive sample) was undergraduate quality
statistically significant for those who went on to graduate school . Byt in
almost all cases, impact of the last college attended appears greater (or
equal) for those with more years of schooling. However, an approximate
chi-square test leads us to conclude that there are no significant differ-
ences in the impact of quality among groups with different levels of
altainment .3

The question arises whether it js necessary to separate individualg by
schooling attainment in order to estimate earnings functions—whether or
not there are statistically significant diiferences in the functional forms
according to the number of years of schooling obtained. To consider this
question, tests were performed on pairs of earnings functions presented in
Table 9 by comparing the structure of earnings functions of those with less
than 16 years of schoo'ing with those people having attended school for 16
years, and also by comparing those groups with those who attended school
for more than 16 vyears. In each case the null hypothesis is that the
structures of the two functions being compared are not statistically differ-
ent. Comparing the function of those individuals with fewer than 16 years
of schooling to those with exactly 16 years we cannot reject ihe null
hypothesis, so we conclude that these two functions have the same
structures in a statistical sense. However, when comparing those individu-
alswith 16 orfewer years of schooling with those with morethan 16 years, the
Fvalueexceedsits critical level, and hence we are led to rejectthe hypothesis
that the structures are the same. This suggests that the two earnings functions
estimated for individuals with 16 or fewer years of schooling and those with
more than 16 years do indeed differ statistically.39

for specific groups with

5] RESULTS AT DIFFERENT POINTS ON THE LIFE CYCLE

College quality, no matter how defined, does appear to affect earnings 20
years after a person leaves school. An interesting question that arises at this
point is whether or not quality of college has an increasing or decreasing
effect on earnings over time. To this end, we estimated earnings functions
separately for individuals who attended school for 16 or fewer years and
for individuals who attended graduate school to explain log of 1969
income, log of 1955 income, and log of real initial income in the first year
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of full-time employment. These estimates appear in Table 10. Moreover, i
these estimates, education for the initial year of real income and for the
1955 regression is defined as that education possessed by the individuals
in 1955, and occupational categories are based on 1955 responses rather
than responses obtained in 1969. Four occupational dummies are inserted
to account for exceptional income-schooling relationships. Pilots generally
had high earnings considering their comparatively few years of education,
Teachers usually devote many years to schooling yet receive low incomes
because they work fewer hours and enjoy alleged non-pecuniary rewards.
Doctors have high incomes, partly because of monopoly elements in their
profession; however, the reason why lawyers receive high incomes is less
clear.

The years of education variable is significant throughout the period, and
1Q is significant in explaining 1955 and 1969 income, with roughly the
same size coefficients in each year. However, college and graduate school
quality is not significant for either group in their first year in the labor force,
but most recent school quality becomes statistically sigrificant by 1955 for
both those with 16 or fewer years of schooling and those with 17 or more,
and it exhibits an even larger coefficient_in the 1969 earnings function.
That these differences are significant is confirmed by chi-square tests (see
note 38). The importance of college quality seems to grow with experience
in the labor force. One speculation might be that students in better colleges
are, for some reason, more able to benefit from on-the-job training in their
post-school lives.

The 1Q variable in the initial income regressions is either significantly
negative or insignificant. This might indicate that the more able men invest
more in on-the-job training during their initial years in the labor force and
so forego earnings at that time. Thus, although high 1QQ generally is
rewarded with higher pay, this income increment might be unrealized
(reinvested) by those who would be able to benefit most from their ability.
Mincer suggests that there is a positive relationship between years of
education and investment in on-the-job training.*¢ It is likely ihat those
with more years of schooling had been foregoing more‘earnings while
investing on the job in the first few years of employment. However, after
six years of work (1955 approximately) returns from all human capital
acquired appear, and so differences in income by education are clouded.
On the one hand, more earnings are foregone by the more highly educated
as they obtain more training. On the other hand, this group begins to reap
returns from their human capital. The less-educated group invests less in
on-the-job training (less income i foregone), but their earnings are lower.
Thi?g?i_;gh[ explain the lower coefficients on schooling in 1955 compared
to .

If the suggested relationship between ability and investment in on-the-
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job training is stronggr than thz.at between years of education and on-the-
job training, this m!ght e>.<p.|é.1|n why the coefficient on years remains
significantly positive in the initial year earnings functions. Moreover, to the
extent that years of schooling serves as a credential, or screening device, to
allocate those with more years into better paying first jobs (which slml
might provide on-the-job training), we would also expect a positive
coefficient on years.

Another problem in comparing the earnings functions at different points
in the life cycle is the differences in data reliability. The 1969 income data
were obtained in a 1970 survey and the 1955 income data were gathered
from a survey in 1955. However, the initial year’s income was obtained by
asking a “recall” question in 1969. The implication is that the initial year
eamings figures are inferior to those from the other two years studied.

It is also interesting that about 6 percent of the variance for those who
had 16 or fewer years of education can be explained in each of the years.
However, for those with some graduate education the R? rises from roughly
06 in the initial year of earnings to .12 in 1955 and to .19 in 1969. It
appears that the variables in our earnings function become progressively
more important determinants of earnings over time for those with the
highest levels of education, whereas the factors not included play a larger
and constant role over time for those with 16 or fewer years of schooling.*’

(6] HOW QUALITY MAKES ITS IMPACT

The assumption implicit in the regression analysis above is that school
quality affects earnings linearly and continuously. Not only do good
schools mean more in terms of lifetime earnings than do lower-quality
schools, but also each additional increment of one school quality point
adds the same amount to lifetime earnings. In this section | ask whether
quality is linearly related to earnings.

| mentioned above that institutional variables relating to student quality
and some relating to faculty salaries were separate and significant deter-
minants of college quality. | have, however, used the Gourman ratings as
my measure of quality since they are highly correlated with the S.A.T. and
salary data and are available for a larger number of institutions. in this
section as well | will continue to employ the Gourman ratings.

| separated the sample into those individuals with 16 or fewer years of
schooling and those with 17 or more years, and within each of those two
subgroups | estimated the earnings function separately for each of the four
school quality quartiles. That is, | estimated the earnings function given by
column 3 or column 6 in Table 10 for each of the school quality quartiles
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separately. The results are not reported here in detail, but they suggest that
variations in school quality within a school quality quartile appear to be
significant only for individuals who attended schools in the top-quality
quartile. It also appears that the effect of years of schooling on income is
higher at the top-quality quartile than at the low-quality quartile. This
suggests a positive interaction between years of schooling and school
quality.

it appears that although extreme differences in college quality are
significant, once we have subdivided individuals according to gross differ-
ences in the types of college attended, slight differences within these
categories do not much matter. As a test, we developed a set of dummy
variables that for any individual equaled zero in three cases and one for
the variable representing that quality quartile in which the school he
attended fell. We then estimated an earnings function for all those with 16
or fewer years of schooling and then estimated one for all those with more
than 16 years, inserting dummy variables representing three of the four
quality quartiles. This estimate appears as Table 11. It appears that to be in
the top-quality quartile of schools implies a higher income, and to be in
the bottom quartile implies a lower income than average, but the two
middle quartiles basically yield average coefficients. .

Another way to look at the same type of question is to examine the
significance of quality, as measured by the Gourman ratings, for schools
within a particular categorization of institutions. The categorization we
selected is that of the Carnegie Commission on Higher Education. They
place institutions into categories such as “leading” and “other research”
universities (codes 10 and 20), “large” and “small doctoral-granting”’
universities (codes 30 and 40), four-year colleges with ““large” and “‘small
program selections’ (codes 50 and 60), and “liberal arts’” colleges, “highly
selective”” colleges and “‘others” (codes 70 and 80). We have combined
certain of these categories and looked at the effects of Gourman quality on
earnings of individuals who attended particular categories of institutions.**

Table 12 reveals that for those individuals without graduate training,
differences in expenditures per student, as well as differences in Gourman
ratings, were significant factors in income determination, even when
students were initially categorized into those who attended one of the four
university types and those who attended one of the four college types.*?
When individuals were further separated into finer classifications, as
determined by Carnegie (that is, research universities, doctoral-granting
universities, four-year colleges, and liberal arts colleges), it appeared that
quality became progressively less important as the Carnegie codes in-
creased for undergraduates as well as for graduates. However, for those
with 16 or fewer years of schooling and for those with more than 16 years
of schooling, differences in quality appeared to be most significant for




JABLE 11  Earnings Functions With Quality Quartiles in Singie
Regressions By Attainment

' < 16 Years > 16 Years
Function of Education of Fducation
:—_;—_._'—_:———
Constant 1.690 1.345
(10.58) (3.991)
Years of education 05901 07653
(6.373) (5.324)
fxperience 01776 008451
(1.790) (4229)
Experience’ -.0003273 00008836
(1.335) (.1662)
Q 02433 03534
{4.045) (4.595)
Piiot 4940 4707
(4.928) {1.618)
Teacher -.3190 —-.3079
(2.887) (8.861)
M.D. 0 6202
(6.067)
Lawyer 1.203 .2431
(2.471) (4.707)
Gourman—1st Quartile -.06193 —.1531
(2.219) {3.630)
Gourman—2nd Quartile —.001570 -.05969
(.05707) (1.551)
Gourman—4rd Quatrtile 1353 1190
(4.262) (2.584)
R: 07576 .30083
Observations 2241 856

those at research institutions and for those at doctoral-granting institutions,
although even this staternent is blurred by the differences in sample size.
When average S.A.T. scores of entering freshmen and average faculty
salary variables were used as measures of quality within Carnegie classes,
they were significant primarily at the leading research universities and
doctoral institutions. These results are not presented.

We have established that small differences in quality of instiiut?ons
attended do not explain income differences among individuals categorized
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according to the broad type of institution 5ntte:1t_le(i. Not surprisingly, the
variation in quality of institutions categonzgd mto_two broad Cﬂm(’gie
classifications is greater than is the variance in Cluality AMOENg institutions
classified by the four school quality quartiles themselves,

(7] THE TRADE-OFF BETWEEN QUANTITY AND
QUALITY OF EDUCATION

Can we say that two years at Harvard are better than more years 4t ,
lower-quality institution? The results discussed so far imply only thyt More
years at Harvard are worth more than fewer years at Harvard and thy ,
given number of years at a high-quality schoo! is worth more than the
same number of years at a low-guality school. Table 13 divides those who
attended school for 17 or more years according to the quality of thej
undergraduate institution. The purpose here is to sce if the quality of g
graduate school and the impact of more years attended varies systemati.
cally with the quality of the undergraduate institution attended. It does
appear that the years’ coefficient is significantly greater for those who
attended undergraduate schools ranked in the lowest two quality quartiles,
The years' coefficient is not even statistically significant according to the ¢
test for those in the top half of the undergraduate quality distribution.
Hence, it appears that extra years are more important for those who went
to a lower-quality undergraduate school than for those who went to 3 good
one. Moreover, it appears that the payoff from quality of graduate schogl
rises continuously as we move from individuals who attended the lowest.
quality undergraduate schools to those who attended the next-to-highest
quality. However, for those who attended the highest-quality under-
graduate schools the payoff to quality of graduate school is almost as low
as that in any quartile. It appears that there is q complementarity between
the quality of undergraduate school and the quality of graduate school.
Once again, even though a student can partially compensate for goingtoa
Iower-quality school by attending school for more years, the payoff from
going to a good school is higher for those whose earlier education was also
8ained at a good school,

(8] THE DISTINCTION BETWEEN EFFECTS OF QUALITY
IN PUBLIC AND IN PRIVATE INSTITUTIONS

The reasons for looking at the effects of institutional quality on students
who attended Private and public institutions are numerous. For exampie,




oLe Ly Ced L) orL'o (182 ¢ (@9¢° 1) Sy 1) (988} ¥69°C)
AT 2061° ctle’ 1 4Y4N Yo 1zzL 8Y8T $89T JoAmeq
(9e9°7) (zLe (e e) Lyt €) (Fss¢) (z9g'T) (265°70)
LESEH AZ YA 9914 90¢Y” 19S5 6144 18ty AW
€217 (1£07°¢) (69£°¢) (££46°9) (994576} (876°t) 969 t)
ap0: - Gu80t - 960c ~ 6yl - vive - £8¥¢ - PLLC — g09¢ - A9Yyaea ]
(Feat (£48677) QL8°1) (|Lg D)
0Ger 4548 I8 74 Q1L 0 0 0 0 10414
(9T 6170 6HRTH™) (8907 1) (£.¢00) (£46L7) (€24°7) VL)
e AN CLHP0)” (R4 40N 0c910° 96R700° ISANIN ORYYO KIYLO Ol
“p)6 ) (4104) oL tre avva) tvie) (@671 Ol
Y AREIE 619100 $OLLOO" AR SIEN 0442000 - [RIZRACIOION 100 - O1oIo0” MEBIRITRCAS
(16147 (£749) (B6YL) VAR A (848" (2048 7) 6r9 1} (C9s 1)
2495y LGy IaRa4il oaLreyy L0810 0t6 1 141507 CrOry’ SRIRIPRTSAN]
B4 (07 4s7) (eo ) (k09" 1) Ty ) e 1679) (r19°¢) (T1R'e) voneanpy
1Tz O18 240% GeTEY RS Zuut” 22 SOTOO 06260 S IAN
YHLT) Leg 1) (£06°7) (az1o (120807 (£5¢49) rigs) (1867
H1E Luz'e 9681 6O6 $09%0 L8P9° 5438 648’ WUsuo )
Asexgny LRWLINOCY Asesqi uRWINON) Asesgn UPWINOD Asesqi uewINnD uoaun g
AEND Yiv ajiend) pig ajend puz ajend) isy
SLIS] MO

SuoIIN}IISu] Ajenpessiapun

30 apuenyy Ayendy o3 Iupaoddy Pallos Fuiuiea ] 3ITNPYID YIIAA ISOY] 103 suonpoung sfutuaey £1L J1gVL




S6/91° 0LTvT 046¢° ov0LT §5098 2
3} 61C 9z¢ 09¢ suoneA
-135q0O
89207 Z0681L° 8688C° 44302 096¢eY’ 44354 9810¢” 9€98C 2]
69%'0) (€vy 1) (989°¢) (rvLv) (£TS°€) L8 (€97°¢) (€070 Aupenb
961000 9759000 0T€T000° €iy100° 1951000 ¥7££000° /1000 7L9¥000° sjenpeld
(€Tsy) (Lies) (LEzy) (£68L7) (1z0'9) (z819°) (€961 (£80°1) Ayjenb
L¥¥1000° — ¥S9¥000° L£8¥0000 — 650100~ £95€000° — 97£9000° 759700007 6€£7100'— eyenpes3
-5epun
Arelgi uewnon Areigi uewinoD Areig uewnon Areigiiy uewnon uonouny
ajend Yy ajenQ pie ajien puc apuenQ 15|
ysiH MO
(popnpuod) €1 I18V1




The Definition of College Quality and Its Impact on Earnings 573
am—

his question might be raised: Can a private institution allocate its expendi-
{ures more effectively than a public institution, and, hence, make a given
expenditure per tull-timeequivalent student more effective in terms of
lifetime benefits for that student? Here | refer to the multitude of con-
stituencies that, of necessity, are served by a public institution. If one looks
at athleiic programs, for example, the public institutions generally engage
in these most extensively.* A public institution might have more diverse
objectives than a private institution, regardless of its quality.

“Eyeballing” regression estimates not shown suggested that basic ex-
penditures per student and expenditures on faculty, research, and library
facilities have a greater effect on those with 16 or fewer and those with
more than 16 years of schooling when they attend a private rather than a
public institution. This finding might have implied that any level of
expenditures by a private institution will be directed toward activities mare
beneficial in terms of future lifetime earnings. Similarly, it appeared that
the returns to quality, as measured by the Gourman Index, were higher for
those attending private rather than public institutions.

I hypothesized that the private-public differentiation is a significant way
to subdivide the quality measures. However, in almost all cases, the
chi-square test of significant differences between the quality coefficients in
the public and private institutions indicated no statisticallv significant
diferences. This troublesome result led us to severely temper the conclu-
sion based on “eyeballing” the different effects of quality in private and
public institutions. Apparently private institutions are no more effective
than public institutions in obtaining higher lifelong earnings for students
when other factors are controlled. The results imply that if one had to
choose between two institutions with the same quality ratings, the private
institution wouid not necessarily be more effective, particularly if one
considers private rates of return, since tuition costs are larger in the private
sector.

9] THE INTERACTION BETWEEN SCHOOL QUALITY AND
THE ABILITY OF THE INDIVIDUALS WHQ ATTEND

50 far we are able to conclude that an individual’s lifetime earnings pattern
will vary depending on the nature of the institutions of higher education he
attends. The characteristics of universities we observe to be important
include subjective evaluations, objective data on institutional differences,
and perhaps college type as defined by the Carnegie Commission. Al-
though we have controlled for certain characteristics of the individuals in
our sample, the focus so far has been o determine the average impacts of
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different aspects of institutional quality on incomes of S members of our
sample considered together. o _

It is possible that the impacts of college quahty_ (llffff‘r (lepen(hng on the
nature of the individuals who attend them. Tl?at is, (Inforgnces In college
quality might be more important, or less tmportant, in o Sample of
individuals with exceptionally high, or exceptionally low, ability. ff i,
relationship between quality of college atten(lec_i and subsequent carnings
of an individual depends on the level of the individual’s ability, then there
is an interaction between individual ability and school quality in the
earnings relationship.+s _

First, separate regressions similar to those presented in Table 6 e,
including 1QQ, YRSED, EXP, and EXPSQD, along with quality of the Lasi
institution attended) were estimated for individuals in our sample with 1Y's
above the sample mean (700 observations) and beiow the mean (811
observations). The question is whether the effect of quality differe accord-
ing to the ability of those who attend. Table 14 presents the elasticities
derived as the product of the cocfficient on quality (d In YiQ) and the
sample mean values of quality. According to the ¢ test, the impact of
quality is significantly greater for the higher ability subsample for g
definitions of quality but one.*¢ (For S.A.T. math, the elasticities were not
significantly different ) These regressions, from which Table 14 is derived,
reveal that coefficients on 1Q were generally smaller for the high-ability
group; the coefficients on years in school and experience were generally
larger for the high-ability group. The model explains 9 to 10 percent of the
variance in 1969 income for those with ability above the mean, but only 4
0 5 percent of the variance of income of the lower-ability group.¥

These results led us 1o subdivide the sample further intg IQ quartiles,
separately for those with 16 or fewer years of schooling and for those with
more than 16 years of schooling. These regressions appear in Table 15, For
the first group the Gourman measure of the quality of the undergraduate
institution attended was used, and for those with some graduate training
the measure of both undergraduate and graduate institution quality was
inserted. For the undergraduate group, the effect of college quality was
greatest for the lowest IQ quartile. The lowest I¢ 2 quartile revealed a large,
and statistically the most significant, effect on 1969 earnings. Notice also
that undergraduate quality was not statistically significant except in the top
IQ quartile for those who had graduate training. The chi-square test
indicates no statistically significant differences in quality coefficients across
ability quartiles. This resylt, along with the unsystematic sequence of the
coefficients, leads us 1o conclude that although we may expect “goor”
students to benefit more than “bad”’ students (defined by 1Q) from attend-
ing better colleges, we cannot Say much more about the relative impacts
on students more finely divided by ability.
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itshould be stressed again that no matter what one's ability is, he will be
beiter off attending a good school rather than one of lower quality. W,
should also remember that the sample being studied contains individy;)s
falling in the upper half of the 1Q distribution for the Qation a5 a whole,
This implies that our top 1Q quartile resembles the top eighth in the natiop
and our bottom iQ quartile probably contains people with IQ's slightly
above the nativnal norm.

So far within 1Q quartiles we have inserted college quality as 4 separate
variable. The question arises whether the explanatory power of the model
would be increased significantly if we insert the measure of quality
explicity as an interactive variable with ability. To this end we haye
estimated the four equations that appear in Table 16. In equation 1, |
attempt to explain earnings differences among all those with less than 16
years of schooling by our fraditional set of variables, including a measyre
of the quality of the undergraduate institution attended. In equation 3, |
replace the single variable measure of undergraduate quality with a set of
four variables. First, we create four dummy variables—the first being one if
an individual falls in the lowest 1Q quartile and zero otherwise, the second
being one if the individual falls in the second lowest 1Q quartile and zerg
otherwise, and so on. For any one individual three of the dummies will pe
zero and only one will equal one. Each of the four dummics are then
multiplied by the quality of the individual’s institution. Hence for each
individual we have four variables, one being the quality of the college the
individual attended and the other three being zero. This method allows ys
to see whether quality has a differential impact depending on which ability
quartile the individual falls into. Similarly, in equation 2, | estimate the
generalized eamings function for those with some graduate work and
column 4 is the same equation, but with quality measures for the graduate
institutions attended sorted into four 1Q groups.

In equations 3 and 4 we are asking the same question that we asked
when the sample was subdivided and equations estimated separately for
individuals falling into different IQ quartiles. However in the equations
currently being considered We constrain coefficients on years of schooling,
experience, 1Q, and the occupational effects to be the same for ali
individuals within 5 schooling attainment Category. Hence, in one respect
these latest estimates are less general and more restrictive than the ones in
the previous tables. |y is interesting that for undergraduates in this case the
coefficients on quality fall continuously from the lowest to the highest 1Q
quartile. Indeed, the coefficient on the quality variable multiplied by the
highest 1Q dummy is not even statistically significant. On the other hand,
the quality coefficients for those individuals with some graduate work rise
continually from the lowest to the highest 1Q quartile.

Table 16 was prepared to see if the total power of the model increased
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he Delt

hen interaction Was explicitly introc!uced. The R? in equation 1 when

fity was introduced as a single variable for undergraduates was .0729
3:3 the R? in equation 3 when quali!y. was interacting with four 1QQ
Jummies Was 0732. An F test to determine whether or not there was a
Genificant difference in R’S‘t.)etweer) the two.equations revealed very
Jearly that there was no significant difference. Similarly, when comparing

cle : Lo ‘
¢quation 2 and equation 4, there was no significant difference between R?s

of 0347 and .3054.*

We can conclude that institutional quality is a significant factor in
Jetermining an individual’s lifetime earnings. Moreover, some tests indi-
cate that the impact of quality is somewhat greater for individuals with
more aility compared to individuals with less. However, it does appear
that the least able in our sample (who resemble the average individual in
e society as a whole) are affected by the quality of the institution they
stended by roughly the same amount as are the top people in terms of
ability in our sample. The differences in impacts of institutional quality on
individuals of different levels of ability do not appear to be major. Our
mnodel’s explanatory power is not strengthened when we introduce college
quality as a variable explicitly interacting with ability. If there is an
interaction, the joint influence of quality and ability does not add much to
the separate effects of the two factors on income.

(10] THE INTRODUCTION OF FAMILY
BACKGROUND VARIABLES

The “"proper’” method of measuring socio-economic status (SES) is still
being debated. Karabel and Astin®® have recently argued that socio-
economic status is positively correlated with college quality. If this is so,
then omission of SES as an explanatory variable has biased upward the
effects we attribute to quality. Moreover, Hauser™® and Bowles®' have
atempted to prove that father’s income (rather than education or occupa-
tions) is the appropriate measure of SES.

Our data set contains measures of father’'s educational attainment and
father's oecupational status, the latter being composed of three dummies
(indicating high, medium, and lfow). We aiso have a measure of wife’s
father's education. Each of these has been used to stand for SES and are
probably correlated with father’s income, which we do not have.

Table 17 introduces the SES variable available in our sample into our
sandard earnings functions separated by those individuals with and with-
out graduate training. Severa! facts stand out. The introduction of SES
measures reduces the size and statistical significance of the quality vari-
ables only very slightly and these quality variables are still powerful in



TABLE 17 Earnings Functions including Socio-economic
Background Variables

. \“"‘\.
Years of Years of
Function Education < 16 Education ~ 1%
Constant 1.3.27 6285
(8.049) (1.83%5
Years of education 05343 08074
(5.776) (5.653)
Experience 01607 00274y
(1.632) (.1405)
Experience? —.0002880 .0002585
{1.185) (.4889)
IQ 02260 02935
(3.774) {3.752)
Undergraduate quality 0005142 0004246
(4.802) (2.866)
Graduate quality 0006879
(5.192}
Father’s SES high .08156 01467
(2.531) (3394)
Father's SES medium 03953 04322
(1.209) (.9994)
Father's education .002872 —-.001611
(.9008) {4187
Wite's father’s education 01350 067247
(4.200) (1.862)
Pilot 4987 .3948
(5.010) (1.363)
Teacher —-.2851 —-.2925
(2.596) 18.418)
M.D. .00 6245
.00 6.151)
Lawyer .136 2226
(2.346) {(4.332)
R .08906 31581
Observations 2241 856
R’pﬂork)occupaﬁons 19162

07373
— 0
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colaining individual income differences.> It is also interesting that for
ehgse individuals who did no graduate work, incomes were significantly
t Lnvely affected by the educationa‘l attginment of wife's ‘father, and one’s
0\\}.\ father, if he was in an occupation in t.he top thifd of the status scale.
However. none of the SES measures was s‘lg‘mhcant in explaining income
ifferences among those with graduate training. Despite the power of the
5¢6 variables in the lower educational athmment group, we can explain
only 9 percent of the variance for those with more than 16 years of school.
These results do not change when the occupatlo_nal dummies are dropped
except that wife's father’s eQucatlon bgcomes sn‘gnificant for the graduate
group well. In this, the differences in proportion of variance of income
explained are smaller. ‘ ' _
Unless our SES measures are grossly inadequate, which is doubtful, it
appears that college quality has impacts above those that might really be
eflecting family background. Once again, it appears that quality of schools
sttended has @ real effect and is not merely a proxy for other factors.

(11 IMPLICATIONS

We have found that the quality of institutions of higher education has an
important impact on lifetime eamings of those who attend. A subjective
evaluation of institutions {the Gourman Index) was used to measure quality
in many of the estimated equations, but it appears that certain objective
taits that contribute to these evaluations can be isolated. In particular,
average student quality as measured by the average S.A.T. scores of
entering freshmen, and faculty salaries, are strongly related to the Gourman
index and are the most important of the measurable institutional traits in
the earnings functions of former students.

The importance of college quality does not appear to vary significantly
with years of college (and graduate schooi) attended. We have only weak
evidence of an interaction between college quality and student ability.
Quality does affect later incomes more than it influences incomes im-
mediately on entering the labor force. These results hold even after
controliing for certain occupational choices, individual ability, and socio-
economic background.

There are certain limitations on the usefulness of these results. Although
we have made statements about the statistical relationship between school
quality and later earnings, we have been unable to do muct cost-benefit or
rate of return analysis. That is, although the average S.A.T. scores of
entering freshmen is a significant factor in later earnings of individuals who
attend college, we do not know (1) how a school might go about
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improving the average SA.T.s, {2) how much it would COSt 1o rajse
average S.AT’s by any amount or percentage, and hence, (3) the rate of
return to students (and presumably the school) from the school thy
successfully raised the average S.A.T. scores of its students. Almost all oyr
measures of quality cannot easily be considered in costterms, and so rates
of return from these aspects of quality are impossible to estimate.

Choice of institutions depends on many factors. It should be stressed thy
this study has focused only on lifetime income maximization. This ap-
proach does not intend to minimize the importance of non-monetary
outcomes of higher education. These have not been discussed or related to
institutional quality. However, the powerful effects that emerged from the
single dimension studied would lead us to predict that quality is related to
non-income variables as well.

Although several psychologists have found efiects of college quality to
be small, they have been constrained by data sets that, unlike ours, lack
the longitudinal perspective of twenty years. Perhaps the non-monetary
impacts are more affected by college quality over time as well.

NOTES

1. 1.S. Coleman, E. Q. Campbell, C. j. Hobson, |. McPartland, A, M. Moad, £. D. Weinfelg,
and R. L. York, Equality of Educational Opportunity (Washingtan, D.C.- U s, Department
of Health, Education, and Wellare, 1966). ,

2. ClJencks. et al, Inequality, A Rea ssessment of the Lffect of Family and Schodling in America
(New York: Basic Books, 1972).

3. S Bowles, “Schooling and Inequality from Generation 1o Generation,” Journal of Political
Economy, May/June 1972, Part 1, pp. S219-§257

4. A W.Astin, “Undergraduate Achievement and Institutional ‘Excellence’,” Science, Augud
1968, pp. 661-668.

5. Astin, 1968, (see note 4.)

6. ].S.Spaeth, and A. M. Greeley, Recent Alumni and Higher Education, A Survey of College
Graduates, report preparedfor the Carnegie Commission on Higher Education (New York:
McGraw-Hill, 1970).

7. E. A Hanushek, Education and Race, An Analysis of thy Educational Production Process
(Lexington, Mass.: D.C. Heath and Company, 1972).

8. For example, p. Taubman and T. Wales, Higher Education as a Screening Device (New
York: National Bureay of Economic Research and the Carnegic Foundation for the
Advancement of Teaching, 1974).

9. ThelQ variable used is a combination constructed by factor analysis of several of the AFQT
tests and has a mean of -30 and a standard deviatian of 1.86.

10. Ten thousand of these World War Il veterans were surveyed by Thorndike, and his work
resulted in a book, Ten Thousand Careers. The same 10,000 people were surveyed by the
National Bureau of Economic Research in 1969, and approximately 6,000 of these people
provided usable information to us.

1. Ofcourse, an individual's 1QQ will be highly correlated with his S.AT.scores. However, here
we are looking at the effect of average S.A.Ts of all students at a college on an individual's
subsequent income, controlling for the individual’s i().
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12.

20.

21,
22.
23.

24,

25.

26.

27.

28.

5. A T.scores given by: j. Cass and M. Birnbaum, Comparative Guide of American College
{New York: Harper and Row, 1969); intellectuality and selectivity indicess »Ii\mp‘b‘ag( ‘
Astin, Who Goes Where to College? (Chicago: Science Rese.\r(‘hA Assm‘imé’s bl “)b;f .
AAUP, “The Economic Status of the Profession,” AAUP Bulletin Sum-rimer l‘;(rlt D. t .
AU, “The f , 4. Data are
One might ask about the refationship between these traits and acadernic salaries, and also
which of these has mwore imporiant effects on students’ later incomes, H()WL:\'(‘I ;l1l1
limitations enable us here 1o took only atthe gross relationship between § o anc
student incomes.

This is true if we assume contact hours per faculty member are canstant. Obviously:

A

aculty salasies and

Expenditures _ Expenditures Faculty Contact Howrs
Students Faculty Contact Hours Students

Quality can be thought of as attributes of colleges that increase learning, which, in wirn,
enable students 1o eam larger incornes in later life.

|. Gourman, The Gourman Report (Phoenix: The Continuing Education Institute, 1967).
Charles F. Elton and Samy A. Rodgers. “The Departmental Rating Game: Measure of
Quantity and Quality?” Higher Education, No. 4, 1973,

A. M. Cartter, An Assessment of Quality in Graduate Education {Washington, D.C.:
Aamerican Council on Education, 1966).

K. D. Roose and C. ). Andersen. A Rating of Craduate Programs (Washington, D.C.:
American Council on Education, 1970).

Cass and Birnbaum, 1969. (see note 12)

Astin, 1965. (see note 12}

That is,

!
Y AH, =H,
i=1

See B. Chiswick, Income Inequality: Regional Analyses Within A Human Capital
Framework (New York: National Bureau of Economic Research, 1974), for the develop-
ment of amodel that required the dependent variable to be log of earnings and both £EXP and
EXPSQ as independentvariables. Also see ]. Mincer, "The Distribution of Labor incomes: A
Survey with Special Reterence to the Human Capital Approach,” journal of Economic
Literature, March 1970, pp. 1-26.

Obviously,

ay, _ oY,  oH

BQ  OH  eQ

We are able to estimate
av,
aQ

but not

oY o, 0H
aH 80

These were obtained through the generous cooperation of Mrs. M. Eymonerie of the
American Association of University Professors, Washington, D.C. The 36 schaols were not
identified specifically but represent a cross section of American colleges.

The £ ratio was 12.43 and the critica! F for the given degrees of freedom for significance at
the 1 percent level is 1.99.

President’s Commission on Veterans Payments, The Historical Development of Veterans
Benefits in the U.S. (Washington, D.C.: Government Printing Office, 1956}, p. 156. The
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Servicemen's Readjustment Act, known as the G.1. Bill or Right\/. passed in the 7,
Congress 1944, paid up to $500 per yeartaition plfh .3::() per month with no dvpv_ndpmw,
$75 per month with one or more dependents. b 1945 th.v monthly p.)y_mpm\ with one ¢
more dependents were raised to $90 and in 1948 were raised to $105 with one dependent
and $12f) with more than one dependent.

29. Census of Population, 1950. Special Report PE. 5b Education (Washington, [ .
Government Printing Office, 1953).

(34 - 3,008) - 1,200
30. Assuming a nine month school year, kX = TR 008 - =.35106. The (ryde.

ness of this assumption should be obvious. _

31. G.S. Becker, Human Capital (New York: National Bureaa of E(’f)n<)n1i( Research, 1964).
Althoagh Becker acknowledges the cradeness of his vstim:.el.e, it !ms been widely citey
Although there is some reason to believe that the present estimate is more accanate, singe
we were able to control explicitly for more factors, we shoald not a T8ue oo strongly on thie
point except perhaps to say that Becker's estimates of the retarns to a college degree might
he a bit i0o high. Our estimates also are very crade.

32. The correlation between years and quality of the last school attended js about .25,

33. Taubman and Wales (see note 8) estimate an upward bias in the coefficient on years when
the IQQ is omitted of about 30 percent. This depends on the specification of their model and
or the particular measare of 1Q ased.

34. Coleman, et al. 1966.

35. Asstated earlier, the significance of the average S.A.T. scores might be measuring the effets
of students’ own abilities not captared by 1Q. However, there seems to be no reason why
1963 5.A.T. scores would better represent ability than would the ability measures taken in
the Air Force usually before college attendance. Other variables used to measure quality
apparentiy relate to income only as proxies for the same effects measyred by faculty salaries
and average S.A.T. scores. Of course, it might be thatother aspects of quality are important
but are omitted from our model or are inadequately measured.

36. Severalindividuals attended graduate schools for which average faculty salary and average
S.A.T. scores were not available. In those cases, the Qepan appears as 0 and this tends t
lower the slope of the graduate quality coefficients in these two cases. The seriousness oithe
bias created thereby has not been investigated.

37. Columns 1 through 6 in Table 8 contain only respondents who had data for all thee
quality measures—S.A.T., average faculty salary, and Gourman—-for their undergraduate
schools and for their graduate school, if they attended. Colamns 7 through 10 contain a
larger sample, omitting only those without Gourman and expenditure data. The larger
sample has individuals with lower mean 1Qs and who attended lower average “Gour-
man” quality schools. It is interesting that the lower-quality sample revealed smaller
impacts of college Guality than did the more exclusive groups. This will lead us into our
study of the interaction between ability and quality in the next section.,

The second change in the specification of Table 8 is that four dammy variables were
inserted to account for “occupations.” These serve to increase the coefiicient on years for
reasons elaborated elsewhere. Piiots had fow education and high earnings, whereas
teachers generally had the reverse.

38. For this test a weighted mean was constructed from the quality cocfficients of the
regressions in Table 8. Let W, = (VoB )3 (VeaB;); where ofi; is the estimated error of g,
the quality coefficient of attainment group £;. Let the weighted mean 8, = Yw,g;. Then
B - BB is approximately chi-square with three degrees of freedom (for the two
attainment classes). (see Hause, American Economic Review, May 1971, p. 294)

39. When comparing those with less than 16 years of schooling to those with exactly 16
years, the calculated F was -3576 and the critical f was 1.84 at the 5 percent level.
When comparing those with 16 or fewer years to those with 17 or more, the calculated
£ 15 3.790 and the critical F is 2.25 at the 1 percent level.
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Jacob Mincer, “On The Job Training: Costs, Returns
political Lconomics, Supplement, Qctober 1972,
Christopher jencks attributes the large amount of variance in individual e
explainable by traditional variables 1o the fact that luck and random forces ()r dominate
and are the main influences on individual income differences. Ce.rhin: C‘t’:)ﬂnal&)
random elements involved in lifetime earnings streams. 1 would like to s(tr(-:; th; rl(l\lir‘:"(
we do know about income determination rather than the things we don’t kno%S
However, it does appear from these regressions at different points in the life cycle th\a;
random elements are a weaker force for those people who attend graduate school and
this luck or randemness seems to decline over time for those who have 1('0’nd(;d
graduate school. On the other hand, the unexplainable portion of income ;lif(fo‘mn(;,s
among individuals is the same for those with 16 or fewer and those with more than 1‘6
years of schooling when they initially enter the labor foree. However, the role of these
random forces does not seem to decline over time for those who do not go to graduate
school, contrary to what happens to those who do go on.

The Carnegie classifications are described in maore detail by: Carnegic Commission
Dissent and Disruption (Berkeley, Califomia: The Camegie Commission on Hi-gho;
Education, 1971), Appendix C.

Apparently, 134 people who went 1o graduate school went to institutions with codes
between 50 and 80. Presumably, these were people who got only a master's degree, and
for them differences in Gourman ratings or expenditures were not significant factors in
the earnings function.

for example, in Playboy magazine’s predictions of the 1973 top 20 college foothali
teams in the nation, they anticipate that 17 of the top 20 teams will be from public
institutions. {September, 1973, p. 172))

The relationship that includes interaction between ability and college quality may be
written

and Some Implications,” fournal of

arnings not

M IY=a+bQ+cA+gQ " A
where In Y is log of income, Q is college quality, and A is the individual’s ability. Hence

diny
S5 =b +gA
@ dQ "8

If g is greater than zero, then the offect of any level of school quality is greater, the
higher the ability of the individual concerned. A negative g implies an inverse relation-
ship. This specification assumes a linear interaction between the two continuous
dependent variables. Another type of test can be suggested that does not constrain the
interac tion to be linear. The method involved grouping the sample by similar 1Q levels
le.g., IQ quartiles) and estimating carnings functions separately for each 1Q quartile.
Comparisons can be made of quality coefficients across groups.

The t test was H, : By = B,. By is the coefiicient of quality for the high-ability half of the
sample and B, is the quality coefficient for the low-ability half.

When S.A.T. and average salaries are inserted together, their effects are both more
significant (t testy and larger (size of coefficient) for the high-1Q half of the sample.
in both cases the significant £ level of 5 percent was 2.60 and the £ for undergraduates
was .32 and for graduates, .57.

J. Karabel and A. W. Astin, “Social Class, Academic Ability, and College ‘Quality’,”
(unpublished) Office of Research, American Council on Education, June 1972.

R. M. Hauser, K. G. Luttermian, and \W. H. Sewell, " Socio-Ecoriomic Background and the
Earnings of the High School Graduates,” paper vresented at the meeting of the American
Suciological Association, Denver, August 1971,

Bowles, 1972. (see note 3.)

For comparison, see the 1969 regressions in Table 10.





