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1. Introduction

Advertising is common practice in our world. In almost every branch of industry,
firms compete by using advertisements in order to promote their products. It is there-
fore natural that economists are interested in understanding the impact of advertising
on profits, outputs and prices of firms. We recall that one of the well-known ap-
proaches to analyse the impact of advertising on the profits of a firm is in terms of a
prisoner’s dilemma game. In that case a simple duopolistic market game is consid-
ered in wich each of the two firms has two possible choices: either it advertises or it
does not advertise. Generally, it is simplgsumedhat the corresponding numerical

2 x 2 profit (payoff) matrix is such that for each firm the profit is higher if both firms

do not advertise than if both firms do advertise. For recent examples, see Bierman and
Fernandez (1998, p. 11), Nicholson (1995, p. 679) and Waldman and Jensen (1997,
p. 324). We stress that in these cases the size of the relevant profits is not derived
from an explicit model.

Motivated by the latter observation, we examine in this paper the impact of advertis-
ing in a model of a static duopoly with product differentiation. In particular, we derive
and compare for all possible values of the model parameters the size of the profits,
outputs (demands) and prices of each firm in (i) the Nash equilibrium if both firms
simultaneously compete with each other in prices as well as in advertising expendi-
tures, and (ii) the Nash equilibrium if both firms only compete in prices and there is
no advertising. In this way, our analysis makes explicit in which circumstances the
profits, outputs and/or prices are higher or smaller in case (i) than in case (ii). We
notice thata priori the impact of advertising in our duopoly is not obvious. Take e.g.
the comparison of the demands of the firms in case (i) and case (ii). On the one side,
we assume in our model that advertising of a firm always has a positive effect on
its own demand. On the other side, intuitively speaking, the presence of advertising
might also lead to a higher price of this firm, which induces a negative effect on its
demand. Furthermore, the situation is even more complicated since the advertising
and price level chosen by a firm also have cross-effects on its rival's demand, and
vice versarecall that the firms are involved in a duopolistic game. In particular, we
remark that advertising of one firm can have a stimulating or an adverse cross-effect
on the demand of the other firm. Both kinds of effects are allowed in our analysis.
Summarizing, we conclude that a more detailed analysis is needed in order to assess
the ultimate effect on the demands of the firms. The same applies to the profits and
prices.

We further remark that our analysis can be relevant for situations in which govern-
ments (contemplate to) prohibit advertising by firms in a specific industry. For exam-
ple, in a growing number of countries firms in the cigarette industry are not allowed



to advertise for reasons of population health. In those situations it is interesting to
know the impact of the prohibition of advertising on the profits, outputs and prices
of the firms involved; see also Von Hofmann (1987). In particular, it is interesting to
know whether it is possible that such a measure is also better, i.e. more profitable,
for the firms themselves, whereas at the same time the outputs fall. In those cases the
interests of the firms and the government coincide.

As the starting point, we take in Section 2 the duopoly model also used by Gasmi
and Vuong (1991), Gasmi et al. (1992) and Kadiyali (1996). The straightforward and
relatively simple structure of this model allows us to obtain unambiguous and in-
tuitively appealing conclusions. First, we examine the Nash equilibrium of the case
in which both firms simultaneously compete with each other in prices as well as in
advertising expenditures. Extending the analysis of the three mentioned studies, we
present a number of assumptions that are needed in order to guarantee that the Nash
equilibrium is well defined. Next, we discuss the Nash equilibrium associated with
the case in which the two duopolists do not advertise and only compete in prices. In
Section 3 we compare in detail the profits of the firms in the Nash equilibrium with
advertising and the Nash equilibrium without advertising. We present a characteriza-
tion of all possible cases. It turns out that the cases can be classified according to (a)
the size of the (positive) effect of advertising of a firm on its own demand, (b) the size
and kind of the cross-effects of advertising on the rival's demand, and (c) the size of
the autonomous demand of the firms (i.e. the constant term in the demand functions
of the firms). Section 4 briefly discusses the comparison of the outputs and prices of
the firms in the two Nash equilibria. We end up in Section 5.

We remark that the model used in this paper is a static game, i.e. no time is involved.
Of course, one could also wish to take into account intertemporal effects of adver-
tising. To do that, one could specify a two-period game in which the firms choose
their advertising expenditures in the first period and subsequently choose their prices
in the second period, cf. Schmalensee (1983). However, many studies in marketing
have found that advertising effects upon demand depreciate very rapidly, see e.qg.
Clarke (1976) and Lilien, Kotler and Moorthy (1992, chapter 6) for a general discus-
sion of this point. Kadiyali (1996, p. 455) also observes that many studies have found
no “carry-over” effects of advertising beyond one quarter for nondurables. Therefore,
our static formulation seems to be appropriate.

To conclude, we remark that related but different theoretical research also has inves-
tigated advertising and price decisions of firms. We mention a number of the seminal
studies. First, Bagwell and Ramey (1994a,b) present models in which advertising di-
rects uninformed consumers to the firms that offer better deals, i.e. lower prices. They
show that the case in which the firms advertise is preferable in terms of social welfare



to the case in which they do not advertise. Second, Bagwell and Ramey (1988, 1990)
analyse signalling games in which an incumbent firm can signal with its advertising
and its price to deter or accomodate entry of a potential entrant who is uncertain about
the costs or demand conditions in the market. Third, Milgrom and Roberts (1986) ex-
amine signaling games in which firms use advertising and prices to signal product
quality to the consumers. Important in these studies is the assumption that there is
some kind of asymmetric information present in the model. We do not make such
an assumption in the present paper, however. For comprehensive reference works on
marketing, see Eliashberg and Lilien (1993) and Lilien, Kotler and Moorthy (1992).

2. The duopoly model

We consider a duopoly with the demand functions
1

1

qi = viotaiipi +aiip; +viAl + A7, 1, j =12 #1i), (1)
whereg;, p; and A; represent, respectively, the output, price and advertising expen-
ditures of firmi, and p; is the price of firmj. The parametey;o, denotes the au-
tonomous demand of firh We remark that (1) involves the reasonable assumptions
that the demand is linear in prices — which is common in the literature — and that the
marginal effect of extra advertising is positive but with a diminishing rate. More gen-
erally, one might possibly prefer to use terms of the ty@'eandA‘j.f in the demand
function, with 0 < &;,8; < 1. However, the choicé, = §; = } is convenient for
expositional purposes.

The cost function of firm is given by
Ci(gi) =ciqi, i=12 (2)
The parameters of (1) and (2) satisfy the following assumption:

Assumption1  We have:

(@ ai; <0, ajj >0, ¥0>0, 5 >0, ¢; >0, i,j=21,2( #1i)
(D) a110002 — 12021 > 0
(€) ai + 3y <0, i=12

The interpretation of (a) of Assumption 1 is straightforward. Notedhat- 0 means

that the goods of both firms are substitutes. Intuitively speaking, (b) means that taken
together the ‘own-price’ effects dominate the ‘cross-price’ effects, i.e. the product
a1102p Of the ‘own-price’ coefficients is larger than the produgfa,; of the ‘cross-

price’ coefficients. The meaning of (c) will be discussed shortly. Here we only no-



tice that given the value af;;, (c) implies an upperbound on the size of the ‘own-
advertising’ coefficieny;;, i.e.y;; < 2./—a;;. Remark further that we do not impose

a restriction on the sign of the coefficients of the cross-effects of advertising. Adver-
tising of firm j (j # i) has a stimulating effect on the demand of firnf y;; > 0,

and an adverse effect j§; < 0. In general, the firms might be able to choose the
nature of their advertising, but that possibility is disregarded here.

Using (1) and (2) we write the profit function of firmas
i (pi» pj» Ai, Aj) = (pi —c)Vio+aiipi +a;jpj +
ViAZ +yAD — AL G =120 £ (3
We consider the duopoly as a noncooperative game in whiemd A; are the deci-
sion variables of firm andr;(p;, p;, A;, Aj) is its payoff function { = 1, 2). The

first-order conditions associated with an interior optimum of the profit-maximization
problem of firmi read

87T,' 1 1
= Yo+ 2ipi +aijp; + viA? +VijA7 —aiic; =0 (4)
dpi !
87'[,' _1
8_A,» = 3(pi—c)vid; *—1=0. (5)

Notice that (5) requires that; —c; > 0. Further, (5) can be rewritten ds = A; (p;).

The second-order conditions must hold as well, i.e. we require that in the optimum the
Hessian ofr; (p;, pj, Ai, A;) as afunction ofp; and4; is a negative definite matrix.

It can be verified by using (5) that this requires that < 0 anda;; + 1y2 < O.
These two inequalities are guaranteed by, respectively, (a) and (c) of Assumption 1.
We finally observe that (5) implies that in the optimum the ratio of the advertising
expenditures to the total revenues equals the product of the price-cost margin with
the elasticity of demand with respect to advertising expenditures. This relates our
analysis to the well-known Dorfman-Steiner condition, see e.g. Waterson (1984, pp.
128-134).

Now, let(p}, p3, A7, A%) denote an (interior) Nash equilibrium of the game. The as-
sociated output and profit level of firm= 1, 2 are denoted by = ¢: (p}, p}, A}, A%)
andr;” = m:(p}, p}, A}, A}). Using the set of first-order conditions of both firms it
follows that we must hav&k (p* — ¢) = d, wherep* = (pj, p3), ¢ = (c1,¢2),

d = (di,dp) with d; = —yi0 — ajic; — ajjc; (i, j = 1, 2;j # i), and matrix
R = (r;;) is given by
R— 2001 + vy 12+ Lyiovee 6
- 1 2a 1,2 : (6)
a21 + Y2111 22+ 3V5

Part (c) of Assumption 1 means that the diagonal elemenksark negative.



In order to guarantee that the Nash equilibrium is well defined pf.e- ¢; > 0,

g’ > 0,andr’ > 0fori = 1, 2 —we present the following assumption regarding the
signs of the elements of vectdr the determinant of matri® and the off-diagonal
elements ofR:

Assumption 2  We have:

(@) yio+ ajici +aijcj > 0, i,j=1L2( #10)
(b) det(R) = (2011 + 1¥3) Qazz + 3v2) — (12 + yi2y22) (@21 + L¥21y11) > O
(©) aij + 3vijvi; > 0, Lj=12( #i).

Part (a) of Assumption 2 states the reasonable requirement that the demand of each
firm is positive if both firms set their prices equal to their own marginal cost (i.e.
the lowest possible value) and moreover both firms do not advertise. Note that part
(a) means that/; < 0 andd, < 0. Next, (b) of Assumption 2 implies that is

a nonsingular matrix. As a resylt* — ¢ = R~1d. Using (c) of Assumption 1 and

(b) and (c) of Assumption 2 it follows that the elements of maRix* are negative.
Together with (a) of Assumption 2, this guarantees fjat ¢; > 0. The output level

g’ equals

1 1
q; = vYiot+oaip; +aijp; +vi(A))? + i (A)?
= —(p/ — i, %

where the last equality follows from (4). We see that> 0 because; — ¢; > 0.
The profit levelr* reads

7t = (=) (vio+ aip) oy} + vi(ADE 4y (AD?) - 4
= (p/ —ci)(—wip; +ajic;) — A7
= —(p} — ) (i + 37D, (8)

where the second and third equality follow, respectively, from (4) and (5). Part (c) of
Assumption 1 implies that;" > 0.

In order to discuss (b) and (c) of Assumption 2 somewhat further, examine the com-
parative statics effects of a (marginal) increase in the autonomous deppaftd

goodi on the pricegp; andp?, i, j = 1,2 (j # i). It follows from p* — ¢ = R~
thatdp;/dyio = —r;;/ det(R) anddp’/dyio = —r;;/ det(R). In the comparative stat-

ics literature it is standard to suppose now tRas$ a stable matrix. This is tantamount

to assuming that a naive dynamic adjustment process of the prices that results as a
consequence of the (marginal) change/iis locally stable around the Nash equi-



librium, see e.g. Varian (1992, pp. 288, 289)e recall that matrixR is stable if and

only if (i) its trace is negative and (ii) its determinant is positive. Remark that (i) is
guaranteed by (c) of Assumption 1 and (ii) corresponds to (b) of Assumption 2. Since
ri; < 0, we conclude thadp?/dy;o > 0. In turn, (c) of Assumption 2 implies that
dp;/dvio < 0. Thus, the comparative statics effects have the ‘normal’ signs. Finally,
we note that (c) of Assumption 2 implies that > —2«;;/y;;, i.€. it gives a (nega-
tive) lowerbound on the size of the coefficient of the cross-effect of advertising,
given the values af;; andy;;.

Proceeding, let us turn now to the situation in which the two firms do not make any
advertisements, i.e. the advertising expenditures are restrictédtoA, = 0. One

can verify that the price vectgr® = (p?, p3)’, say, in the (interior) Nash equilibrium
corresponding to this situation must satisfy the first-order conditRyig® —c¢) = d,
where matrixRg is given by

2011 012 )
Ro = . 9
0 ( a1 202 ©)
Further, analogously to (7) and (8), the corresponding output@é’\@lfirm i can be
written as

qio = —(P,-O — ), (10)
and the corresponding profit leve = 7;(p?, p?, 0, 0) of firm i equals

7Ti0 = —(P? - Ci)zaii- (11)

We remark that the Assumptions 1 and 2 also guarantee that this Nash equilibrium is
well defined, i.ep? — ¢; > 0,¢° > 0 andrx? > O fori = 1, 2. Also notice that all
elements of matrixR, * in p° — ¢ = R, 'd are negative.

3. The profits in the Nash equilibria

In this section we will compare the size of the profits of firnm the Nash equi-
librium (p3, p3, A%, A%) with advertising and the Nash equilibrium?, p2) without
advertising, i.e. we comparg’ andnio, i=1,2.

First, we recall from the previous section that— ¢ = R~1d andp® — ¢ = Rgld.
Next, it follows from (8) and (11) that? > = if and only if (p? — ¢;)?> > (1 +

1 This assumption is known as the correspondence principle of Samuelson (1947); see Gandolfo
(1997, chapter 20) for a comprehensive modern discussion of the principle. For a critical account of
imposing arad hoc(stable) dynamic adjustment process upon a static model, see Caputo (1996).
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Yii

o) (P} — ci)?,i = 1, 2. Now, define matrix” = (#;) as

T =Ry"— SR, (12)

where matrixS = (s;;) equals

14 7
s= Vit=r O ) (13)
0 Vi1t &
22

Notice that as a result of (¢) of Assumption 1, the diagonal elements of ntrix
satisfy O< s;; < 1,i = 1, 2. Combining results, we obtain that

nfznl e tud +1;d; S0, i, j =12 #i). (14)

Recall thatd; < 0,i = 1, 2. Further, recalling that the eIementsIEgel andSR?!
are negative, we conclude that the element% ofiay be positive, negative or equal
to zero. Note that the elementsBfdo not depend on the parameters i = 1, 2.

For a given value of, we will analyse now the signs ef andy; as a function of

the advertising cross-effect coefficiems andy;;, i.e. we writet;; = t; (y;;, y;;) and

tii = t;j(vij, v;i). Remark that given the values @f1, a2z, a12, @21, y11 andysy, the

values ofy;; andy;; are constrained by (b) and (c) of Assumption 2. In particylar,

andy;; must lie in a feasible regioh;, say, of the(y;;, y;i)-plane, wherd"; consists

of all points (y;;, ;i) that simultaneously satisfy the following three requirements:

(i) they lie above a lower boundary given by the lipg = —2«;; /yi;, (ii) they lie

to the right of a left boundary given by the lingg = —2«;;/y;;, and (iii) they lie

below and to the left of an upper-right boundary given by the paipts y;;) such

that detR) = 0. The three boundaries themselves are not pdrt.ofhe slope of the

upper-right boundary in the poii;;, y;i) is given by

(@ ) _ _3detR) adetR) _ (@i + SViiVit) _ o (15)
AYij ) \gexrrzo dYij Ay ji vii (ij + 3Vij Vi)

Thus, the upper-right boundary is downward sloping and has a strictly convex form

towards the point—2«;;/y;;, —2« ;i /vii). Also notice that

: d ji . d i
lim (%) =—oo, lim (di) =0. (16)
Viji—ﬁ Yij ldet ®R)=0 Vji»L—T]l:i Yij |det ®)=0

The set of all pointsy;;, y;;) € I'; such thaty; (y;;, y;i) = ti;, wherer; is some
constant, is called a level curve &f(y;;, y;;). Analogouslyz;; (vi;. ;i) = t;; defines
a level curve of;; (y;;, vji). The following lemma which is proved in the Appendix,
presents an overview with respect to the possible signs(ef;, ;) andt; (v;;, vji)
onT;.




Lemma 3.1 Take the duopoly model with the Assumptions 1 and 2 and matrix
T of (12). Consider level curves af(y;;, yj;) and t;;(yij, vji) in Iy, with i, j =
1,2 (j #i). The following holds:

(a) Each level curve of;(y;j, v;i) is downward sloping and strictly convex to-
wards the point(—2«;;/v;;, —2ctji/vii). To the right (resp. left) of the level
curver; (v, vji) = t; we havey; (i, vji) > t; (resp.< 1;;). Furthermore

. dy;i . dyi;
lim (i) = —00, lim (L> =0.
2 \dvii ), yi— 2 \dvij )

i 1
Yij ¥ vii Vi i =Tii

(b) There are two cases with respect to the level curves @f;, y;i). First, if
dag102(1 — i) = a2, thent; (vij, vji) > 0 everywhere o;. Second,
if dargq000(1 — 53;) < aaoerpq, thenT'; contains a level curve; (y;;, vji) = O.
As a result, in this case;(y;j, yj;) = Oif and only ify;; = y;;(vji), where
given the value of;;, y;;(y;:) is the unique solution af; (y;;(y;:). i) = 0.
Further, y;;(y;;) < Oforall y;; > 0.

(c) Each level curve of;(y;j, v;i) is downward sloping and strictly convex to-
wards the point(—2«;;/y;;, —2«;;/vii). To the right (resp. left) of the level
curver; (vij, vji) = ti; we havey; (yi;, vji) > t;; (resp.< t;;). Furthermore

dv::
lim (L> = —oo.
2 dy;;

i 1 ‘ _
Yij vij =i}

(d) T; contains a level curve;;(y;;, vj;) = 0. As a result;; (y;;, yji) = 0if
and only ify;; 2 y;;(v;i), where given the value of;, y;; (y;;) is the unique
solution oft;; (v (v;i), vji) = 0. Further,y;;(y;;) < Oforall y;; > 0. Finally,
there exists on the lower boundary Bf a point (v, —2a;; /yi;) with y >
—20;/y); such thatr;; (2, —2a;;/vi;) = 0. There holds/? < 0if and only
if daniooa(1 — 5ii5%;) 2 @120z,

(e) Level curves of;(y;;, yji) are steeper than level curvesfy;;, yji), i.e. in
each(y;;, vji) € I'; the slope of the corresponding level curve;pfy;;, v;i)
is in absolute value greater than the slope of the corresponding level curve of
1i (Vijs Vji)-

() If daqqo00(1 — ;) < ag01, then the level curves;(y;;, ;i) = 0 and
t;i(vij» vji) = 0 have a unique point of intersectic(mij., ;i) € I, say, with
vi; < O0andyj; <O.

In Figure 3.1 we illustrate Lemma 3.1 for a situation in whiah deoo(1 — 5;;) <
a100091 andyﬁ > 0. We further make the following remark with respect to Lemma 3.1.



(

0 Vji

0,0 = Vij
5 i) det(R) =0
\ lii = 0
—20;; —20; 0 20 ;
Tj]’ V—”]) (V,-j, ),—”])

Figure 3.1: level curves; = 0 andt;; = 0.

According to (b) of Assumption 1 we hawe iy, > a1, and thus certainly
daq10o > aqp1. Using (13), this shows that the case dvoo(1 — ;) < o101,
mentioned in (b) of Lemma 3.1, can occur only if, given the values,of oz, a1
andasy,, the size of firmi’s ‘own-advertising’ coefficient;; is ‘small enough’. Sim-
ilarly, the case d11000(1 — s,-,»sjz.j) < 021, mentioned in (d) of Lemma 3.1, can
occur only if, given the values af11, a2, a12, @p1 andy;;, the size ofy;; is ‘ex-
tremely small’. Note that always aoo(1 — s;;) < day102(1 — s,-,»sjz.j). We will say
below that the effect of advertising of firfron its own demand is ‘relatively large’ if
da100o(1—s;;) > aqo001. The effectis ‘relatively small’ if dq1000(1—s;;) < a100001.

Using Lemma 3.1 we are able to present the following proposition which character-
izes in a precise way the circumstances in which the prdfiof firm i in the Nash
equilibrium with advertising is greater than (resp. smaller than, or equal to) the profit
nl.o in the Nash equilibrium without advertising.

Proposition 3.1  Take the duopoly model with the Assumptions 1 and 2 and matrix
T defined in (12) FOE,J =12 (j #1i), let );ij(yji)i ]71']‘(]/]‘[) and (]/ls/, )/jl) be as

10



defined in, respectively, (b), (d) and (f) of Lemma 3.1. Finally, define
Yio = (tij/ti)d; — ayici — ajcj.
Then the following cases can be distinguished(fey, v;;) € I';:

Case (i): Letdaiaoo(1 — s;) > a12021. Then we have for each valuejf:

(a) If Vij < )7,'1'(]/.,','), thenﬂi* 2 7'[’»0 if and Only if)/,'() 2 );,'0.

(b) Ifyij = 7 (vji), thenz > x.

Case (ii): Letdaqiooa(1 — 5;;) < a00001.

- subcase (iia): Ley;; < y};. Theny;;(v;i) < ¥i;(v;i), and we have:

(©) Ify; < 7;(yji), thenm} < 7.

(d) 1f 7 (vji) < vij < 7 (v;o), thenz 2 70 if and only ifyio < Jio.

(e) 9 (vji) < vij, thenz} > =0

- subcase (iib): Ley;; = y};. Theny;; (v;i) = ¥i;(v;i), and we have:
® 1y < 7 (vj), thenm} < 72,
@) Ify; = 7;(yj), thenm} = 70
(h) 1fy;(vji) < vij, thenm > nl.o,

- subcase (iic): Ley;; > y;;. Theny;;(y;i) < vij(y;i), and we have:

() If v;j < Pi;(yjo), thenz < .

G) ¥ 9;;(vi) < vij < 7 (yji), thenz® = 72 if and only ify,0 = Pio.
K 1f 7 (vji) < v, thenmf > 72

it

PrROOFE  We only give the proof of parts (a) and (b). All other parts can be proved
similarly. First, recall (14) and the fact thdt < 0,i = 1, 2. Next, let 4¢17002(1 —

sii) > a1021. In that case we know from (b) of Lemma 3.1 that alway®;;, v;i) >

0. Furthermore, in casg; > 7;;(y;:), it follows thatz;(y;;, y;;) > 0, and we con-
clude from (14) thatr;* > nl.o, which proves (b) of the proposition. On the other side,
if vi; < 7;(v;1), thent; (vi;, v;;) < 0, and we conclude from (14) thaf = =0 if

and only ify;,0 2 yi0, Which establishes (a) of the proposition. O

Discussing Proposition 3.1 it is useful to give corollaries for the two interesting sym-
metric cases in which advertising of both firms has either a stimulating or an adverse
cross-effect on the demand of its rival. We can derive in a similar way a corollary for
the case in which advertising of firgh say, has a stimulating cross-effect on firm
whereas advertising of firmhas an adverse cross-effect on fijmDetails of this
asymmetric case are left to the reader. First, we see that the profits are greatest in

11



the Nash equilibrium with advertising if advertising of both firms has a stimulating
cross-effect, i.e.

Corollary 3.1  Take the duopoly model with the Assumptions 1 and 2. Consider the
case in which advertising of both firms has a stimulating cross-effect on the demand
of the other firm. Then} > =2, fori = 1, 2.

PrRoOF  We know from (b) and (d) of Lemma 3.1 that (y;;) < 0 andy;;(y;i) <
0 for all y;; > 0. The proof then follows from (b), (e), (h) and (k) of Proposition 3.1.
O

Next, we remark that the terminology used in Corollary 3.2 corresponds in the ob-
vious way to the relevant cases distinguished in Proposition 3.1. In particular, we
mention that parts (1) and (2) of Corollary 3.2 correspond to, respectively, (a) and (b)
of Proposition 3.1. Parts (3) to (8) correspond to, respectively, (c), (d), (e), (i), (j) and
(k) of the proposition.

Corollary 3.2  Take the duopoly model with the Assumptions 1 and 2. Consider
the case in which advertising of both firms has an adverse cross-effect on the demand
of the other firm. We then can identify the following typical situations regaraihg
andz?, withi, j = 1,2 (j #i):

e Suppose that the effect of the advertising of firam its own demand is relatively
large. Then:

(1) If advertising of firm; has a relatively strongly adverse cross-effect on firm
i's demand, them * is greater thanz? if and only if the autonomous demand
of firmi is relatively large.

(2) If advertising of firm; has a relatively weakly adverse cross-effect on fiem
demand, them* is greater thanz?.

e Suppose that the effect of the advertising of firam its own demand is relatively
small. Then:

(3) If advertising of firmi has a relatively strongly adverse cross-effect on firm
j's demand and advertising of firghhas a relatively strongly adverse cross-
effect on firm’’s demand, thew; is smaller thanr.

(4) If advertising of firmi has a relatively strongly adverse cross-effect on firm
j's demand and advertising of firm has a relatively moderately adverse
cross-effect on firni's demand, themr;* is greater thanz? if and only if the
autonomous demand of firiis relatively small.

(5) Ifadvertising of firm has a relatively strongly adverse cross-effect on fitsn
demand and advertising of firphhas a relatively weakly adverse cross-effect
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on firmi’s demand, them * is greater thanr?.

(6) If advertising of firm' has a relatively weakly adverse cross-effect on fifn
demand and advertising of firjnhas a relatively strongly adverse cross-effect
on firmi’s demand, them; is smaller thanz?.

(7) If advertising of firmi has a relatively weakly adverse cross-effect on firm
j's demand and advertising of firmn has a relatively moderately adverse
cross-effect on firni's demand, them;* is greater thanz? if and only if the
autonomous demand of firihis relatively large.

(8) If advertising of firm' has a relatively weakly adverse cross-effect on fifn
demand and advertising of firjhihas a relatively weakly adverse effect on
firmi's demand, thew* is greater thanr?.

Clearly, Corollary 3.2 lends an intuitive explanation of the determinants of the rela-
tive size ofr* andx?. For instance, comparing parts (2) and (1), we see that if the
advertising of firm;j becomes more adverse with respect to fitsndemand, then

an additional condition must hold in order to have thatis greater than?, i.e. the
autonomous demand of firlnmust be relatively largeyfo > 7:0). In a similar way,

we can point out the effect if the advertising of firirbecomes more adverse with
respect to firm’'s demand, by comparing the parts (5), (4) and (3), or the parts (8),
(7) and (6).

Viewed from a different angle, we can say that part (2) of Corollary 3.2 describes the
typical ‘extreme’ case in which advertising is mostly advantageous forifiira. the
(positive) effect of advertising of firm on its own demand is relatively large and,

in addition, advertising of firny has only a relatively weakly adverse cross-effect
on firmi’'s demand. So, it is clear that* > nl.o in this case. On the other hand,
parts (3) and (6) decribe the opposite ‘extreme’ cases in which advertising is mostly
disadvantageous for firi because the (positive) effect of advertising of firman

its own demand is now only relatively small and, moreover, advertising of fias

a relatively strongly adverse cross-effect on firsidemand. Again, it is clear that
now * < 2. Note that the parts (2), (3) and (6) do not depend on the size of the
autonomous demand of firm Further, the other parts of the corollary capture the
‘intermediate’ situations which lie between these ‘extreme’ ones.

We further notice the difference between the parts (4) and (7) of Corollary 3.2. Ap-
parantly, there is a trade-off with respect to the determinants of thergase 7 2:

I.e. ceteris paribusve haver > nf’ if either advertising of firm has a relatively
stronglyadverse cross-effect on firji's demand and the autonomous demand of firm

i is relativelysmall(part (4)), or advertising of firm has a relativelyweaklyadverse
cross-effect on firmj’s demand and the autonomous demand of firi relatively
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large (part (7)).

Concluding this section, we remark that Proposition 3.1 gives us a complete charac-
terization of all possible situations regarding the size of the profits of firmthe

two Nash equilibria. Broadly speaking, we can say that the comparison of the profit
levels is relatively simple if the effect of advertising of fiinon its own demand is
relatively large, see case (i) of Proposition 3.1. Namely, in that case only two differ-
ent situations are possible, i.e. parts (a) and (b) of the proposition. On the other side,
if the effect of advertising of firmi on its own demand is relatively small (see case
(i) of Proposition 3.1), then the comparison of the profits is much more tedious, as is
reflected in the larger number of possible situations, i.e parts (c) up to and including
(k) of the proposition. From a theoretical point of view, we have to take into account
the possible occurrence of all different situations. Clearly, empirical work is needed
in order to assess which one is relevant in a specific practical application.

4. The outputs and prices in the Nash equilibria

In this section we briefly discuss the comparison of the outputs and prices af firm
in the Nash equilibria with and without advertising, i.e. we compgrand p; with
q® andp?, fori = 1,2. Recallp* — ¢ = R™'d, p° — ¢ = Ry'd, and (7) and (10).
Defining matrixU = (u;;) as

U=Ry*'— R (17)
we obtain

9 2 q) & pf 2 P} S wid; +uyd; S0, i j=12(#i). (18)
Clearly, (18) is the counterpart of (14). The only difference between the maffices
andU is that in the definition of matrixU the matrixS is replaced by an identity
matrix. In fact, the comparison of the outputs and prices in the two Nash equilibria

can be carried out along exactly the same lines as the comparison of the profits in the
previous section.

In particular, let us define ifi; level curvesy;; (y;;, v;i) = i andu;; (vij, vji) = iij.

It can be verified that in each pOimij, )/j,') el we havet,','()/ij, )/j,') < M,','()/,’j, )/j,')
andz; (vij, vji) < uij(vij, vji)- Furthermore, in eacly;;, y;;) € I'; the slopes of
the corresponding level curves®f (y;;, v;i) andt; (y;;, ;i) are identical. The same
applies to the slopes of the level curvesugf(y;;, y;;) andt; (y;;, v;i). Using this,
we easily obtain the following counterpart of Lemma 3.1.

Lemma4.1 Take the duopoly model with the Assumptions 1 and 2, matrix
of (12) and matrixU of (17). Consider level curves of; (y;;, ;i) andu;; (vij, vji)
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inT;,withi, j = 1,2 (j # i). The following holds:

(a) Each level curve;;(y;;, v;i) = u;; coincides with some level curve
i (Vij» vji) = ti;, wheret; < u;;. To the right (resp. left) of the level curve
uii (Vij» vji) = ;i we haveu;; (yij, vji) > ui; (resp.< it;;).

(b) There are two cases with respect to the level curves;¢f;;, ;). First, if
Aoy10000(1 — Sizi) > aqo01, thenu;; (v, vji) > 0 everywhere orl”;. Second,
if dorqq000(1 — sl?,.) < agoap1, thenI'; contains a level curve;; (y;;, v;i) = 0.
As a result, in this case;; (vij, v;;) = 0if and only ify;; = v (v;i), where
given the value of;;, y;; (v;;) is the unique solution af;; (y;; (vji), v;i) = 0.
Further, y;; (y;i) < Oforall y;; > 0.

(c) Each level curvey;(y;;, v;i) = u;; coincides with some level curve
ti;(vij, vji) = ti;, wheret;; < u;;. To the right (resp. left) of the level curve
uij(Vij» vji) = ij We haveu;; (yij, vji) > i (resp.< i;;).

(d) T; contains a level curve;;(yij, vj;) = 0. As a resultu;;(y;j, yji) = 0if
and only ify;; = y,;(v;;), where given the value ¢f;, y;;(y;:) is the unique
solution ofu;; (v, (v;), vj) = O. Further, y,;(y;) < 0for all y;; > 0.
Finally, there exists on the lower boundarylgfa point(y,.}, —2aj; /y;i) With
Vi} > —20(,'.,'/)/.// such thatu,'.,- ()/l:}', —2aj,'/]/,',') = 0. There hOIdSJ/l:}' § Oif

and only ifdoq10000(1 — sizl.s]?j) 2 0120021.

(e) If daqrap(1 — Sizi) < a1, then the level curves;;(y;j, y;;) = 0 and
uij(vij» ;i) = 0 have a unique point of intersectiap;’’, ;) € I';, say, with
v;i <Oandy; <O.

We make now three observations. First, part (a) of Lemma 4.1 implies that a level
curve ofu;; (v, ;i) which corresponds to a certain constant value is located below
and to the left of the level curve of (y;;, ;i) pertaining to the same constant value.
Part (c) means that the same applies to the level curves©@f;, y;;) andz;; (vij, vji)-
Hence, the level curve;; (y;;, v;i) = 0 (in case it lies within";) and the level curve
u;;(vij, v;i) = 0 are located below and to the left of the level curygg;;, y;i) =0

andz; (v, vji) = O, respectively. As a result, for ajt;; there holdsy;;(y;;) <

Vij (i) andy ; (vi) < vij (vji)-

Second, using Lemma 4.1, we can give in the obvious way results completely similar
to Proposition 3.1 and its corollaries with respect to the comparisqti oérSUSqP,

and p; versusp?. For instance, as the counterpart of (b) of Proposition 3.1 we have
the following. Let 4v110000(1 — sl?,.) > ao021. Then we have for each value pf;: if

vij = vy (vji), theng? > ¢ andp; > p?.
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Third, using the first two observations, and recalling our discussion of advertising
bans in Section 1, we observe that there are situations wath; /y;; < y;; < 0
and—2u;;/yi; < v;i < 0suchthay* > ¢° andp} > p?, butz* < =2. In these
situations the output and price of firlvare smallest in the Nash equilibrium without
advertising. However, the profits are greatest in this Nash equilibrium, i.e. itis in the
interest of firmi if the firms (have to) stop with advertising. The reason is that the
reduction in the revenues of firinis more than compensated by the disappearance
of its advertising costs. To illustrate the occurrence of such situations, take the case
where 4v1a00(1 — s;;) > w1001, i.€. the effect of advertising of firmon its own
demand is relatively large. Corresponding to this case, we can draw Figure 4.1 (note
that in this case;; (v, vji) > 0 andu;;(y;;, y;i) > 0 everywhere iT;). Consider

now a point in the interior of the shaded regidh We then havey;; > )Z;,-(Vji),

and thusg; > ¢? and pf > p? (cf. our second observation above). Further, we
also havey;; < v;;(y;i), which implies thatr < nl.o if and only if y;0 < 70, i.€.

if and only if the autonomous demand of firitis relatively small (cf. part (a) of
Proposition 3.1). Intuitively speaking, the condition that the autonomous demand of
firm i must be relatively small can be understood by noting tbetieris paribusin

that case a decrease in the price of firfilom p; to p? leads to a relatively small
reduction in the revenues of firm

5. Conclusion

This paper has analysed the impact of advertising in a duopoly model by comparing
the two situations in which the firms either simultaneously compete in prices as well
as in advertising, or do not advertise at all and only compete in prices. We presented a
proposition that characterizes in terms of a small set of factors the relative size of the
profit of firm i = 1, 2 in the two corresponding Nash equilibria. The relevant factors
are (@) the size of the (positive) effect of advertising of firon its own demand, (b)

the size and nature (stimulating or adverse) of the cross-effect of the advertising of
each firm on the demand of the other firm, and (c) the size of the autonomous demand
of firm i.

Interpreting, we focused on the two symmetric cases in which advertising of both
firms has either a stimulating or an adverse cross-adverse effect on the demand of
its rival. For the case with stimulating cross-effects, the profit of fifgsihighest in

the Nash equilibrium with advertising. For the case with adverse cross-effects, we
identified two opposite ‘extreme’ situations. In the first one, the effect of advertising
of firm i on its own demand is relatively large and, in addition, advertising of firm

j # i has arelatively weakly adverse effect on firmdemand. In that case the profit
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1 Vi

0,0 — Yij

det(R) =0

—20[l'j —20[jl'
( vij Vi )

Figure 4.1: relevant region for the cage> ¢?°, p/ > p°, andr < n?

i

of firm i is greatest in the Nash equilibrium with advertising. In the second one, the
effect of advertising of firm on its own demand is relatively small and, moreover,
advertising of firmj # i has a relatively strongly adverse effect on firsmdemand.

Then the profit of firmi is greatest in the Nash equilibrium without advertising. Our
results further show that in the situations which lie between these ‘extreme’ ones,
the relative size of the profit of firm depends on a combination of the factors (a),
(b) and/or (c) mentioned above. We have seen that qualitatively identical conclusions
hold with respect to the relative size of the outputs and prices of each firm in the two
Nash equilibria. Concluding, we remark that our theoretical analysis has provided
us with a full characterization of all possible situations. Clearly, empirical work is
needed in order to assess which situation is relevant in specific practical applications.
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Appendix A:

In this appendix we provide the proof of Lemma 3.1 and give some details with re-
spect to the elements of the mattixof (17).

Straightforward manipulations show that the elements of médtrof (12) are given
by

20(“' _ Sii(zajj + %V,ZJ)
det(Ry) det(R)

20[jj

dor110002 — 00120021
sii (20 + %J/JZJ)
Aa1109252152, — (012 + 3y12Y22) (021 + 3y21¥11)

(A.1)

and

Lo %y |:Sii(01ij + %Vijyjj)]
Y det(Ryp) det(R)
= — Yij +
doryi0pp — 1021
|: S,,(Oll] %VUV}]) j| (A.2)
Aoy10208215%, — (012 + 3y12y20) (021 + 321711) '

wherei, j = 1,2 (j # i).

e Proof of Lemma 3.1:
- (@) Observe that in all points @f; there holds

o sl + Wl + 3viivio) -0
9vij (det(R))?

ot —silaj;+ Wl i + 3vivii) 0
ovi (det(R))? o

Using this, the slope of the level curve Bf(y;;, y;i) in the point(y;;, ;i) € I'; is
given by

dy;ji oty 0ty (i + 3V
< Vi ) _ i, _ _ vijle, 127/./ Vii) -0 (A3)
dyij dyij " Vi vii(@ij + 3vij Vi)
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All statements of (a) directly follow from these three equations.

- (b) Examining points on the left boundary and lower boundary;ofve obtain for
all Viji and)/,'j that

201 20 j;
ti(——2L,vi) = ti(yj, ——2)
Vii ii

2

_ 20 sii(@j; + 3v)
2 2

Aag10p — a120021 2011002255155,

tii.

Remark that;; is a constant which is independentgf andy;;. It can be verified
thatz; = Oif and only if 4xq1000(1—5;;) = a120021. Next, we conclude that if; > 0,
thenz; (y;j, ;i) > 0 everywhere of;. On the contrary, if; < 0, then a level curve
l‘,','()/,’j, ]/j,') = 0 must lie inT;.

The statement that; (y;;. y;;) = 0 if and only ify;; = 7;;(y;i), wherey,;(y;;) is
the unique solution of; (y;; (v;i), v;i) = 0, follows from (a) of the lemma. Finally,
it can be verified that there exists a valug with —2a;/y;; < y}; < 0, such that
vij(vji) = Oifand only if y;; = ;. This implies thay;; (y;;) < 0 for ally;; > 0.

- (c) Observe that in all points af; we have

at;  Zsuyjjoui + Wi+ ivh) 0
o (det(R))? g
oy 3suvule + ivi)? -0

3yji (det(R))? '

As a result, the slope of the level curvegf(y;;, ;i) in the point(y;;, y;i) € T'; is
given by

(dyji> _ o ot
dvij ), Ayij" Vi
dyji (i + 3y ()i + 3v7)

— 5 < 0. (A.4)
vii(ouj + 3Vii Vi)

The statements of (c) all follow directly from these three equations.
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- (d) Observe that in all points on the left boundaryipfi.e. for ally;;, there holds

C(,'j

<0,

i s Viji) =
Yij 4oy 1000 — 010021

whereas for all points on the lower boundaryl®fi.e. for ally;;, we have

20 ; —Qj sii (@ij + 3YijVij)
tij (Vij» — _{)= . e S

) (A.5)
Yii 4011022 — 012021 Aa1100208%155,

It can be verified from (A.5) that there exists a vaba,% > —2u;;/y;; such that
t,-j(yg, —2a;;/y;i) = 0. This implies thal"; contains a level curve; (y;j, yj;) = 0
which, if extended on the lower boundaryIgf passes through the poiit®, —2«;; /vii).
Substitutingyl.? in (A.5), we can derive thaig < Oifand only if 4a11a22(1—s,-,»s]2.j) >
a120021.

The statement tha; (,;, v;;) = 0 ifand only if y;; = yi;(vji), wherey;; (y;;) is the
unique solution of;; (y;; (vji), v;i) = 0, follows from (a) of the lemma. Further, two
possible cases might occur. Firstyﬁ < 0, theny;; (y;;) < Ofor all feasible values of
yji- Second, ifyl.‘; > 0, then there exists a valyg; with —2«;; /y;; < y; < 0, such
thaty;; (y;:) = Oifand only ify;; = y/;. In both cases it follows tha; (y;;) < O for
all y;; > 0.

- (e) Using (A.3), (A.4) and (b) of Assumption 2 we obtain that

(%)
dyij _ 2 .2
| Y =iy dat110022571555 o1
(%) (012 + 3y12y22) (021 + 3y21Y11)
Yij

liyy =73

This shows that the level curves ¢f(y;;, ;) are steeper than the level curves of
tii Vij, Vji)-

- (f) It follows from (b) and (e) of this lemma that in case4a,>(1 — s;;) < 1201,
there exists inl"; a unique point of intersectioty;;, y;;), say, of the level curves
ti (vij, vii) = 0 ands; (v, v;i) = 0. Substitutingy;; andy;; in (A.1) and (A.2) and
combining both resulting equations, we end up with= y;;a;;/(20;;) < 0. If we
substitute this expression fgf; again inz; (y;}, v;;) = 0, we obtain after rearranging
that

yjjat

'j i e + 375 vi) = sii(donrog — 05120521)Sf,'-

2.2
Aorg1000087;85 — (o + 3(
20

iivjj
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In turn, this implies that
2 s
Aor1002087; — cij (i + 3V Vi) = Bonaoosii — oij@jiSii.

Because x s;; < 1, it follows from the latter thaix;l. < 0.

e In Section 4, just above Lemma 4.1., it is stated that in each pginty;;) < I,
we haver;; (vij, vji) < wii(vij, vii) andt; (vij, vii) < uij(vij, vji). Itis further stated
there that in eacliy;;, ;i) € I'; the slopes of the level curves of;(y;;, y;;) and
tii(vij, vji), as well as ofu;; (y;;, v;i) andt;(yij, vj;) are identical. Here we shall
give the proof of these statements.

— Straightforward manipulations show that the elements of méfrigf (17) are
given by

Lo 2wy 2ty
" det(Rp) det(R)
20
4oty 10000 — 0010021

20j; + 3V}
Ao1102252,55, — (012 + $v12Y22) (021 + $Y2111)

(A.6)

and

b o % %ij + 3VijVii
Y det(Ry) det(R)
_ %j N
4ory000 — 012001

[ al] + %Vljy]] ] (A?)
Aou11002052,55, — (012 + 3v12Y22) (021 + LY2111)

wherei, j = 1,2 (j # i).
Comparison of (A.6) and (A.7) with (A.1) and (A.2), respectively, directly shows that
Li Vi Vi) < wi(Vij, vii) ande; (vij, vii) < wij(vij, Vji)-

23



— Next, observe that in all points @f; there holds

duy  —(aj+ Wl + 3viivio) 0
vy (det(R))2 i

duy oy + Wl viei + 3vivii) 0
dY;ji (det(R))? ’

Using this, the slope of the level curve of (y;;, y;;) in the point(y;;, ;i) € T is
given by

<d)/,,) _ 8”,’,’/8%,’,‘
dyij y;;" 0y

lujj=i;;

Vil + %Vji)’ii)
Yii(ij + 3Vij Vi)

- ()
dJ/ij |fii=fii

where the last equality follows from (A.3). This shows that in eagh y;;) € T'; the
slopes of the level curves af; (y;;, ;i) andt; (y;;, v;i) are identical.

— Finally, observe that in all points @f; we have

dui; 2yl + W+ 3v7) >0
dYij (det(R))?

duyj _ gvilow; + Wiivi)? -0

0Yji (det(R))? ‘

As a result, the slope of the level curvewf(y;;, vji) in the point(y;;, ;i) € I'; is
given by

<d)/,,) _ Buij/auij
dyij Ayij yji

‘“i/':ﬁi_/
G vy +iv))
Yii(eij + 3vijvii)?

- (#)
dvij /), .
ij=lij

where the last equality follows from (A.4). This shows that in eg¢h y;;) € I'; the
slopes of the level curves af; (y;;, y;i) andt;; (y;;, v;i) are identical.

24



