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Abstract

Direct extrapolation of survey results on purchase intentions may give a biased view on
actual consumer behavior. This is because the purchase intentions of consumers may
be affected by the survey itself. On the positive side, such effects can be incorporated in
econometric models to get reliable estimates of actual behavior of non-surveyed consumers,
which often is the ultimate purpose of survey studies. This paper proposes a reasonably
simple methodology to correct for such possible survey effects and to get consistent pre-
dictions beyond the survey sample. The potential merits of the method are illustrated by
a supermarket survey on easy-to-prepare food products and related health issues. This
indicates that the required corrections can be quite substantial and that predictions that
neglect survey effects can be seriously biased indeed.
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INTRODUCTION

Consumers may adjust their purchase decisions in response to survey questions. In general, the

purpose of surveys is to get an idea of the decision process of consumers who do not participate

in the survey, and hence corrections for the survey effects are needed. There is a substantial

literature on the effects of surveys on subsequent behavior, and a recent summary of the relevant

marketing literature is given in Morwitz (2005). The main result is that measuring intentions (of

purchasing products), or satisfaction (with services), makes people in the experimental group to

change their behavior. For instance, if products are reviewed in a positive way then subsequent

purchase levels tend to be higher in the experimental group. Even if the survey is neutral, in

the sense that no reviews of previous opinions on the product or service are given, the mere fact

that the consumer is asked for satisfaction levels tends to increase their satisfaction. Dholakia

and Morwitz (2002) document that such effects can be persistent over some time, see Chandon,

Morwitz and Reinartz (2004).

The literature on survey effects shows that this aspect of consumer behavior should not be

neglected in empirical analysis. One way to reduce these effects is to try to phrase questions

in such a way that their effect on subsequent behavior is small. Another approach, which is

perhaps more easy, is to create econometric models and estimation techniques that explicitly

incorporate the possible presence of survey effects. In this paper we follow this second line, and

we propose a simple methodology to deal with survey effects that may be present in survey

data.

The idea to formulate explicit models for survey effects was applied by Chandon, Morwitz

and Reinartz (2005), where these authors use regression methods. Their approach is charac-

terized by the following two key features. First, their model incorporates terms that account

for the possible existence of self-generated validity effects. Second, their method corrects for

the fact that latent purchase intentions can only be imperfectly measured in surveys. Stated in

technical terms, the measurement errors lead to endogeneity, which means that a direct regres-

sion of the observed purchase behavior on the measured intention gives inconsistent estimators
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and, therefore, biased results.

In this paper, we extend and modify their method to the situation where the measured

purchase decision has two possible outcomes, ‘yes’ or ‘no’, so that the purchase variable is

binary. The proposed modifications are needed for reliable inference, that is, to get consistent

estimators of purchase behavior and of the involved uncertainties as measured by standard

errors. We will use an econometric method to correct for endogeneity in binary models, as

proposed by Rivers and Vuong (1988), see also Wooldridge (2002, Section 16.6.2). We refer to

Cameron and Trivedi (2005, Chapter 14) for a general introduction to econometric methods for

binary outcome models.

In addition to good models and methods that include the involved behavioral aspects and

statistical issues, it is of course of crucial importance to collect appropriate data. We describe a

field study, where customers of supermarkets were studied in their purchases of easy-to-prepare

food products. This study is explicitly designed in such a way that it becomes relatively easy

to measure the magnitude of the survey effects and to correct for these effects with the purpose

to extrapolate consumer behavior beyond the experimental group. As relatively few customers

purchase the products of interest, we inflated the data set by adding synthetic data, replicating

the data of actual buyers several times in the inflated data set. This is done to show the

potential merits of our methodology in situations were a sufficiently large number of survey

data is available.

This paper has the following structure. First, we discuss the general methodology. Here we

describe a prototypical situation that regularly occurs in practice, where purchase intentions

and actual behavior are measured. We translate this situation into an econometric model,

which explicitly takes into account that asking for purchase intentions can cause people to

behave differently. We also describe the typical data that one needs to collect in order to be

able to correct for such survey effects. In the second part of this methodological section, we

discuss the proper estimation method for this model, and we discuss variants of this method

in case the purchase variable of interest takes only two values, ‘yes’ or ‘no’. Next, we illustrate

the empirical relevance of our methodology. Here we analyze data that were recently collected,
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concerning health issues and their impact on sales of easy-to-prepare food products. The

model with survey effects requires a slightly modified version of the prototypical model and of

the estimation method, and technical details of this modification are relegated to an appendix.

The empirical results with the inflated data set indicate the potential magnitude of the involved

survey effects. Further, we show that simpler methods may give biases in estimated behavior and

hence in purchase forecasts. Finally, we summarize the results and conclude that it matters to

take the right decisions in collecting data, constructing models, and estimating parameters. We

also discuss the limitations of our results, which are mainly confined to the available data. We

argue that proper correction of survey effects may require a substantial amount of informative

data.

METHODOLOGY

Modelling of Survey Effects

In our analysis of potential survey effects, we take the model of Chandon, Morwitz and Reinartz

(2005) as our starting point. We briefly summarize their approach, and for ease of reference we

use the same notation as in their paper.

Data are available for two groups of customers. In the survey group, the data consists of (i)

stated subjective purchase intentions (expressed in the survey before the actual decision, and

denoted by MI, the ‘Measured Intention’), (ii) actual purchase decisions (‘yes’ or ‘no’, denoted

by the binary variable B with value 1 for ‘yes’ and value 0 for ‘no’), and (iii) a set of objective

customer characteristics (such as gender, age, and other available indicators of latent purchase

intention, which we jointly denote by Z). In the control group, the data consists of the purchase

decision B and the set of characteristics Z, but no data are available on MI. Customers in

the control group are questioned after they have made their purchases, and so their purchase

decisions can not affected by the survey questions.
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As the expressed intentions MI in the survey group may differ from the actual latent inten-

tions (denoted by LI, which is unobserved), the purchase model with potential survey effects

is formulated by the following two equations. First, the behavioral equation, linking purchase

decisions to latent intentions and survey effects, is described by

B = α + β1LI + β2S + β3(LI × S) + ε. (1)

Here S indicates the experimental group, with value S=1 in the survey group and S=0 in the

control group, and ε stands for all unmeasured factors that affect the purchase decision. The

level effect β2 of surveying is called ‘intention modification’, and the slope effect β3 is known as

‘self-generated validity’. All parameters in this equation are of interest, as (β2, β3) measure the

survey effects and (α, β1) measure customer behavior that is not affected by the survey (with

S=0). Second, the measurement equation linking latent intentions to the measured intentions

in the survey group is given by

MI = LI + δMI , (2)

where δMI denotes the measurement error of the true, latent intention. If we substitute this in

the behavioral Equation 1, we get

B = α + β1MI + β2S + β3(MI × S) + µ, (3)

where µ = ε− β1δMI − β3SδMI .

The parameters of interest (α, β1, β2, β3) can not be estimated by applying ordinary least

squares (OLS) to Equation 3, because of the following three complications. First, the measured

intention is available only in the survey group (with S=1), so that only (α + β2) and (β1 + β3)

can be estimated in this way. Second, the measured intention MI and the composite error

term µ both depend on the measurement error δMI , so that MI is endogenous and OLS will be

inconsistent. This means that, even in very large samples, the OLS estimates of the parameters

differ from the true underlying behavior. Third, the binary character of the purchase variable B

is neglected, and OLS is not the right method anyway to estimate models with binary dependent

variables.
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In Chandon, Morwitz and Reinartz (2005), the first two complications are solved in an

elegant way, as follows. First of all, the measured intention MI in the survey group is related

to the r customer characteristics Z = (z1, . . . , zr), by means of

MI = γ1z1 + . . . + γrzr + η. (4)

The parameters in this equation are estimated by OLS, and the result is written as

MI = γ̂1z1 + . . . + γ̂rzr + e = FMI + e, (5)

where FMI = γ̂1z1 + . . . + γ̂rzr is the fitted intention and e is the residual term. This equation

can be used to construct the fitted intentions FMI also for the control group, as Z is measured

in this group. This solves the first complication, as MI, which is available only in the survey

group, is replaced by FMI that is available also in the control group. The second complication,

endogeneity of MI, is solved by replacing MI in Equation 3 by FMI. Under the assumption that

the measurement errors δMI are independent of the customer characteristics Z, which seems a

logically sound assumption, the endogeneity bias disappears. The parameters of interest are

estimated by the regression

B = α + β1FMI + β2S + β3(FMI × S) + ω. (6)

This two-step method is known in econometrics as ‘two-stage least squares’ (2SLS). The first

stage consists of the regression in Equation 4 for the survey group alone, and the second stage

of the regression in Equation 6 for the survey and control groups jointly. However, the method

differs from conventional 2SLS where the estimation sample should be the same at both stages.

Consistent Estimation of Survey Effects

The above two-step method gives consistent estimators of the (behavioral and survey effect)

parameters of interest if the purchase variable B is an unrestricted scale variable, that is, a

variable which can take any value. However, the standard errors of the coefficients obtained
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in the second stage are not valid and they may well underestimate the actual uncertainty in

the estimates. Instead, 2SLS standard errors can be used, and these are available in many

statistical packages. Another shortcoming is that the dependent variable B does not satisfy the

conditions required for consistency of 2SLS. In our application, B is a binary variable. It is

well-known that 2SLS is not consistent in this case, although it may still give useful estimates of

average effects, see Wooldridge (2002, p. 472). Even if B is a continuous variable, for instance

the amount of money spent on the products of interest, B is still limited to be non-negative.

This situation is known as censored regression, and 2SLS is also inconsistent for this type of

data, see Wooldridge (2002, Section 16.6.2, pp. 530-3).

To get parameters estimates and standard errors that are valid in large enough samples, we

follow a modified two-step method for binary data as suggested by Rivers and Vuong (1988).

Here we summarize the required steps, and we refer readers interested in further details of this

method to Wooldridge (2002, Section 15.7.2, pp. 472-7). For simplicity, we assume for the

moment that the samples are the same at both stages, as in standard 2SLS. In particular, it is

assumed that the measured intention is known also in the control group. The case of unequal

samples, which is relevant because of the missing intention data in the control group, is treated

in the Appendix.

As a preliminary step, we first briefly discuss the standard model for binary dependent

data, see Cameron and Trivedi (2005, Chapter 14) for a more extensive discussion. As an

alternative to the behavioral Equation 3, the purchase decision B of a customer (‘yes’, with

B=1, or ‘no’, with B=0) is described as follows. The decision of this customer is modelled in

terms of the latent stimulus B* = α+β1MI +β2S +β3(MI×S)−ν, where ν is an unobserved

customer-specific component, such that

B = 1 if and only if B∗ > 0.

Let Φ be the cumulative distribution function of v, then the probability of a purchase, that is,

B=1, is equal to the probability that ν < α + β1MI + β2S + β3(MI × S), so that

Prob(B = 1) = Φ
(
α + β1MI + β2S + β3(MI × S)

)
.
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If ν is assumed to follow a standard normal distribution, then this is called the probit model.

The parameters can be estimated by maximum likelihood, and most software packages contain

probit procedures that are easy to apply. The parameters are estimated consistently in this

way, provided that the model assumptions are correct. In particular, if one or more of the

explanatory factors are endogenous, as is the case in our application, then consistency requires

a simple correction of the standard probit method. This correction consists of adding the

residuals of the first stage as an additional explanatory factor.

Details of Estimation Method

The following two-stage method gives consistent estimators and standard errors for binary de-

pendent variable models with endogenous regressors, provided that these endogenous regressors

are measured on a continuous scale. The first stage consists of OLS in Equation 4, as before.

Let e be the residuals of this first stage regression, and let s2 be the corresponding residual

variance. The second stage is probit in the model

Prob(B = 1) = Φ
(
α∗ + β∗1MI + β∗2S + β∗3(MI × S) + θe

)
, (7)

where Φ is the standard normal cumulative distribution function. This gives consistent estima-

tors and standard errors of scaled versions of the parameters of interest. Consistent estimators

of the original parameters are obtained by appropriate re-scaling. Let (α̂∗, β̂∗1 , β̂∗2 , β̂∗3 , θ̂) be the

above second stage probit estimates, then consistent estimators of the behavioral and survey

parameters (α, β1, β2, β3) in Equation 1 are obtained as follows:

(α̂, β̂1, β̂2, β̂3) =
(
1/

√
1 + θ̂2s2

)
× (α̂∗, β̂∗1 , β̂∗2 , β̂∗3). (8)

The probit t-statistic of θ̂, the estimated coefficient of e in Equation 7, is a valid test of the null

hypothesis that MI is exogenous, that is, that the latent intention is measured without error.

We summarize the required steps.

1. Perform OLS in Equation 4, with residuals e.
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2. Estimate Equation 7 by probit.

3. Re-scale the coefficients of Stage 2 by means of Equation 8.

Estimation of Marginal Effects

The interpretation of probit estimates differs somewhat from that of regression coefficients.

This is because in linear regression models, the coefficients measure constant marginal effects,

whereas in the (nonlinear) probit model, the marginal effects are not constant across the sample.

The marginal effect of the measured intention on the probability of a purchase is estimated

consistently by

∂Prob(B = 1)
∂MI

= (β̂1 + β̂3S)× φ
(
α̂ + β̂1MI + β̂2S + β̂3(MI × S)

)
,

where φ(z) = exp{−z2/2}/√2π is the standard normal density, see Wooldridge (2002, p. 475).

This marginal effect depends on the intention MI and it differs between customers in the survey

group (with S=1) and other customers (S=0).

As the survey variable S is binary, the survey effect on the purchase probability can be

measured by Prob(B = 1 | S = 1) − Prob(B = 1 | S = 0). These probabilities depend on the

intention MI and the effect is estimated consistently by

Φ
(
(α̂ + β̂2) + (β̂1 + β̂3)MI

)
− Φ

(
α̂ + β̂1MI

)
.

ILLUSTRATION

Experiment Design

To investigate the potential effects of surveys on consumers’ decisions, we performed a field study

on easy-to-prepare food products in two supermarkets . The experimental group is split in two

9



parts, a survey group and a control group. Customers in the survey group are interviewed on

entering the shop. Here they answer a list of questions, including their past purchase frequency

of the products (which measures their purchase intentions MI), their opinion on health aspects

of the products, and several personal aspects like gender, age, smoking habits, and working

hours. As our methodology requires that the measured purchase intention in the survey group

is continuous, this question was phrased as follows: ‘How often do you use this product in your

dinners’. The possible answers are ‘never’ (MI=0), ‘about once a month’ (MI=1), ‘about once

a week’ (MI=4), or ‘more than once a week’ (MI=8). With this question and coding, we tried

to reconcile the need for quantitative information on past purchase decisions with the possibly

limited recollection of consumers of their eating habits.

A distinction is made between two categories of easy-to-prepare food products, that is, (i)

ready-made-food consisting of a complete meal and (ii) cooked vegetables in can or glass. Each

product is immediately ready for consumption after heating up. A further distinction is made

between positive surveys, where the interviewer mentions some positive health aspects of the

product, and negative surveys where some negative health aspects are mentioned. This gives

in total four survey groups. The actual purchase decision (B) is measured when the customer

leaves the shop, with outcome ‘yes’ if the customer bought a product from the category under

consideration and ‘no’ otherwise. Customers in the control group are interviewed after their

shopping, so that they are not affected by the survey in their purchase decisions.

In performing the study, much attention is paid to the requirement that the control group

should not know that an experiment is going on. Therefore, during each time segment of the

experiment, the control group is sampled first and the survey groups afterwards. Further, as

the purchase intentions in the control group are predicted from Equation 5, which is derived

from the survey group, it is necessary that the customer characteristics in the control group

are similar to those in the survey group. Therefore, the survey sample is taken immediately

after the control sample, so that the time of the day and other circumstances are comparable

for both groups.

One of the considerations in the design is the magnitude of the experimental groups. For
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each of the two products, let ns+ be the size of the positive survey group and ns− that of the

negative survey group, let ns = ns+ + ns− be the total size of the survey group, and let nc be

the size of the control group. A rough statistical analysis of standard errors suggests to take

ns = nc, that is, equal sizes in survey and control groups.1 Further, we take ns+ = ns− = 50

for each product category. This means that the total sample size is 400, with 200 observations

for both product categories: 100 in the control group, 50 in the positive survey group, and also

50 in the negative survey group.

Collected Data

The previously discussed design was applied to collect data during several days in the Spring of

2006, in periods free from special actions or unusual attention for the products of interest and

their substitutes. This delivered a data set on 360 customers, as around 40 of the interviews

were dropped because of missing observations, and the number of observations available in

estimation is 354 for similar reasons.

Table 1 shows some summary statistics of the collected data set. As the total number of

purchases is only 39, we decided to join the two product categories in our analysis of survey

effects. More precisely, we allow for differences in purchase intentions for the two product

categories by including a product indicator (denoted by ‘Product’) in the first stage regression

in Equation 4, with value 1 for cooked vegetables in can or glass and value 2 for ready-made-

food. However, no distinction between the two products is made in the second stage probit in

Equation 7.

Table 1 to be inserted about here.

As the purchase frequency is low, around 10%, it is not surprising that this greatly limits the

strength of the conclusions that can be drawn from these data. To illustrate the potential merits
1This analysis is based on linear regression in Equation 6. The standard errors of the intention parameters

α and β1 are proportional to 1/
√

nc and those of the survey effect parameters to
p

(ns + nc)/nsnc. The choice
ns = nc minimizes the standard errors of the survey effect parameters. Here we do not provide further details,
which are available on request.
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of our method, we decided to inflate part of the data. We added synthetic data by replicating

the data of the 39 purchasing customers several times, to increase the purchase frequency to

around 50%. The original data set contains 321 non-buyers and 39 buyers, and we add seven

copies of the buyer data. So, the inflated data set has 360+7×39 = 633 observations, with 321

real non-buyers and eight copies of 39 real buyers, giving a total of 312 ‘buyers’. The number

of observations available in estimation is 620, due to missing values. Table 1 summarizes the

sample sizes in the inflated data set.

We screened the collected data on about thirty variables for their explanatory power. Table

2 summarizes the correlations between the variables that we will use in our analysis.

Table 2 to be inserted about here.

Some of the variables were explained before, and the other variables have the following meaning:

‘Male’ indicates the gender (1 if male, 0 if female), ‘Age’ is the reported age in years, ‘Smokes’

indicates current smoking behavior (1 if ‘yes’, 0 if ‘no’), ‘Shift Work’ indicates the type of work

in case the respondent has a job (1 if work in shifts, with irregular times, and 0 otherwise), and

‘Surveypos’ and ‘Surveyneg’ are survey indicators (1 if the indicated type of survey applies,

0 otherwise). In Stage 1, the explained variable is the measured intention (MI) in the survey

group. This variable is denoted by ‘Past Use’, with values 0 (never), 1 (once a month), 4 (once

a week), and 8 (more than once a week). In Stage 2, the explained variable is the purchase

decision (B), denoted by ‘Purchase’ with values 1 (‘yes’) and 0 (‘no’).

Most correlations are rather small. Some correlations are larger in the inflated data set than

in the collected data set, most notably so for the (positive and negative) survey effects. The

correlation between the purchase indicator and the survey treatment is, as expected, positive for

a positive treatment and negative for a negative treatment. In the inflated data set, the survey

treatment is correlated with the intention variable (‘Past Use’), notwithstanding our efforts in

the collected data set to assign customers randomly to both treatment groups. As we will see

in the sequel, survey effects are more easily detected within the negative treatment group than
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in the positive treatment group. This may be partly due to smaller purchase intentions in the

positive survey group. Another possible explanation is that the interviewed customers may be

more sensitive to negative information on the product than to positive information.

Estimation method

In the foregoing, we described our two-stage estimation methodology under two simplifying

assumptions, that is, the observation samples are the same for both stages and there exists

a single type of survey treatment. In the Appendix, we describe the modifications that are

required for the application at hand, where the first stage regression has to be applied on a

sub-sample (excluding the control group, as the purchase intention is not measured in this

group) and where the survey is of two types, positive and negative. The outcome is that the

endogeneity correction term should be applied only in the survey group, and not in the control

group. This is also intuitively evident, as the endogenous variable (MI) is measured only in the

survey group and not in the control group.

This leads to the following method for consistent estimation of all the parameters of interest.

Here we use the following notation. The subindex s (c) denotes the survey (control) group, Z

denotes the set of instrument variables (z1, . . . , zr) in Equation 4, and S+ and S− denote the

survey treatment, with S+ = 1 for a positive survey and S+ = 0 otherwise, and S− = 1 for a

negative survey and S− = 0 otherwise.

1. Perform OLS in Equation 4 for the survey group. Write the estimated Equation 5 as

MIs = Zsγ̂ + es = FMIs + es, with fitted values FMIs = Zsγ̂ and residuals es.

2a. Estimate the following equation by probit for the survey group:

Prob(B = 1) = Φ
(
α+S+ + α−S− + β+(S+ × FMIs) + β−(S− × FMIs) + θes

)
.

2b. Estimate the following equation by probit for the control group, where FMIc = Zcγ̂ with

γ̂ obtained from Stage 1:

Prob(B = 1) = Φ
(
αc + βcFMIc

)
.
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3. Re-scale the coefficients of Stage 2a, similar to Equation 8, that is, by dividing the coef-

ficients by
√

1 + θ̂2s2 where s2 is the residual variance of es in Stage 1.

The structural parameters of the behavioral Equation 1 are related to the above model parame-

ters, as follows: α = αc, β1 = βc, for the positive survey effect β2+ = α+−αc and β3+ = β+−βc,

and for the negative survey effect β2− = α− − αc and β3− = β− − βc. Consistent estimators of

these structural parameters are obtained by substituting the corresponding coefficients obtained

by the above estimation method.

Results

We applied the above estimation methodology both to the collected data set and to the inflated

data set. The estimation results are in Table 3. Here ‘Intention’ indicates the estimated

purchase intention (FMI) obtained from Stage 1, and ‘OLS Residual’ is the series of residuals

(es) of the regression in Stage 1. Further, ‘Surveypos’ (‘Surveyneg’) is a dummy variable with

value 1 if the consumer is in the positive (negative) survey group and with value 0 otherwise,

and ‘Surveypos × Intention’ (‘Surveyneg × Intention’) is an interaction term consisting of the

product of the two indicated variables. The Stage 1 regression is for the survey group only

(with sample size 172 or 277), and the Stage 2 probit is for the survey and control groups

jointly (with sample size 354 or 620).

Table 3 to be inserted about here.

The Stage 1 regression for the collected purchase intention data is reasonably satisfactory. The

‘Past Use’ is lower for ready-made-food (‘Product’ = 2) than for cooked vegetables in can or

glass (‘Product’ = 1). Males and smokers tend to use the products more than females and non-

smokers, and the use is estimated to be minimal around an age of (100×0.146)/(2×0.132) = 55

years. Customers with a job involving work in shifts tend to use the products less than average.
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This may be contrary to expectations, as irregular working times may increase the attractiveness

of easy-to-prepare food. Note, however, that some competitive fast food products, for instance,

pizza and French fries, were not included in the analysis. All coefficients are significant, and

the R-squared is 0.24. The first stage results for the inflated data set are roughly similar, with

increased significance due to the larger number of data and with an R-squared of 0.19.

The Stage 2 probit estimates are not significant for the collected data set, except for the

negative intention modification effect of a negative survey. The significance is increased for the

inflated data set, with a positive intention modification effect for positive surveys and with both

an intention modification and a self-generated validity effect for negative surveys. The effects

of negative surveys are much more pronounced than those of positive surveys. The coefficient

of the fitted purchase intention is positive, as expected. Further, the significance of the OLS

residual term implies that the endogeneity is significant. That is, in terms of Equation 2, the

measurement errors δMI,s in measuring the latent purchase intentions LIs in the survey group

should not be neglected. Finally, the standard errors of the scaled coefficients in the last column

in Table 3 can not easily be computed, but their significance will in general be close to that of

the unscaled coefficients in the preceding column.

Table 4 compares the outcomes of our method in Table 3 with those of alternative methods.

For ease of comparison, columns (5), (10) and (11) replicate the second stage results of Table

3. Further, ‘Spos × Int’ denotes the product of the variables ‘Surveypos’ and ‘Intention’, and

‘Sneg × Int’ is the product of ‘Surveyneg’ and ‘Intention’.

The estimates in columns (1), (3), (6) and (8) are based on the survey group with negative

treatment only. These results would be obtained if survey effects were neglected and the sample

consisted of the negative survey group alone. The estimated intention effect (in the row ‘Inten-

tion’) clearly differs from the results of the other methods, which illustrates the bias caused by

neglecting survey effects.

The results in columns (2) and (7) correspond to the method of Chandon, Morwitz and

Reinartz (2005), where the binary character of the purchase variable is neglected. The probit

results in columns (4) and (9) neglect the endogeneity correction term that is included in
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columns (5) and (10). Because of the special structure of the model, with value 0 in the control

group for the four survey-related explanatory variables, the coefficients of the constant term

and of the variable ‘Intention’ in the control group are the same in columns (4) and (5) and also

in columns (10) and (11). That is, if the endogeneity would be neglected then the behavioral

parameters in the control group will still be estimated consistently, but this does not hold true

for the survey effects in the survey group. A further explanation of this fact is given in the

Appendix, where the estimation of the parameters is analyzed in more detail.

Table 4 to be inserted about here.

Evaluation

The results in Tables 3 and 4 can be used to evaluate the effects on the purchase probability of

the survey and of changes in the latent purchase intention.

First we consider the marginal effect of the purchase intention on the purchase probability.

The effect in the control group is of most interest, as these customers are free from survey

effects and their behavior can therefore be considered to be representative for all consumers.

The marginal effect is constant in linear regression models, but in probit models it depends on

the intention level. We consider five intention levels, which are derived from the estimates of

Stage 1 using the inflated data set. This gives a set of 620 estimated intentions, with minimum,

quartiles, and maximum shown in the column ‘Intention’ in Table 5. These intentions are

substituted in four purchase models, with codes corresponding to those used in Table 4: methods

(6) and (8) neglect the survey effect, (7) corrects for this effect but neglects the binary character

of the purchase data, and (11) takes both the survey effect and the binary aspect into account.

Consumers of interest are the non-surveyed ones, with ‘Surveypos = 0’ and ‘Surveyneg = 0’ in

models (7) and (11).

The differences between methods (6) and (7) and also those between (8) and (11) show that

the required endogeneity correction has a very substantial effect on the estimated marginal
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effects. The distinction between the (wrongly specified) methods (6) and (8) are more substan-

tial than those between (7) and (11). In the linear model of Chandon, Morwitz and Reinartz

(2005), the marginal effect is 2.6%, whereas in our probit model it ranges from 2.4% to 2.6%

for medium purchase intention. In probit models, the marginal effects can in principle differ

widely for different intention levels. In our application, however, the coefficient of ‘Intention’

in the control group is relatively small, that is, 0.065, see Table 4, method (11). As the fitted

purchase intentions (FMI) vary between -3.85 and 5.94, the marginal effect is nearly flat over

the considered range.

Table 5 to be inserted about here.

Next we consider the size of survey effects on the purchase probability. Because of the results

in Table 4, we restrict the attention to negative surveys, as the effects of a positive survey were

found to be relatively small. According to the results for our method in column (11) of Table 4,

for a given level FMI of the purchase intention, the purchase probability in the control group is

Φ(−0.039+0.065FMI) and in the negative survey group it is Φ(−1.534+0.349FMI). To evaluate

the merits of our method, we also estimate these probabilities by means of method (7), where

the binary character of the purchase variable is neglected, and (9), where the endogeneity is

neglected. The results are in Table 6. The results of methods (7) and (9) are quite similar

in most cases, indicating that neglecting either one of the data aspects, their binary character

or endogeneity, leads to comparable biases. The survey effects (in the rows ‘Effect’) estimated

by the consistent method (11) are systematically larger than the estimates obtained by the

inconsistent methods (7) and (9). As compared to method (7), our method provides an upward

correction of the survey effects by a factor of about 25% for median and above-average buyers

and of 10% for below-average buyers.

Table 6 to be inserted about here.
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CONCLUSIONS

Surveys can help to understand consumer behavior, provided that proper attention is paid to

the nature of the data and of the data collection process. In this paper, we considered binary

purchase decisions (‘yes’ / ‘no’) in situations where a survey interview may affect customers in

their purchase behavior. Often, the real purpose of survey studies is to get reliable predictions

of consumer decisions outside the survey sample. To achieve this goal, it is essential to collect

the best possible data and to construct an econometric model that takes the properties of the

data and of the survey process into account. In statistical terms, focusing on behavioral pa-

rameters and their standard errors, it is of importance to use consistent methods. We proposed

a consistent method for modelling binary decisions in case of imprecisely measured purchase

intentions. Our methodology extends the approach of Chandon, Morwitz and Reinartz (2005)

to the case of binary data. It consists of an adaptation of the method of Rivers and Vuong

(1988) to the situation where the purchase intention is measured only in the survey group and

not in the control group.

In our application, methods that neglect the binary character of the data or the endogeneity

of the measured intentions tend to under-estimate the survey effects. For surveys with nega-

tive information on the products of interest, the required correction factors obtained from our

consistent method are about 10% for consumers with below-average purchase intentions, and

about 25% for consumers with median and above-average purchase intentions.

The proposed methodology is simple to use and easy to understand. However, collecting

the right data is less easy. Our field study, with 360 customers divided in approximately equal

survey and control groups, turned out to be too small to get sufficiently significant results.

Various observational factors affect the data, among which are measurement errors of latent

intentions and survey effects. It requires a substantial amount of data to disentangle these

observation effects from the underlying structural behavior of consumers which is needed to

extrapolate the survey data to future decisions. The main message of our paper is that these

observational factors should not be neglected, as otherwise one may get the wrong picture of
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actual behavior. To limit the required sample sizes, it helps to design the survey experiment

carefully so that the maximum amount of relevant information is gathered. This includes

the set-up of the experiment, with survey and control groups, and asking the right questions,

including those that help in estimating the involved measurement errors and survey effects.
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APPENDIX

We describe a consistent method to estimate the parameters of Equation 1. We write B∗
s (B∗

c )

for the latent variable B∗ in the survey (control) group. A purchase of the product (B = 1)

occurs if and only if B∗ > 0. Let αc = α, βc = β1, αs = α + β2 and βs = β1 + β3, then

Equations 1, 2 and 4 become

B∗
s = αs + βsLIs + εs , B∗

c = αc + βcLIc + εc

MIs = LIs + δMI,s = Zsγ + ηs.

Here Zs is the matrix with instrument scores (for the variables gender, age and so on) for the

survey group. Note that MI is not measured in the control group, but that instrument scores

Zc are available in the control group. As it assumed that the control group and the survey

group are selected randomly, it makes sense to assume that the unmeasured MIc satisfies

MIc = LIc + δMI,c = Zcγ + ηc, where (εc, δMI,c, ηc) is independent of (εs, δMI,s, ηs). We

now rewrite the model in terms of the latent variables (B∗
s , B∗

c ) and the measured variables

(MIs, Zs, Zc), so that

B∗
s = αs + βsMIs + ωs (9)

MIs = Zsγ + ηs (10)

B∗
c = αc + Zcβcγ + ωc (11)

ωs = εs − βsδMI,s , ωc = εc − βcδMI,c + βcηc.

The central complication of this model, endogeneity of MIs, is due to the fact that cov(ωs, ηs) =

cov(ωs,MIs) = −βsvar(δMI,s) 6= 0 (the first equality follows from the exogeneity of Z, and

the second equality follows from the assumptions that the variables LIs, εs and δMI,s are

mutually independent). However, under the intuitively reasonable assumption of complete

independence of the error terms of the control group from those of the survey group, it follows

that cov(ωc, ωs) = cov(ωc, ηs) = 0.

20



The above three-equation model (9)-(11) can be estimated in several ways. One method is

full Maximum Likelihood, where care should be taken to account for the difference in variance

of the error terms ωs and ωc, so that the probit part is heteroskedastic. Also note the parameter

restriction that the coefficient vectors γ of Zs in Equation 10 and βcγ of Zc in Equation (11)

should be proportional to each other.

We will use a much simpler, consistent, though (asymptotically) less efficient procedure,

which is inspired by the method of Rivers and Vuong discussed in the main text. In Stage

1, estimate γ consistently by regressing MIs on Zs, with fitted regression MIs = Zsγ̂ + es =

FMIs + es. For the probit estimates in Stage 2, we get in the survey group B∗
s = αs +

βsFMIs + βses + ωs, and, with FMIc = Zcγ̂, in the control group B∗
c = αc + βcFMIc + ω∗c

where ω∗c = ωc + Zc(γ − γ̂). That is, the endogeneity correction term es is present only in the

survey group and not in the control group. The equations can be combined by defining ec = 0

in the control group, so that we can write the equation in combined form for both groups as

B∗ = αc + βcFMI + (αs − αc)S + (βs − βc)FMI × S + θe + ω∗, (12)

where S = 1 in the survey group and S = 0 in the control group. Here we omit the parameter

restriction that θ = βs, which reduces efficiency but does not affect the consistency of the

estimators. This probit model is heteroskedastic, as in the survey group ω∗s = ωs = εs−βsδMI,s

whereas in the control group ω∗c = ωc +Zc(γ− γ̂) = εc−βcδMI,c +βcηc +Zc(γ− γ̂). Because of

the special structure of the model, with separate parameters for the two groups and with ec = 0

in the control group, this heteroskedasticity can be neglected. Indeed, because the samples in

the survey and control groups are mutually independent, the joint log-likelihood function (logL)

for Stage 2 is simply the sum of the log-likelihoods for the two groups, and with σ2
s = var(ωs)

and σ2
c = var(ω∗c ) we get

logL =
∑

survey
Φ

(αs + βsFMIs + θes

σs

)
+

∑

control
Φ

(αc + βcFMIc

σc

)
.

Clearly, the maximum likelihood estimates can be obtained by two separate probit estimates,

one for the survey group (including the endogeneity correction term es as an additional factor)

and another (standard) one for the control group.
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A final adjustment is needed, as the survey is of two different types, positive and negative.

In this case, the term (αs +βsFMIs + θes) in the above expression for the log-likelihood in the

survey group should be replaced by

α+S+ + α−S− + β+(S+ × FMIs) + β−(S− × FMIs) + θes.

This leads to the estimation method described in the main text.
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Table 1: EXPERIMENTAL SAMPLE SIZES

Survey
Data Group Positive Negative Both Control Total Estimation
Collected All 91 84 175 185 360 354

Buyers 11 5 16 23 39 38
Inflated All 168 119 287 346 633 620

Buyers 88 40 128 184 312 304

Notes: Size of consumer groups (two survey groups, with positive and
negative treatment, and control group) and number of buyers of the
product, for the collected data and also for an inflated data set with
synthetically added buyers. The estimation sample sizes are reduced
due to missing observations for some of the variables.
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Table 2: DATA CORRELATIONS

Data Set Explained Past Use Product Male Age Smokes Shift Work Surveypos Surveyneg
Collected Past Use 1.00 -0.39 0.13 -0.13 0.17 -0.11 -0.02 0.02

Purchase 0.18 -0.16 -0.08 0.10 0.04 0.02 0.02 -0.09
Inflated Past Use 1.00 -0.33 0.17 -0.02 0.19 -0.10 -0.14 0.14

Purchase 0.26 -0.26 -0.14 0.15 0.06 0.03 0.04 -0.15

Notes: Pairwise correlations of explained variables (‘Past Use’ and ‘Purchase’) with explanatory
factors, both for the collected data and for an inflated data set with synthetically added buyers.
The meaning of the variables is explained in the text.
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Table 3: ESTIMATION RESULTS

Collected Data Inflated Data Set
OLS (Stage 1) Probit (Stage 2) OLS (Stage 1) Probit (Stage 2) Scaled

Explained Past Use Purchase Past Use Purchase Purchase
Constant 7.944∗∗∗ -1.301∗∗∗ 7.863∗∗∗ -0.039 -0.039
Product -1.898∗∗∗ -1.877∗∗∗

Male 0.637∗ 1.495∗∗∗

Age -0.146∗∗ -0.155∗∗

Age2/100 0.132∗∗ 0.155∗∗

Smokes 0.805∗∗ 0.927∗∗∗

Shift Work -3.226∗∗∗ -4.108∗∗∗

Intention 0.097 0.065∗ 0.065
Surveypos 0.008 0.046 0.054
Surveyneg -1.072∗ -1.277∗∗∗ -1.495
Surveypos × Intention -0.031 -0.030 -0.035
Surveyneg × Intention 0.238 0.243∗∗ 0.284
OLS Residual 0.077 0.105∗∗∗

Sample Size 172 354 277 620 620
Significance 0.000 0.134 0.000 0.000

Notes: Estimated coefficients (Stage 1 and Stage 2) for the collected data and for an inflated data set
with synthetically added buyers. A ∗∗∗ denotes significance at 1% significance level, ∗∗ at 5%, and ∗ at
10%. The ‘Significance’ shows the P-value for the test on the joint significance of all coefficients in the
equation.
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Table 4: COMPARISON OF METHODS

Collected Data Inflated Data Set
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11)

OLS OLS Probit Probit Corrected OLS OLS Probit Probit Corrected Scaled
Constant -0.008 0.094 -2.380 -1.301 -1.301 0.055 0.484 -1.362 -0.039 -0.039 -0.039
Intention 0.032 0.021 0.349 0.097 0.097 0.103 0.026 0.334 0.065 0.065 0.065
Surveypos 0.004 -0.005 0.008 0.023 0.057 0.046 0.054
Surveyneg -0.102 -1.078 -1.072 -0.429 -1.323 -1.277 -1.495
Spos × Int -0.007 -0.016 -0.031 -0.016 -0.040 -0.030 -0.035
Sneg × Int 0.011 0.251 0.238 0.077 0.268 0.243 0.284
OLS Residual 0.077 0.105
Sample Size 82 354 82 354 354 110 620 110 620 620 620
Significance 0.153 0.247 0.142 0.146 0.134 0.004 0.000 0.003 0.000 0.000

Notes: Estimated coefficients (Stage 2, with explained variable ‘Purchase’) for the collected data and for
an inflated data set with synthetically added buyers. The corrected estimates in columns (5,10,11) are
identical to the results of Stage 2 in Table 3.
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Table 5: EFFECT OF CHANGE IN PURCHASE INTENTION

(6) (7) (8) (11)
Intention OLS OLS Probit Corrected

Minimum -3.85 10.3 2.6 0.4 2.5
1-st Quartile 0.88 10.3 2.6 7.5 2.6
Median 2.20 10.3 2.6 10.9 2.6
3-rd Quartile 3.22 10.3 2.6 12.8 2.6
Maximum 5.94 10.3 2.6 11.0 2.4

Notes: Estimated marginal effect of the purchase intention on the
probability (expressed as percentage) of a purchase for non-surveyed
consumers. See Table 4 for the coefficients of methods (6, 7, 8, 11).
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Table 6: ESTIMATES OF NEGATIVE SURVEY EFFECTS

(7) (9) (11) (11)-(7) 100× (11)−(7)
(7)

Intention Group OLS Probit Corrected Difference % Difference
1-st Quartile 0.88 Control 50.69 50.72 50.72 0.03

Neg. Survey 14.56 14.25 10.99 -3.57
Effect 36.13 36.47 39.73 3.60 10

Median 2.20 Control 54.12 54.14 54.14 0.02
Neg. Survey 28.16 26.45 22.18 -5.98
Effect 25.96 27.69 31.96 6.00 23

3-rd Quartile 3.22 Control 56.77 56.76 56.76 -0.01
Neg. Survey 38.67 38.60 34.08 -4.59
Effect 18.10 18.16 22.68 4.58 25

Notes: Estimated effect of a negative survey on the probability of a purchase (expressed as
percentage). The ‘Effect’ rows show the difference between the purchase probabilities in the
control group and in the negative survey group. See Table 4 for the coefficients of the methods
(7,9,11).
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