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Annals of Economic end Sociel Measuremenr, 12, 1972

MICRODATA: LESSONS FROM THE SEO AND THE GRADUATED
WORK INCENTIVE EXPERIMENT*

BY HAROLD W. WATTS

Recent and revolutionary advances in data processing and computing machinery,
combined with expanding bodies of data and increasing numnbers of analysts
with basic quantitative skills, have led to the view that we are entering a new era
of social analysis. There is also a new urgency to tackle the many tough social
problems that can only be solved by analysis at the micro-unit level, which may
well lead people to need such a new era in data collection whether or not it is
actually round the corner.

There is not, in fact, very much evidence in the form of completed research
that the vast potential created by these advances in computer technoiogy is yet
being exploited. From my own experience in this area, I have developed a view
as to why this is so, and in this note indicate that there are very difficult and un-
solved problems involved in harnessing these resources, and that these problems
are peculiar to the collection, storage, and usage of *‘micro” data.

Micro data are collected from direct surveys of individual units rather than
from the putting together of many subsets of secondary information into large-
scale aggregates. And it is not at all unlikely that such direct data collection may
be relatively more feasible in Latin America than in fully industrialized countries
like the United States, because substitutes for such statistics are harder to come by
and less reliable.

The remainder o! this paper will be organized in the following way. After
defining in more detail what I mean by “micro-data,” I shall recount two specific

episodes in which I have been involved because they illustrate the problems of

such undertakings; then [ shall draw a few conclusions and give my advice about
what criteria should guide the setting up of generally usable systems to handle
such data.

MicrRO Data

Micro-economic data are here taken to be information pertaining to, uand
unique te, specific decision-making unizs. These may be individuals, families, firms,
political units, and so on. The data may be cross-sectional—giving information
on a unit’s status at a point in time (or for one period of time), or they may provide
information referring to {or collected at) several successive points in time. The

* | would like to acknowledge here the editonal skills of Felicity Skidinore whick made my
disjointed thoughts into a paper. This paper was presented under the title “Micro-economic Data
Banks: Problems and Potential,” at the Conference on the Computer in Economic and Social Research
in Latin America. October 1971, Cuernevaca. Mexico.
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tull complexity of such data js reached when the information s collected for a
series of points in ime. A person is indivisible for these purposes; he js, howcvcr,
born and he does die. And. the decision units of which he IS a part can also change
from one survey to another. This process— of birth. death, and mutation of my};.
person units—is what makes it difficult to organize, store, and work with micro.
data. Different analyses arc likely to apply to different decision upits of even
different versions of what is nominally the same unit. Thus, choices of definition
have to be made, and the questions of how units are to be matched, put together,
followed from survey to survey, depend on these choices.

To be useful for analysis, collections of micro-data should provide mput for
research that is timely, and also responsive to important areas of uncertainty,
There is now in operation computing and ﬁle-manipulating Machinery thay g
enormously powerful and becoming steadily less costly. Opcrating systems apd
program libraries also reflect a high degrec of development, and are still active
areas for innovation. And there s g wide range of Storage media —-cards, tapes,
disks, drums —and on the horizon are even more exotic and compact mediy_
Finally, there is a growing inventory of data born of a recognition that many
questions require detajled information on familjes or other dCCiSiOn-making
units, including data on how variables for specific units have changed over time.

Why have these resource
theory and practice of social a
sucha limited extent ? The answer may lie along the follo
tional effort and the budget required to join all these components together into a

i i carchers. Such researchers

the super-colossal type of micro-data bank th
generality which is almosy if not complete}
the art.

The next two sections descri

est micro-dat
massive general-pur anks, give some idea of the magnitude of
the problems which must be overcome before we can hope to operationalize such
a concept.

The Survey of Economic Opportuniry

ing on
data on these questions
of families (30,000). Low-income

1 e . . - - - . .
F Tho!na.» Juster, Microdata, Economic Research, and the Production of Economic Know-
ledge.” dmerican Economi¢ Review, May 1970,
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census tracts were sampled more than proportionally because of the central pur-
pose of the survey. All the dwelling units were interviewed in early 1966 and a
subset of them were interviewed again in early 1967. along with a new (indc-
pendently drawn) subsample to make up the same total.

Since GEO did not have the machinery to undertake the survey themiselves.
they contracted with the Census Bureau to do it for them. However. in addition
to providing up-to-date information on the ten-ongoing poverty programs. the
SEQ was also designed to provide a data base for more fundamental analytic
studics of the social process that produces and perpetuates poverty. The instru-
ment. thercfore. included a broader set of houschold variables than had been
traditional 1n Census surveys.

Although the interviews took place in 1966 and 1967. it is only within the
past year that any volume of analytic work has been produced using these data,
and the longitudinal subsample has not yet been exploited on a wide scale. Also.
when the basic information on size and status of various parts of the poverty
population were initially pulled together and made available they conflicted with
other sources. producing inconsistencies that have yet to be satisfactorily and
completely resolved. Why the three-year lag— which was totally unpredicted by
the planners and was never recognized as incvitable even when the data were being
processed?

The first data tapes were made available (from the initial. 1966 survey wave)
by the Census Bureau in late Spring of 1967. This was much later than everyonc
had cxpected for the results of the first cross-section. Indecd there had been plans
to use its results to guide the second wave administered in the first months of 1967.

The fielding and administering of the questionnaires caused no apparent
problem; but reliable transcription of the data from the questionnaires into
analyzable form proved intractable to a degree which was a complete surprise to
the Census Bureau—hardly a novice at large-scale data collection.

The probler centered on the fact that the Census organization was geared to
the ordinary operation of a multi-program. data-production system that was
completely routinized. The adaptation of this system to a different task proved
unexpectedly difficult even for experienced technicians. Most prominently. the
variables which were unique to the Survey of Economic Opportunity required
both new conceptual work and new computer-programming work before the
data could be edited and checked, and before missing items could be accounted
for and allocated.

In fact the Census Bureau divided the task— processing themselves the part
which could use the existing routines for the Current Population Survey (C.P.S).
and subcontracting (to ARIES Corporation) the new or unique segments. Unfor-
tunately the coded identifiers for individual families were not always unique so
that it proved impossible to put the two segments back together for some of the
households. This error was not discovered until the Fall of 1967 after a substantial
amount of effort had been spent on further ~data cleaning.”

But there was a second major problem as well, connected with the problem of
making data in unaggregated form available to rescarchers. Providing so-called
“raw” data was not something the U.S. Census Bureau had done routinely or
comfortably. They observe v2ry high standards for all statistical products made

185




available for general cousumption. Their scnse of responsibility tmay even be gy
to have developed to the point where, in their cfforts to preclude gl possibility of
foolish or perversc interpretation of their statistics, they prevent interpretation of
any kind. This instance proved no exception. Thc?’ were extrenely easy aboyy
releasing micro-data even to OEO (which commissioned them) for fear of the
multifarious uses to which they might conceivably be put.

Their discomfiture was enhanced by another dimension to the problen;.
Many of the amalyses anticipated for the SEO data involved multi-variable
regression and multi-variate analysis. Such processcs, of course, produce regyjyg
that are much more seusitive to data editing and allocation practices than gre the
tabulations traditionally produced by the Census Bureay. In other words. ¢rogg
tabulations usually have open-ended categories. and these cap contain an ocey-
sional wild error without appreciable effect upon any interpretation that might be
placed on the central or niodal segment. Not so with more sophisticated statistica]
tools.

It s certainly the case that there is no reason to “clean™ daty beyond the
point of diminishing returns for tabular analysis if that s all you need. But. ¢
the same time, any census burcau must hesjtate to provide dmmunition for ¢hy|.
lenges to its authority; and the possibility that the data might not be ubsolutely
clean when released nyus have been quite threatening. Since that time, however.
the Bureau has relaxed its stance on release of micro-data, and it s NOwW possible
to get non-disclosurable copies of the Current Populatio

In any case, when the data w
were still well short of the micro-analytic standards the QEQ $po
Conscquently, further data cleaning was contracted to the Brookings Institution.
who, along with Assist Corp.. also Spent at least twice as mucly time on the job
as they had anticipated. And. they also, no doubt, relinquished the data before
being fully satisfied. The Brookings-Assist data. now including both annual
Surveys were, however, clean enough in QEQ’s opinion to be made avyjl-
able to researchers on September 3, 1969 along with voluminous (and clear
and complete) documentation, describing in deta;) the data on the actual mag-
netic tapes.

Now the cause for delay shifted to the potential users. In order to facilitate
access to the data, QFEQ contracted with the Dagy and Computation Center ay
the University of Wisconsin to be the repository, distributor and service agency
for the SEQ fijes.2 Consultation and guidance were @150 to be provided by the
Institute for Research on Poverty. At the sanie tune severitl other. mostly univer-
sity-based, researchers obtained copies of the tapes. But despite the exeellence of
documentation. all users €xperienced unexpected delays of from two to six
months in getting the data “running,” i¢. in gdining enough familiarity with the
files so that ag least half the altemplts to use it were suceessful.

After the required familiarity had been established. however. (e data file
appeared to be unnecessarily costly to use. It was clear that 4 specified restructur-
ing would literally decimate the costs of any analysis ay Wisconsin. We could not
afford to ignore such a large cogt factor. so the restructuring took place. with

? See the note by Max E. Ellis. “Social Science Computing ai the University of Wisconsin- SIMS
and SEOSYS. ™ (his issue.
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further frustrating delays for rescarchers who had by now been anticipating being
able to use the data for three years. They were finally able to begin their analyses
in the summer of 1970.

Such work as has been done utilizes mainly the cross-sectional aspect of the
SEO. So far very little work hus been done with the continuous data records froin
both years. And there still remain further problems for users when the longitudinal
aspects of the data begin to be exploited on a wider scale.

Two major problems exist. First, the longitudinal property of the data lies
in the fict that the same “dwelling unit™ was interviewed cach time. Obviously
this means that the same family may or may not have been there the second time.
A certain number of records, therefore, are not going to be longitudinal in the
micro-data sense. Before any analysis can be done. explicit account has to be
taken of out-movers and in-movers so that they, and the truly continuous residents,
can be treated appropriately.

The second problem is common io all micro-data sets. has to be solved by
every analyst in a way that best fits his purposcs. and is as follows. Even when it
has been ascertained that the “sane”™ family was indeed in the same dwelling unit
both times. it may well be that the composition of that family has changed (slighdly
or drastically). A new child may be born or there nay be a new family head. or a
sub-family unit may have been created or destroyed. There are 1o obvious general
rules about what changes require one to regard the changed unit as an essentially
new one. but it is necessary to come up with some rule before the data can be
properly used. The profession has not given much thought, hitherto, to the fact
that a decision unit observed at time £ may not existat f + jort -+ 2(ormaynot
have been there at £ — 1). But when we aticinpt 1o use data generated by real
units over a period of time such a problem s impossible to ignore. The solution,
of course. depends on the conceptual foundations of onc’s specific analysis.

This. then. is the story of one relatively modest effort in the direction of a
data bank. OEO aimed at producing a body of generally useful data (though
focused on their concerns) and Census, Brookings, Assist, and the Poverty
Institute have contributed in serial fashion to facilitating their use by researchers.
1t has taken a long while and we are still short of the goal.

Many of the problems appcar (o have been particular and specific to these
data. but the order of magnitude of the problems, and the lack of any possibility
of using previously-solved problems to expedite their solution, are common to
all large micro-data bodies. And the person does not yet exist with the practical
experience required toset up a data bank capable of handling such sets of datain
their full generality. There are specialists who know about cne specific applied
concern. but their expertise 1s not yet transferable to other on-going data-collection
efforts without a new learning process.

The Urbar Graduated Work Incentive Experiment

The Graduated Work incentive Experimentin New Jersey is a new departure
in social experimentation which was funded in the sminmer of 1967 and fielded in
August 1968. About ¢50 families (four sites in urban New Jersey and one in
Pennsylvania) are receiving transfer payments of a negative income tax type, and

187

AR Pl Y T




g

Ny

R

roughly the same number are actng as a control group. The payme
tinue over g three-year period. We collect meome and family-sj e inform

nts will ¢o-

ation for
the experimental families every four weeksy over the pavmeny period. ang during
this period both experimental and control tamilies are admmistered 4, hour-lung
mterview every three monthy.

Although payments started in 1968 1L was not until the summey of 1976 thy
we were able to use our automated dagy System to retrieve any data. ang the fag
between when the information wys coming in from the field and whey, it way

retrievable by rescarchers was on the order of cight months. Since thay time the
lag has been becoming shorter and shorier. and data are now retrievgble that are
only three or four months out of the field.
As this short description wiil indicate, the “data-banking™ problems faceq i
New Jersey are quite distinct from those faced in connection with the SEQ. There
are relatively fewer units of observation, but the information on each is voly;.
nous. First of aj) there is information from thirteen hour-long Interviews over
the three-year payment period. These interviews have the same hfteen-minyg, core
section (on labor supply) each time, by the rest of the hour is taken up with
questions that vary from interview to interview. Some of the variableg e measured
repeatedly and some only once. Some of the familjes get lost—cannot be found or
refuse to be interviewed-—and most of the families undergo a4 change in compos;-
tion or residence or both during the period of observation The questionnajre
Structure (skip patterng and questions ;sked of different family members) |
complex, imposing stringent standards on interview administration and complefe.
nessand consistency checking. I addition, there gre four-'.veekly records of income
and experimenta] Payments for the part of the sample receiving “treatments

Our aim is 1o produce a daty source which i readily usable by research
personnel. We gre. therefore. concerned that ap analyst be able o draw freely on
variables from different Survey waves or from other sources i order to “compose™
and analyze 4 simple rectangular array of data for any sample of decision units

' t goal, Particularly since
the same Organization is responsible both for collecting and “banking” the data
in this case. By o matter how simple and ultimately feasible thijs task may be,

( need—partly
th novel ind partly also
s been changing so rapidly.

As far as technology is concerned, | repard jy as import

ant to make ay carly
and resolute decision aboyy the kind of equipment apd SYstems to be used. The

choice shoylq be made only among those alternativeg that are already in suffy-

ation can be obtained op their
2) that they have cvolved a rela-

atest equipment
allenge to the system-
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and program-development staff, and the promise is always held out that the
system eventually evolved will be superior to the potential of the more proven
hardware. But I would emphasize that the costs of unforeseen difficulties and
delays are almost always very great. If the aim is to produce rescarch in a reason-
able period of time, the temptation to pioneer in computer systems must be
resisted. Clearly one choice cannot be made for all time ; but the strategy of first
getting a working data facility and then catching up with the technology is the
more prudent if delivering research preducts along the way is of any importance.

More needs to be said about how any micro-data system can, in the current
stage of development, be ideally used by a researcher. The speed and cost of
executing a given task of data manipulation is important in determining how
much calculation will have to be done, and this may work in a somewhat perverse
way: i.e., the slower and more costly it is to make one pass of the data file, the
more likely it is that a researcher will try to anticipate all his potential needs on
one pass. This strategy can be only partially successful in reducing future requests,
but it does have a dramatic effect on the size of individual requests and on the
amount of output accumulated : the more the analyst can replace an exhaustive
set of possible choices with a sequence of choices conditioned upon previous
outcomes, the more unnecessary calculation and superfluous output can be
avoided. Hence the system should be designed to encourage a sharply-focused
approach, and discourage the random shots.

The © Data Technician™

Ideally, a data system would be so automatic. self-describing, and well
documented, that a research analyst could determine whether (and if so, how)
the data could be used for his problem, and be able to carry out the job without
assistance. 1t may well be possible to specify and design such a system, and 1t is
certainly tempting to try and find one. But such an etfort, again, will divert atten-
tion and resources away from getting research done in the near future. The more
feasible approach for the next several years is to use a human intermediary who
might be called a “data technician.” The essential qualifications for such a person
are: (1) the ability to communicate effectively with the researchers on the one
hand, and with the computer technicians (operators, programmers, and system
managers) on the other, and (2) a taste for detail that facilitates acquiring and
retaining all of the “unwritten documentation,”” which seems to be an absolute
requirement if one is to be able to use existing bodies of micro-data. To these
might be added the third requirement—the capacity not to be easily discouraged.

There is now and for the foreseeable future a substantial fixed cost attached
to the ““first usage” of a new data set. Without the data specialist described above,
who has become familiar with the data by struggling through that first use. much
of that cost has to be incurred again by every subsequent user. Such a data techni-
cian can work directly with all users, determining first whether and generally how
the data can be used to fill the researcher’s need, and secondly whether to carry
out the work him or herself or to train the user to do the job. This latter choice will
depend on the size and complexity of the job and on the user's ability to learn
enough to do it (or alternatively to pay for the service of having it done). But
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without such a person (who is either familiar with the data or hys the responsibili[y

for becoming so), users will be scared off a new data file by the complexity of
“getting into” it. And those who are not pit ofY irmnediately will become dis-
couraged (or impoverished) to the pomt of abandoning the effort betore they get
any results. To repeat: Such a data-specialist could be dispensed with In an ideg)
"d;'u.q bank,” but for the foresceable future 1 believe it to be an indispcnsable

part of any organization that aims at facilitating the use of complex micro-da,
sources.

The Use of Still-A ccumudaring Data Files

Additional problems and opportunities are encountered when a body of data
is being used while still in the process of collection ——as is the case with the Negative
Income Tax data being gathered in New Jersey. Such was (and is) the peeq for
any information on this subject that the data system had (o become Operationa|
before the eventual dimensions of the data base were fixed. Research Production

and the programming related to it therefore, compete for time and budget with
the development of the daty system per se. Files extracted for analytic use wijj
become obsolete as errors are corrected. coding is improved. data are added, anq
temporarily lost families recovered. Early results inust, therefore, be expected to
be inconsistent (usually in trivial ways) with those obtajned later in the process,
Important offsetting advantages do. however, exist. The fact that daga
producers. data users. and system designers have to work together reduces the
chance of serious mistakes-—those requiring part of the basic job to be done over
again. Interim or preliminary use of the data results in the discovery of problems
and ambiguities in time for revisions, before the difficulty has been replicated
throughout the data. In retrospect, for example, it is quite clear that the SEQ
would have been available in usefy] form much earlier (and would in fact have
been a superior data set) if there had beep serious and urgent analytic interest ar

the Census Bure»: witnin the grcup responsible for producing the research-ready
tape.

Summary and Adyice

4 concept is often discussed as
feasible. My own experience suggests that efforts in this direction err on the over-
ambitious side, and consequently are so long in gestati
research analyst is jost. | cannot over emphasize this: If the primary objective is
to facilitate real rescarch, start small and develop competence with one basic body
of data. Once you have handled that task, proceed to others,

The very latest in technology is another pitfall to be
endless time, money, and patience, yse €quipment
known and stable characteristics. The newest and fastest may eventually be the
best. but getting it to work wilj always take longer than anyone expects.

At the present time. 3 person-plus-machine system, utilizing what [ have

avoided. Unless you have
and software systems that have

lan as a communicator and ambulating documentation file.
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is the best way to get started. Again, it may be that @ more direct system can evolve
from this, as the technician finds ways to reduce the number of simple and repeti-
tive requests. But there is simply not enough experience in this area at this ume
for anyone to feel confident about starting out with an automated system alone.

Finally, I would urge that a data bank be focused from the start on the
needs of specific analysts—people who exist, are alive, and on the premises. They
must be persuaded to become involved in the process of system design from the
start; and they must be impatient enough for results to try out and test pieces of
the system and the data file as soon as they begin to take shape.

All this may sound like a counsel of despair. That is not my intent. But,
however ambitious one wants to be in planning toward some ultimate general
data bank, it is imperative to start somewhere and get some real work done. The
beginning must be quite modest if we are to make any progress at all.

Irving Fisher Research Professor
Yale University
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