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Abstract

In this article, our objective is to determine efficient allocations in economies with multiple agents

having recursive utility functions. Our main result is to show that in a multiagent economy,

the problem of determining efficient allocations can be characterized in terms of a single value

function (that of a social planner), rather than multiple value functions (one for each investor),

as has been proposed thus far. We then show how this value function can be identified using the

familiar technique of stochastic dynamic programming. We achieve these goals by first extending

to a stochastic environment Geoffard’s (1996) concept of variational utility and his result that

variational utility is equivalent to recursive utility, and then using these results to characterize

allocations in a multiagent setting.

JEL classification: D81, D61, D91, C61.
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Following Lucas and Stokey (1984), Epstein (1987) has characterized efficient (welfare-maximizing)

allocations with recursive utility under certainty. Duffie, Geoffard and Skiadas (1994) have a similar

result under uncertainty. Both formulations involve a multiplicity of unknown value functions,

namely one for each consumer investor. In this article, we endeavor to reformulate these problems

in such a way that they will involve only one value function, namely the maximized social welfare.

This is done using the concept of “felicity function” introduced by Geoffard (1996). Furthermore,

we show how dynamic programming can be used to implement that optimization.

The main contribution of our work is methodological: the results of this paper will allow

economists to perform welfare analysis for economies with agents having recursive utility in the

traditional way, that is, by optimizing aggregate social welfare. In many papers, welfare optima are

calculated, not for themselves but as a short-cut in the calculation of a purely competitive market

equilibrium. This approach to the general equilibrium of a competitive market was pioneered by

Negishi (1960) in the finite-dimensional case and significantly extended by Magill (1981) and Mas-

Colell (1986) among others to the infinite-dimensional case. In view of this approach, our paper

opens the path for a convenient method of computing equilibria in economies with multiple agents

having recursive utility functions.

Recursive utility functions have one well-known advantage, viz. they allow a clean analysis of

the comparative statics of risk. For instance, one can obtain simple answers to questions such as

do savings increase or decrease when the level of risk of investment opportunities increases? In

common parlance, recursive utility permits the disentangling of the two psychologically separate

concepts of risk aversion (desire to stabilize consumption across states of nature) and elasticity

of intertemporal substitution (desire to smooth consumption over time), which for the traditional

time-additive utility functions are constrained to be equal to (the inverse of) each other.1 Even

if it were true that, in the real world, each person’s risk aversion were always exactly equal to

the inverse of his/her elasticity of intertemporal substitution, it is still important to distinguish

between the two concepts, in order to determine the size and direction of the effects of a change in

the risks that investors face.

In Section 1, we provide some background to two methods adopted to extend time-additive

expected utility: recursive utility and variational utility, the latter introduced by Geoffard (1996)
1Strictly speaking, risk aversion and elasticity of intertemporal substitution are not the inverse of each other in

the general time-additive case. However, they are always related: the elasticity of intertemporal substitution between
two points in time being equal to the inverse of a complex average of the two successive risk aversions. In the doubly
isoelastic case (isoelasticity with respect to timeless consumption and isoelasticity with respect to time), they are
indeed the inverse of each other. We use the word “inverse” as a figure of speech.
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for the case of certainty. In Section 2, we extend variational utility to the stochastic case and show

that it allows an alternative formulation of recursive utility. In Section 3, we achieve our main goal,

which is a simplified formulation, in continuous time and in a stochastic environment, of the Pareto

optimality problem with recursive utility; the discrete time case is treated in an appendix. Section

4 contains an example that illustrates how the method proposed in this paper can be applied.

Section 5 concludes.

1 Background of Variational Utility

Recursive utility was first axiomatized by Koopmans (1960) for the certainty case in discrete time.

Epstein (1987) shows in continuous time, on the basis of five axioms concerning a person’s utility

of intertemporal consumption, U(tc), where tc denotes the consumption stream starting at time t,

that there exists an aggregator f , such that:

dU(tc)
dt

= −f(ct, U(tc)).

Epstein and Zin (1989) and Weil (1990) extend recursive utility to the uncertainty case in

discrete time. Based on the work by Kreps and Porteus (1978), Epstein and Zin propose the

recursive utility:

Vt = W
(
ct, µ(Vt+1)

)
,

where W is an aggregator and µ is a certainty equivalent operator. Duffie and Epstein (1992)

extend stochastic recursive utility to continuous time, where it is defined as the solution to the

equation

Vt = Et

{∫ ∞
t

f(cs, Vs) ds
}
,

with the aggregator being f .

The above development of recursive utility followed the route of relaxing the intertemporally

additive structure of expected utility. However, assuming certainty, Geoffard (1996) shows that

there is an alternative equivalent approach that maintains the additive structure of expected utility.

Following Geoffard’s approach, we propose that in a stochastic environment the utility process {Vt}
be defined as the solution of

Vt = F (ct, νt) + e−νtEt[Vt+1], (1)
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for some appropriate {νt}. The function F : R+ × [−a, a] → R, strictly convex in its second

argument, is called the “felicity function” by Geoffard (1996). The process {νt} is to be interpreted

as the discount rate process. Utility processes satisfying (1) have the obvious intuitive appeal that

the utility derived from a consumption process is equal to the sum of the discounted felicities of

current and future consumptions

Vt = Et

{ ∞∑
s=t

e
∑s

j=t
−νjF (cs, νs)

}
. (2)

Two familiar examples of such utility processes are the intertemporally additive expected utility

and its extension by Uzawa:

Vt = u(ct) + e−ν(ct)Et[Vt+1].

In the case of standard intertemporally-additive expected utility, the discount rate is typically

assumed to be constant, while for Uzawa utility, νt = ν(ct). More generally, the discount rates in

(2) can be allowed to depend on the entire consumption process.

In order for (2) to properly define a utility process one needs to specify the discount rate process,

which can be done using discount rate functions. A discount rate function is a mapping ν from the

space of all consumption processes to the space of all discount rate processes. It specifies, for any

consumption process {ct}, a discount rate process νt = ν(c; t). Subject to technical conditions, a

discount rate function and equation (2) together define a utility process.

In this paper, we will focus on a particular class of discount rate functions that, together with

equation (2), define the class of variational utility. Given the structure of (1), it seems natural to

assume that the discount rate at time t depends only on the current consumption level and the

expected value of future utility, with the latter serving as a sufficient statistic for the utility derived

from all future consumption. That is, there is a function ν : R2
+ → R+ such that

νt = ν
(
ct, Et[Vt+1]

)
.

Specifically, we will focus on the class of discount rate functions implicitly defined by

νt = arg min
ν

[F (ct, ν) + (1− ν)Vt]. (3)

Discount rates generated by (3) are said to satisfy the Minimum Principle.2 To illustrate the

intuition underlying the Minimum Principle, note that if y1 and y2 are cashflows in the current and
2The Minimum Principle stated in Geoffard (1996) is in the form of equation (9) below. It turns out that this is

equivalent to (7) in the context of our paper.
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next period, and if the discount rate r is given, then the present value of the cashflows is y1 + 1
1+ry2,

which, when r is small, is approximately

y1 + (1− r)y2. (4)

Conversely, given the cash flows and their present value, h(y1, y2) ≡ y1 + (1 − r)y2, one can back

out the discount rate as r = 1 − hy2(y1, y2), where hy2(y1, y2) denotes the derivative with respect

to y2. Thus, the present value function, h(y1, y2), implicitly defines the discount rate.

By analogy, if u is the second period utility and W (c, u) is the “present value” of (the utility

of) c and u, then one can define the discount rate for utility as3

ν ≡ 1−Wu(c, u). (5)

As in (4), one can then express the present value of the utility flow as

W (c, u) = F + (1− ν)u, (6)

where F represents the contribution of c to current-period utility and ν is a discount rate that

satisfies (5). Equivalently, equations (5) and (6) can be expressed as:4

F (c, ν) = max
u
{W (c, u) − (1− ν)u}.

Then by duality theory,

W (c, u) = min
ν
{F (c, ν) + (1− ν)u},

which is the Minimum Principle in discrete time.

The continuous-time analog of the above discrete-time maximization problem is5

max
u
{f(c, u) + νu},

3Note, however, that since W (c, u) is not necessarily linear in (c, u), the discount rate may depend on (c, u).
4Equation (5) is simply the first-order condition of the maximization problem.
5To see this, write the discrete-time maximization problem as

max
u
{W (ct−∆, Vt)− (1− ν∆)Vt} = max

u
{W (ct−∆, Vt)− Vt + ν∆Vt}.

By definition (see Epstein, 1987), then:

f(ct, Vt) = − lim
∆

W (ct−∆, Vt)− Vt
−∆

.
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and the corresponding Minimum Principle in continuous time is

min
ν
{F (c, ν) − νu}. (7)

Equation (7), coupled with the continuous-time version of (2),

Vt = Et

{∫ T

t
e
∫ s
t
−νuduF (cs, νs) ds

}
, (8)

will form the basis of stochastic variational utility that we introduce below.

For readers familiar with the axiomatic approach to introducing utility functions, using the

Minimum Principle to define discount rates may not seem entirely natural. The justification for

using this approach then is the class of utility functions that it generates and the potential usefulness

of this class. As Geoffard shows in the certainty case and as we will show later in the uncertainty

case, variational utility identifies a class of utility functions that is familiar in the literature, namely,

recursive utility.6 Thus, (7) and (8) provide an alternative method of characterizing recursive utility.

Showing the usefulness of this alternative characterization is one objective of this paper.

2 Stochastic Variational Utility

In this section, we first extend to a stochastic environment the concept of variational utility devel-

oped by Geoffard (1996) under certainty. Then, we establish the relation between recursive and

stochastic variational utility. We conclude this section by showing how, in a Markov setting, one

can use dynamic programming to solve the optimization problem of a single agent with stochastic

variational utility. The case of multiple agents is treated in Section 3.

2.1 Definition of Stochastic Variational Utility

Given the background and motivation for variational utility in Section 1, we now introduce the

notion of stochastic variational utility. Let (Ω,F , {Ft}, P ) be a probability space with the filtration

{Ft : t ∈ [0, T ]} satisfying the usual conditions (increasing, right-continuous, augmented, and F0

being trivial). Let D denote the space of processes c : Ω × [0, T ] that are right continuous and
6Strictly speaking, the variational utility introduced by Geoffard (1996) under certainty is more general than

recursive utility. However, since we are interested in the connection between variational utility and recursive utility,
and in demonstrating the potential usefulness of variational utility in solving some standard problems in economics,
we will not pursue the most general formalization of the notion of variational utility in a stochastic setting.
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measurable with respect to the σ-algebra on Ω × [0, T ] generated by left-continuous and {Ft}-
adapted processes, and such that

‖c‖ =

[
E

(∫ T

0
c2t dt

)]1/2

<∞.

The positive cone of D is denoted by D+. The space of discount rate processes is defined as

Π = {ν ∈ D : νt(ω) ∈ [−a, a],∀(ω, t) ∈ Ω× [0, T ]},

where a is a constant and serves as an upper bound on the absolute value of discount rates. Our

discussion below will illustrate that this boundedness assumption is without loss of generality.

We consider a “felicity function,” F : D+ ×Π, which in addition to being strictly convex in its

second argument and continuously differentiable, has the following properties:

• F is Lipschitz in the discount rate: there is a constant k such that for all c ∈ R+ and all v

and w ∈ [−a, a], |F (c, v) − F (c, w)| ≤ k|v − w|.

• F satisfies a linear growth condition in consumption: there are constants k1 and k2 such that

for all c ∈ R+ |F (c, 0)| ≤ k1 + k2|c|.

As a convention, assumptions and properties apply to F only in its effective domain: {(c, ν) :

F (c, ν) <∞}.

Now we are ready to define Stochastic Variational Utility (SVU).

Definition 1 Let c ∈ D+ be a consumption process. The process {Vt} is defined as the stochastic

variational utility (process) of c if there exists a discount rate process {νt} ∈ Π such that
(
{Vt}, {νt}

)
solves equations (7) and (8).

Although (7) and (8) are the intuitive equations that one would use to define variational utility,

it will prove more convenient to write variational utility in an alternative equivalent form. We do

this in the following lemma.
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Lemma 1 Let c ∈ D+ be a consumption process. Then
(
{Vt}, {νt}

)
is a solution to equations (7)

and (8) if and only if it solves the following problem: for all t,

λtVt(c) = inf
ν∈Π

Et

{∫ T

t
λsF (cs, νs) ds

}
a.s. (9)

subject to

dλs = −νsλsds, λ0 = 1,

where {λt} is called the discount factor process. Since the value function of a minimization problem

is unique, the variational utility of c, if it exists, is well-defined.

Proof : Let c ∈ D+. Suppose that
(
{Vs(c)}, {ν∗s }

)
is a solution to the minimization problem (9).

Then (8) is clearly satisfied. To show (7), let {νs} be a discount rate process such that for s ≥ t′,

νs = ν∗s , but for s < t′ it is arbitrary except for the right continuity, measurability and integrability

conditions. Let λ and λ∗ be the discount factor processes associated with ν and ν∗, respectively.

Then for any t < t′,

λtVt(c) ≤ Et
{∫ t′

t
λsF (cs, νs) ds+ λt′Vt′(c)

}
.

¿From (9), {λ∗tVt(c)} is a semimartingale of class D. Hence,

λ∗tVt(c) = V0(c) −
∫ t

0
λ∗sF (cs, ν∗s ) ds+Mt,

where Mt is a square-integrable martingale. By Itô’s formula (Protter, 1990),

λt′Vt′(c) = λtVt(c)−
∫ t′

t
(νs − ν∗s )λsVs(c) ds−

∫ t′

t
λsF (cs, ν∗s ) ds+

∫ t′

t

λs
λ∗s

dMs.

Thus,

0 ≤ Et
{∫ t′

t
λsF (cs, νs) ds−

∫ t′

t
(νs − ν∗s )λsVs(c) ds−

∫ t′

t
λsF (cs, ν∗s ) ds

}
.

Taking limits and noting the right continuity of the processes, yields

0 ≤ [F (ct, νt) − νtVt(c)] − [F (ct, ν∗t )− ν∗t Vt(c)],

which is (7) since νt is arbitrary.
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For the converse, suppose
(
{Vs(c)}, {ν∗s }

)
is a solution to (7) and (8). Arguing as above, but

in reverse order with t′ = T , yields that

λ∗tVt(c) ≤ Et
{∫ T

t
λsF (cs, νs) ds

}
,

which implies that
(
{Vs(c)}, {ν∗s }

)
solves the minimization problem in (9).

This lemma will be used in the next subsection to show the equivalence between recursive utility

and variational utility, and also in our subsequent analysis.

2.2 Characterization of Recursive Utility as Variational Utility

Having extended Geoffard’s formulation of variational utility to a stochastic setting in Section 2.1,

we now show the equivalence between recursive utility and variational utility under uncertainty.

Let f(c, v) be a (normalized) aggregator that is continuously differentiable, strictly concave,

Lipschitz continuous in its second argument (with a Lipschitz coefficient less than a), and satis-

fies the linear growth condition in its first argument.7 Duffie and Epstein (1992) show that the

(continuous-time) recursive utility process defined by f exists and is given, for any c ∈ D+, by the

square-integrable semimartingale {Vt(c)} that solves

Vt = Et

[∫ T

t
f(cs, Vs) ds

]
. (10)

Define a function F by:

F (c, ν) ≡ max
u

[f(c, u) + νu] , (11)

where F is called the felicity function associated with the aggregator function f . Conversely, given

any felicity function F , its associated aggregator f is defined by:

f(c, u) = min
ν

[F (c, ν) − uν] . (12)

Clearly, f is the aggregator function associated with F if and only if F is the felicity function

associated with f . The two functions are Legendre transforms of each other. The following theorem

exploits this correspondence between aggregators and felicity functions to establish the equivalence

between recursive utility and stochastic variational utility.
7See Duffie and Epstein (1992) for the definition of a normalized aggregator.
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Theorem 2.1 Suppose that c ∈ D+. Let f be a (normalized) aggregator that satisfies the conditions

specified above and let F be its associated felicity function. If {Vt(c)} is the square-integrable semi-

martingale that solves (10), then there exists a discount rate process {νt} such that
(
{Vt(c)}, {νt}

)
is the solution to the minimization problem (9); hence, {Vt(c)} is the stochastic variational utility.

Conversely, let F be a felicity function and f be its associated aggregator. If
(
{Vt(c)}, {νt}

)
is the

solution to problem (9), then {Vt(c)} solves (10) and consequently is the recursive utility.

Proof : Suppose first that f is an aggregator and {Vt(c)} is the square-integrable semimartingale

that solves (10). Let F be the felicity function associated with f . Let ν ∈ Π be an arbitrary

discount rate process and define

λt = exp
{∫ t

0
−νs ds

}
.

Using first Itô’s formula, and then (11), leads to:

λtVt(c) = Et

{∫ T

t
λs
[
f(cs, Vs(c)) + νsVs(c)

]
ds

}
≤ Et

{∫ T

t
λsF (cs, νs) ds

}
.

Thus,

λtVt(c) ≤ inf
ν∈Π

Et

{∫ T

t
λsF (cs, νs) dt

}
.

Choosing the particular νt to be

ν∗t = −fV (ct, Vt(c)),

we have
F (ct, ν∗t ) = max

u
[f(ct, u) + ν∗t u] = f(ct, Vt) + ν∗t Vt.

Hence,
(
{Vt(c)}, {ν∗t }

)
is the solution to the minimization problem (9).

Conversely, let
(
{Vt(c)}, {νt}

)
be the solution to the minimization problem (9). Again by Itô’s

formula,

Vt(c) = V0(c) +
∫ t

0
νsVs(c) ds−

∫ t

0
F (cs, νs) ds+

∫ t

0
λ−1
s dMs.

Using the aggregator f associated with F and Lemma 1, we have

Vt(c) = V0(c)−
∫ t

0
f(cs, Vs(c)) ds+

∫ t

0
λ−1
s dMs.
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Thus, {Vt(c)} solves (10). Since f is automatically normalized when combined with the expected

value certainty equivalent operator (Duffie and Epstein, 1992), {Vt(c)} is the recursive utility.

Readers familiar with the recursive utility literature may have already noticed the similarity

between the standard assumptions on the aggregator, f , and those that we impose on the felicity

function, F . Thus, this seems to be an appropriate place to make some comments regarding the

relationships between these assumptions. Also, in view of the above theorem, some comments on

the properties of variational utility as related to those of recursive utility seem in order.

One of the assumptions Duffie and Epstein (1992) impose on f in order to prove the existence

of recursive utility is that f is Lipschitz in its second argument. In light of (11) and (12), this

corresponds to our Lipschitz assumption on F . Moreover, by Rockafellar (1970, Corollary 13.3.3),

if f(c, u) is concave in u, the Lipschitz property of f necessarily leads to a bounded domain for the

discount rate on which its associated felicity function F is finite. Thus, our assumption that the

discount rates be in [−a, a] for some a is, in a sense, not restrictive at all. By another result in

Rockafellar (1970, Theorem 26.3), the strict convexity of the felicity function F in ν follows from

the assumption that its associated aggregator, f , is concave in u.

As the proof of Theorem 2.1 reveals, the equivalence between recursive utility and variational

utility is based on the conjugate relation between the aggregator f and the felicity function F .

Thus, properties of recursive utility that can be derived from properties of the aggregator have

counterparts in variational utility that can be derived from properties of the felicity function. Three

properties seem to stand out as most useful: monotonicity, concavity, and the Inada property, a

property that is often used to guarantee that optimal consumption is bounded away from zero.8 It

follows immediately from (11) and (12) that the monotonicity of f in c implies the monotonicity

of F in c, and vice versa. The same holds for the Inada property. Concavity is a bit special.

The concavity of a felicity function in c corresponds to the concavity of its associated aggregator;

the converse, however, is not true in general. The following is an example of how to use the

relation between felicity functions and aggregators, along with Theorem 2.1, to derive properties

of variational utility: since the concavity of an aggregator (in c) implies the concavity of recursive

utility, the concavity of a felicity function (in c) implies the concavity of variational utility.
8An aggregator f(c, u) is said to have the Inada property if for all c > 0, supu |fc(c, u)| < ∞, and

limc→0 infu |fc(c, u)| =∞. The Inada property for the felicity function, F , can be stated similarly.
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2.3 Existence of Stochastic Variational Utility

We turn now to the existence of variational utility. The existence theorem below is an easy conse-

quence of Theorem 2.1.

Theorem 2.2 For any given c ∈ D+, the minimization problem in (9) has a solution.

Proof : Let f be the aggregator associated with the felicity function F. By the existence theorem

in Duffie and Epstein (1992), there exists a semimartingale {Vt(c)} that solves (10). Since F is the

felicity function associated with f , by Theorem 2.1, there exists a discount rate process {νt} such

that
(
{Vt(c)}, {νt}

)
solves (9).

We have shown the equivalence between recursive utility and variational utility in a stochastic

world, and thus the existence of stochastic variational utility. We conclude this section by describing

how one can use dynamic programming to solve intertemporal problems when an individual agent

has variational utility and the state variables are characterized by Markov processes.

2.4 Variational Utility in a Markov Setting

In many applications, uncertainty is assumed to be represented by a vector of Markov processes, so

that one can use the ubiquitous dynamic programming technique to solve the optimization program.

We now show that in a Markov setting the utility maximization problem with variational utility

can be characterized as the solution to a Bellman equation, similar to that from the recursive utility

literature. We will follow Duffie and Epstein (1992) closely in this subsection and hence will be

brief. Readers are referred to that article for additional details.

For a given consumption process c ∈ D+, let Xt be a (m-vector) state process such that

dXt = η(Xt, t, ct)dt+ σ(Xt, t, ct)dBt, (13)

where B is a m-dimensional Brownian motion. If, ct = c(Xt, t) for some measurable function c and

the diffusion and drift coefficients, σ and η, satisfy the usual Lipschitz and linear growth conditions,

then the stochastic differential equation in (13) has a unique solution. The differential operator Lc

associated with the state process Xt, for any c ∈ R+ and J ∈ C2,1(Rm+1, [0, T ]), is given by

LcJ = Jt(x, t) + Jx(x, t)η(x, t, c) +
1
2

tr
[
σ(x, t, c)σ(x, t, c)>Jxx(x, t)

]
. (14)
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Let Γ(x, t) ⊂ R be the “feasible set” given state x at time t, in the sense that consumption ct

must be chosen from the set Γ(x, t). A process c ∈ D+ is admissible if, for all t, ct ∈ Γ(Xt, t). Let

DΓ denote the set of admissible consumption processes. Then, the utility maximization problem

for an agent with variational utility is

sup
c∈DΓ

V0(c).

An admissible consumption process c∗ is optimal if V0(c∗) = supc∈DΓ V0(c). Let J denote the value

function of the utility maximization problem if there exists an optimal consumption process c∗ such

that J(Xt, λt, t) = λtVt(c∗). We then have the following result.

Theorem 2.3 Suppose that J is twice continuously differentiable in x, continuously differentiable

in λ and t, has a bounded derivative Jx and that, for all (x, λ, t)

max
cs∈Γ(x,s)

min
ν

[
LcJ(x, λ, t) + λ

(
F (c, ν)− Jλν

)]
= 0,

with boundary condition J(x, λ, T ) = 0. Suppose, also, that there exists a solution
(
C(x, t), ν∗(x, t)

)
to the above Bellman equation. Finally, suppose that X∗ is the unique square-integrable process that

solves (13) with ct replaced by C(X∗t , t). If c∗t = C(X∗t , t) is square-integrable, then J is the value

function of

max
c∈DΓ

min
ν
Et

∫ T

t

[
λsF (cs, νs)

]
ds,

subject to:

dλs = −νsλsds, λt = λ.

Proof : Suppose that J satisfies the conditions of the theorem. Then,

0 = min
ν

[
LcJ(x, 1, t) +

(
F (C(x, t), ν) − Jλν

)]
= LcJ(x, 1, t) + f(C(x, t), Jλ),

where f is the aggregator associated with the felicity function F . By Duffie and Epstein (1992,

Proposition 9), J(Xt, 1, t) is the value function of the utility maximization problem with the recur-

sive utility generated by the aggregator f ; and, by Theorem 2.1 it is also the value function of our

utility maximization problem with variational utility. Furthermore, from Lemma 1 we have that:

J(Xt, 1, t) = Vt(c∗) = min
νs

Et

∫ T

t

[
exp

(∫ s

t
−νu du

)
F (C(X∗s , s), νs)

]
ds.
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The claim of the theorem follows.

Remark: Notice that the solution to the Bellman equation is (positive) linear in λ.9 Thus the

optimal consumption and discount rate do not depend on λ and are written as:(C(x, t), ν∗(x, t)).

Also, the boundedness assumption on Jx can be relaxed; see Duffie and Epstein (1992).

We have now established the existence of stochastic variational utility, shown its equivalence to

recursive utility, and described how one can use dynamic programming to solve the optimization

problem of a single agent who has variational utility. In the rest of the paper, we analyze the

problem of allocating resources efficiently over time in economies with multiple agents.

3 Intertemporal Efficiency

The importance of Pareto efficiency in both equilibrium analysis and asset pricing has been long

recognized. See, for example, Negishi (1960) on equilibrium analysis, and Constantinides (1982)

on asset pricing. The basic characterization of a Pareto-efficient allocation is the existence of an

aggregate welfare function, or “representative agent” utility function, which can be constructed as

a weighted sum of the individual utility functions (Duffie, 1996). While in theory one can prove,

using a separation theorem, that these welfare weights exist, in applications the construction of an

aggregate welfare function involves identifying a set of appropriate weights.

Constructing the appropriate set of weights is not easy. The difficulty arises from the fact

that, even if each agent in the economy has recursive utility, the representative agent generally

does not have recursive utility. In a dynamic setting, these weights will change over time and

will in general depend on current time and the state of the world (Lucas and Stokey, 1984 and

Kan,1995). The technique proposed by Lucas and Stokey10 is recursive but it involves a multiplicity

of value functions11 and separate maximization and minimization problems.12 Thus, any technique

that would help reduce the difficulty in the construction of the aggregate welfare function for a
9Hence Vt(c

∗) is the gradient of J(Xt, λt, t) with respect to λt. This is trivial in the current context but the same
property will hold in the case of multiple agents (Section 3).

10Lucas and Stokey applies the technique to discrete time problems, as does the generalized version by Dana and
Le Van (1994). Epstein (1987) extends it to continuous time. Kan (1995) in discrete time and Duffie, Geoffard and
Skiadas (1994) in continuous time extend it to uncertainty.

11Lucas and Stokey do obtain the one value function corresponding to aggregate welfare (the function v(k, θ) in
their notation) but their algorithm also includes the explicit determination of the gamut of individual investors’ utility
levels (the vector z in their notation), in addition to the need, which we also have, to obtain the individual investors’
time varying weights (the vector w for next period, θ for this period, in their notation).

12Because of the recursive structure, Kan (1995) refers to the technique as “dynamic programming” but it is a
vectorial form of dynamic programming.
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Pareto-efficient allocation is valuable. The main objective of this section is to show in a dynamic

setting the usefulness of variational utility in this regard. We show that the standard form of

dynamic programming, involving one value (aggregate welfare) function, can still be used. The

non-recursivity of the welfare function is handled by means of appropriate state variables (which

are the time varying weights). These would have been present anyway in the Lucas and Stokey

program applied to the case of uncertainty.13 What we are proposing is indeed a net reduction in

the complexity of the formulation.

The definition of efficiency that we will use is the standard one used by Epstein (1987) and

Duffie, Geoffard and Skiadas (1994). There are N agents in the economy, each characterized

by a variational utility process {V n
t }, n = 1, . . . ,N . In light of Theorem 2.1, this is equivalent

to assuming that the agents’ preferences are represented by recursive utility functions. Let Fn

and fn, n = 1, . . . ,N , denote the corresponding felicity functions and aggregators respectively.

There is a total endowment e, an element of D+, that is to be shared among the N agents. An

allocation c = (c1, . . . , cN ) ∈ DN
+ is feasible if et ≥

∑N
n=1 c

n
t . Let α = (α1, . . . , αN ) be a N -

vector of strictly positive numbers. An allocation is said to be α-efficient if it is feasible and

it maximizes
∑N
n=1 α

nV n
0 (cn) among all feasible allocations. In what follows, any symbol which

carries a superscript n (n = 1, . . . ,N), refers to a variable attached to a particular agent of the

economy. When that same symbol appears without the superscript n, it is understood to refer to

the collection of variables of the whole population of the economy. This applies to c, α, ν, V , λ, f ,

and F .

In the first subsection below, we illustrate the basic idea of constructing the aggregate welfare

function in an economy without uncertainty. Then, in the following subsection, we provide a more

rigorous characterization of this idea under uncertainty.

3.1 The Certainty Case

We start with Epstein’s (1987) characterization of α-efficient allocations:

max
{cns }

∫
s≥t

N∑
n=1

[
λns f

n
(
cns , V

n
s

)
− λ̇nsV n

s

]
ds (15)

13See below, in Section 3.2, the Duffie, Geoffard, Skiadas (1994) formulation.
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subject to:

N∑
n=1

cns ≤ e(xs), (16)

V̇ n
s = −fn(cns , V

n
s ); n = 1, . . . ,N ; (17)

λ̇ns = λnfnV (cns , V
n
s ) ; λn0 = αn; n = 1, . . . ,N ; (18)

ẋs = η(xs), (19)

where a dot over a symbol denotes the time derivative and λn, V n and x are viewed as state

variables. The cumbersome aspect of this formulation is that it involves simultaneously the time

paths of both λn and V n for all n and hence a multiplicity of unknown value functions.

We illustrate now that the following optimization problem, with a suitable definition of the

felicity functions, Fn(cn, νn), has a solution in common with the Epstein problem:

J(x, λ) ≡ max
{cns }

min
{νns }

∫
s≥t

N∑
n=1

[
λnsF

n(cns , ν
n
s )
]
ds, (20)

subject to (16), (19), and:

λ̇ns = −νns λns ; n = 1, . . . ,N,

where λ = (λ1, . . . , λN ). The Bellman equation for this problem is:

0 = max
{cn}

{
N∑
n=1

λn min
νn

[
Fn(cn, νn)− Jλn(x, λ)νn

]
+ Jx(x, λ)b(x)

}
.

Differentiate it with respect to each λn to get:

0 = min
νn

[Fn(cn, νn)− Jλn(x, λ)νn]−
N∑
j=1

λjJλnλj (x, λ)νj(t) + Jλn,x(x, λ)η(x). (21)

Now, define the functions V n:

V n(x, λ) ≡ Jλn(x, λ),

with implied drift:

V̇ n
s = Jλn,x(x, λ)η(xs)−

N∑
j=1

λjsJλnλj(x, λ)νjs ,
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and also define the aggregator functions, fn, associated with Fn:

fn(cn, u) ≡ min
ν

[Fn(cn, ν)− uν] .

Then, (21) may be rewritten as

0 = fn
(
cn(t), V n

)
+ V̇ n,

which is (17), the second constraint in Epstein’s characterization of α-efficient allocations. As for

(20), it becomes, on the basis of (11):

max
{cns }

∫
s≥t

N∑
n=1

(
λns max

u

[
fn(cns , u) + νu

])
ds = max

{cns }

∫
s≥t

N∑
n=1

(
λns max

u

[
fn(cns , u)− λ̇n

λn
u

])
ds.

One recognizes Epstein’s objective function, equation (15). As for Epstein’s third constraint, equa-

tion (18), it is the first-order condition of the maxu problem above.

Thus, by formulating the α-efficient allocation problem by means of (20), we have reduced the

number of unknown value functions to only one.14.

3.2 The Uncertainty Case

Duffie, Geoffard and Skiadas (1994) show that, under the condition that fn, n = 1, . . . ,N , are

concave, α-efficient allocations always exist.15 They show further16 that if an α-efficient allocation

is bounded away from zero, which is the case when the total endowment e is bounded away from

zero and fn have the Inada property, then there exists a vector of time-varying weights λ and a

vector of time-varying values V such that an α-efficient allocation can be characterized as:

max
cns

N∑
n=1

λnt f
n(cnt , V

n
t ), (22)

subject to the feasibility constraint and the following double set of equations:

λnt = αn exp
(∫ t

0
fnV (cns , V

n
s )ds

)
; n = 1, . . . ,N, (23)

V n
t = Et

[∫ T

t
f(cns , V

n
s )ds

]
; n = 1, . . . ,N. (24)

14Moreover, the value function is positively linearly homogeneous in λ, which is a property that can be exploited
in specific applications; one such application is presented in Section 4.

15See their Theorem 1.
16See their Propositions 4 and 5.
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Moreover, if fn are strictly concave in c and three-times continuously differentiable, then the α-

efficient allocation is unique.

We relate now α-efficient allocations to an optimization problem that will prove analytically

more tractable. Assume that F (c, ν) is strictly concave in c. The alternative optimization problem

we shall consider is

J(x, λ, t) ≡ max
{cns }

min
{νns }

Et

{∫ T

t

N∑
n=1

λnsF
n(cns , ν

n
s ) ds

}
, (25)

subject to

N∑
n=1

cns ≤ e(xs), (26)

dλns = −νns λns ds; λn0 = αn; n = 1, . . . ,N, (27)

J(x, λ, T ) = 0.

In light of Theorem 2.1, and with α ≡ (α1, . . . , αN ):

J(x, α, 0) = max
{cns }

N∑
n=1

αnV n
0 (cn).

Since the existence of α-efficient allocations solutions to (22)-(24) is guaranteed under the

conditions mentioned above (Duffie, Geoffard and Skiadas, 1994), we proceed to the characterization

of these allocations using the above optimization problem and show that this problem is equivalent

to the problem given by (22)-(24).

We assume that the (m-vector) state process Xt is the solution of the stochastic differential

equation in (13) and its associated differential operator is given in (14). The Bellman equation of

(25) is, by definition,

0 = max
{cns }

min
{νns }

N∑
n=1

λn
[
Fn(cn, νn)− Jλn(x, λ, t)νn

]
+ LJ(x, λ, t). (28)

Remark: It is clear by inspection that this Bellman equation admits a solution which is positively

linearly homogeneous in λ.

We establish first that the optimization problem in (25) can be characterized by the Bellman

equation (28).
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Theorem 3.1 Suppose that (25) has a solution, that its value function J is twice continuously

differentiable in x, continuously differentiable in λ and t and has bounded derivatives, Jλ and Jx,

and that J satisfies the boundary condition J(x, λ, T ) = 0.

(a) If there exists a solution
(
C(x, λ, t), ν∗(x, λ, t)

)
to the Bellman equation in (28), and if c∗t =

C(Xt, λ
∗
t , t) is square-integrable, where {λ∗t } is the discount factor process associated with ν∗t ,

then J is the value function in (25).

(b) Conversely, if J is the value function in (25) and (c∗t , ν∗t , λ∗t ), with {λ∗t } as in part (a), solves

the problem in (25), then they satisfy the Bellman equation (28).

Proof : For (a), by the Implicit Function Theorem, there exists for each n a continuously differ-

entiable function νn(c, V ) that solves the minimization problem in the Minimum Principle. That

is,

Fn(c, νn(c, V ))− νn(c, V )V = min
νn

[Fn(c, νn)− νnV ].

Since
(
C(x, λ, t), ν∗(x, λ, t)

)
solves the Bellman equation (28),

ν∗n(x, λ, t) = νn(C(x, λ, t), Jλn(x, λ, t)).

Let c be an arbitrary feasible allocation; it follows from the Bellman equation that

0 ≥
N∑
n=1

λn
[
Fn(cn, νn(cn, Jλn))− Jλn(x, λ, t)νn(cn, Jλn)

]
+ LJ(x, λ, t).

Then, the standard argument for verification theorems (Fleming and Rishel, 1975) leads to

J(x, λ, t) ≥ Et
{∫ T

t

N∑
n=1

λnsF
n
(
cns , ν

n
s (cn, Jλn)

)
ds

}
≥ min
{νns }

Et

{∫ T

t

N∑
n=1

λnsF
n(cns , ν

n
s ) ds

}
.

Thus,

J(x, λ, t) ≥ max
{cns }

min
{νns }

Et

{∫ T

t

N∑
n=1

λnsF
n(cns , ν

n
s ) ds

}
.

Equality holds when the arbitrary c is replaced by c∗t .



Efficient intertemporal allocations 19

For (b), fix λ∗t and define

Ĵ(x, λ, t) = min
{νns }

Et

{∫ T

t

N∑
n=1

λnsF
n(c∗ns , ν

n
s ) ds

}
,

subject to (27). Then J(x, λ, t) ≥ Ĵ(x, λ, t) and J(x, λ∗t , t) = Ĵ(x, λ∗t , t). It can be verified that both

J(x, λ, t) and Ĵ(x, λ, t) are convex in λ. Thus, by Lucas and Stokey (1989, p.84):

Jλn(Xt, λ
∗, t) = Ĵλn(Xt, λ

∗, t) = min
{νns }

Et

{∫ T

t
λnsF

n(c∗ns , ν
n
s ) ds

}
.

Then, by Lemma 1 and the Implicit Function Theorem, ν∗nt = νn
(
c∗ns , Jλn(Xt, λ

∗
t , t)

)
, as in the

proof of part (a). In particular, {ν∗t } has right continuous sample paths.

Now, let c be a feasible allocation such that

λnt V
n
t (cn) = inf

νns
Et

{∫ t′

t
λnsF

n(cn, νns ) ds+ λnt′Jλn(Xt, λt′ , t)

}

has a solution
(
{V n

s (cn)}, {νns }
)
. It follows from Lemma 1 that νns = νn(cn, V n

s (cn)). Since

J(x, λ, t) ≥ Et
{∫ t′

t

N∑
n=1

λnsF
n(cns , ν

n(cn, V n
s (cn)) ds+ J(Xt′ , λt′ , t

′)

}
,

where we have used the fact that J is linearly homogeneous in λ, by Itô’s formula:

0 ≥ Et
{∫ t′

t

[
N∑
n=1

λns

(
Fn[cns , ν

n(cns , V
n
s (cn))] − νns Jλn

)
+ LJ

]
ds

}
.

Taking limits, and noting the right continuity of the integrand, we have

0 ≥
N∑
n=1

λnt

(
Fn[cnt , ν

n(cnt , Jλn(x, λt, t))] − νnt Jλn
)

+ LJ.

Thus, given that ct is arbitrary,

0 ≥ max
cn

min
νn

N∑
n=1

λnt

(
Fn(cn, νn) − νnJλn

)
+ LJ.
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Finally, since at c∗t we can replace the inequalities in the above derivation with equalities, we have

that (J, c∗t , ν
∗
t , λ
∗
t ) satisfies the Bellman equation.

Now we are ready to characterize α-efficient allocations as solutions of the Bellman equation

(28).

Theorem 3.2 The problem in (22), (23) and (24) has a solution if and only if the Bellman equation

(28) has a solution.

Proof : Suppose first that J(x, λ, t), C(x, λ, t), and ν(x, λ, t) taken together is a solution to (28).

Substitute them into (28), and differentiate with respect to each λn, to get

0 = Fn(Cn, νn)− Jλnνn −
N∑
j=1

νjλjJλjλn(x, λ, t) + LJλn(x, λ, t)

= fn(Cn, Jλn)−
N∑
j=1

νjλjJλjλn(x, λ, t) + LJλn(x, λ, t).

It follows from Duffie and Epstein (1992, Proposition 9), with (x, λ) as the state variables and

{Cn(x, λ, t)} as their Γ(x, λ, t), that V n
t (Cn) = Jλn and that V n

t (Cn) satisfies (24). Furthermore,

it follows from the minimization problem in the Bellman equation (28), from equation (12), and

from the Envelope Theorem, that λnt satisfies (23). Finally, upon using (12) again, the Bellman

equation (28) leads to

0 = max
cn

N∑
n=1

λnt f
n(cn, Jλn) + LJ.

Thus, Cn(x, λ, t) solves

max
cn

N∑
n=1

λnt f
n(cn, Jλn),

which is (22).

Conversely, suppose that (c∗t , V
∗
t , λ

∗
t ) satisfy (22), (23) and (24). Let ν∗nt = −fV (c∗nt , V

∗n
t ).

Then
dλ∗nt = −ν∗nt λ∗nt dt.
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Since by Theorem 2.1,

N∑
n=1

λ∗nt V
∗n
t = Et

{∫ T

t

N∑
n=1

[λ∗ns F
n(c∗ns , ν

∗n
s )] ds

}
≤ J(Xt, λ

∗
t , t),

the allocation must be a solution to (25). Thus, from Theorem 3.1, (c∗t , ν∗t , λ∗t , J) satisfies the

Bellman equation (28).

An immediate consequence of Theorems 3.1 and 3.2 is that, given recursive utilities {V n
t }, a

feasible allocation c∗ is α-efficient if and only if there exists a vector of dynamic weight processes,

λ∗t = (λ∗1t , . . . , λ∗Nt ), such that λ∗0 = α and the allocation maximizes

N∑
n=1

λ∗nt V
n
t (cn), ∀t.

Furthermore, the process for the weights is given by

dλ∗nt = −ν∗nt λ∗nt dt, λ∗0 = α; n = 1, . . . ,N,

where ν∗t is part of the solution to the Bellman equation (28).

Our characterization of α-efficient allocations as the solution to the Bellman equation (28)

is closely related to the max-min characterization given by Lucas and Stokey (1984) and Kan

(1995). The difference is that we are able to combine their separate max and min problems into

a single max-min problem with one value function. The individual investors’ utility level remain

implicit, encapsulated inside the welfare function; at no point in the course of our method do we

need to determine them explicitly. The relationship between the aggregate welfare process and the

individual investors’ utility processes has been established in the course of the proof: V n
t (Cn) = Jλn .

The latter are the gradients of the former taken with respect to the weights. By virtue of Euler’s

theorem, the aggregate welfare is indeed equal to a weighted sum of individual utility levels but the

weights are variable, which is how the Pareto-optimality problem is generalized from time-additive

utilities to recursive utilities.

4 An Example

In this section, we use a specific example to illustrate how one can use variational utility to solve

problems in multi-agent economies. We also discuss the advantages of our method compared to

that proposed in Duffie, Geoffard and Skiadas (1994).
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In our example, we consider an economy with n = 1, . . . ,N ≥ agents. The preferences of

each consumer are given by a special case of recursive utility, sometimes called Kreps-Porteus

utility. This utility function exhibits constant elasticity in two dimensions: risk aversion and

intertemporal substitution. The constant degree of relative risk aversion is equal to 1 − γ, with

γ < 1, 6= 0. Separately, the elasticity of intertemporal substitution, different for each investor is

equal to 1/(1 − ρn), where ρn < 1, 6= 0.17 We also assume that each consumer has a different rate

of impatience, βn. Thus, the felicity functions, Fn(cn, νn), are:18

Fn(cn, νn) = βn
(cn)γ

γ

[
− ρn − γ
γ − ρnνn

βn

] γ
ρn
−1

. (29)

The investors consume a single good and have access to two investment opportunities: (1) they

can buy shares in a constant-returns-to-scale production activity, whose random output per unit

of capital has a constant Gaussian distribution with fixed drift and diffusion parameters η and σ;

and, (2) they can borrow and lend to and from each other at the equilibrium riskless rate rt, which

varies over time in an endogenous fashion. Other notations are as follows:

Wn: wealth of each investor;

S =
∑N
n=1W

n: aggregate wealth and capital stock;19

wn: share of each investor’s wealth invested in the risky production opportunity;

cn: consumption rate of each investor.

The dynamics of an investor’s wealth, for a given investment decision wn and a given consump-

tion decision c, are well known:

dW n
s = {Wn

s [rs + wns (η − rs)]− cns } ds+W n
s w

n
s σdBs ; n = 1, . . . ,N,

where B is the one-dimensional Brownian motion affecting production. The dynamics of the ag-

gregate capital stock is the sum of the wealth equations (with
∑N
n=1w

n = 1). It simply reflects the

flow of goods; see equation (30) below.

Geoffard (1995) and Section 2 above allow us to write the objective function of each investor-
17The special case of the time-additive expected lifetime utility function is obtained for γ = ρ.
18 The felicity function (29) is the Legendre transform of the (normalized) aggregator proposed by Duffie and

Epstein (1992, page 367) for isoelastic, Kreps-Porteus preferences: f(c, v) = β
ρ
cρ−(γv)ρ/γ

(γv)
ρ
γ
−1

.

19take the same value because of the assumption of constant returns to scale.
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consumer with the aforementioned preferences in a pseudo time-additive form:

max
cn

min
νn

Et

{∫ ∞
t

λnsF
n(cns , ν

n
s )ds

}
,

subject to : dλns = −νns λns ds,

where λs may be interpreted as a psychological discount factor applicable to utility. However, the

discount factor is endogenous, since its dynamics are governed by the “choice variable” νn.

The objective function of the central planner is the sum of the individual objective functions;

hence, it may be written as:

J(S, λ1, . . . , λN ) ≡ max
{cn}

min
{νn}

Et

{∫ ∞
t

[
N∑
n=1

λnsF
n(cns , ν

n
s )

]
ds

}
,

subject to:

dSs =

(
Ss[ws(η − rs) + rs]−

N∑
n=1

cns

)
ds+ σwsSsdBs, S(0) = S, (30)

dλns = −νns λns ds, λn0 = αn; n = 1, . . . ,N,

where αn are some strictly positive constants and ws is the portfolio weight on the risky asset. The

value function J(S, λ1, . . . , λN ) satisfies the Bellman equation, which is:

0 = max
{cn,w}

min
{νn}

[
N∑
n=1

λn
(
Fn(cn, νn)− Jλnνn

)
+ JS

(
S[w(η − rt) + rt]−

N∑
n=1

cn
)

+
1
2
JSS(σ)2(wS)2

]
.

After substituting the optimal values for νn, one obtains:

0 = max
{cn,w}

 N∑
n=1

λn
βn

ρn
(cn)ρ

n − (γJλn)ρ
n/γ

(γJλn)
ρn

γ
−1

+ JS

(
S[w(η − rs) + rs]−

N∑
n=1

cn
)

+
1
2
JSSσ

2(wS)2

 .
(31)

Thus, to obtain the efficient allocation one needs to solve for only the single value function,

J(S, λ1, . . . , λN ), after substituting the first-order conditions:

0 = (η − rt)JS + JSSw
∗σ2S (32)

JS = λn
βn (cn)ρ

n−1

(γJλn)
ρn

γ
−1

; n = 1, . . . ,N. (33)
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This characterization of efficient allocation in terms of the single value function in (31) can be

compared with that of Duffie, Geoffard and Skiadas (1994), which in this example would be the

following set of double equations:20

λnt = αn exp
{∫ t

0

βn

ρn

[(
1− ρn

γ

)
(cns )ρ

n

(γV n
s )−

ρn

γ − γ
]
ds

}
; n = 1, . . . ,N, (34)

V n
t = Et

∫ T

t

βn

ρn
(cns )ρ

n − (γV n
s )ρ

n/γ

(γV n
s )

ρn

γ
−1

ds ; n = 1, . . . ,N (35)

a far more complex system of N forward and N backward stochastic integral equations. The

difficulty in solving such forward-backward equations is discussed in Schroder and Skiadas (1997).

Duffie et al. do not suggest any method to solve the above system but the following can be

envisaged.21 Introduce the unknown functions V n(S, λ1, . . . , λN ). Equation (35) means that the

drift of V n
t is equal to:

− β

ρn
(cns )ρ

n

− (αV n
s )ρ

n/γ

(γV n
s )

ρn

γ
−1

,

while (34) means that the drift of λnt is equal to:

βn

ρn

[(
1− ρn

γ

)
(cns )ρ

n

(γV n
s )−

ρn

γ − γ
]
λns .

Assembling this information into one partial differential equation for each agent, we get:

0 =
β

ρn
(cns )ρ

n

− (γV n
s )ρ

n/γ

(γV n
s )

ρn

γ
−1

+ V n
S

(
ηS −

N∑
n=1

cn
)

+
1
2
V n
SS (σ)2 (S)2

+
∑
j=1,2

V n
λj
βj

ρj

[(
1− ρn

γ

)(
cj
)ρj (

γV j
)− ρj

γ − γ
]
λj ; n = 1, . . . ,N, (36)

where we have imposed the market-clearing condition that w = 1 in equilibrium. To this system

of partial differential equations, one must append the first-order condition for consumptions that,

from (22), is:

λi
βi
(
ci
)ρi−1

(γV i)
ρi

γ
−1

= λj
βj
(
cj
)ρj−1

(γV j)
ρj

γ
−1
. (37)

20See (23) and (24) above.
21Schroder and Skiadas (1997) also discuss, for the case of a single agent, how one can use the results in Ma, Protter

and Yong (1994) to simplify the forward-backward stochastic differential equations.
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Compared to the 2×N unknown functions to be identified in (34) and (35), we now have only N

partial differential equations to solve. However, even this system of N partial differential equations,

with the cross-equation restriction in (37), will typically be more difficult to solve than the single

differential equation in (31), derived using variational utility. Below, we show how one can use the

single differential equation in (31) to obtain an explicit solution for the economy considered in our

example.

Taking advantage of the homogeneity of the unknown function J , it can be verified from equation

(31) that J can be written in the form: SγH(λ1, λ2). Substituting this into the first order condition

in (32) yields

w =
η − rt

σ2(1− γ)
.

Since in equilibrium w = 1, the above first order condition immediately implies that the equilibrium

short rate is

r = η − σ2(1− γ),

which is constant. Using this fact, and the existing results on Merton’s portfolio problem with

Kreps-Porteus utility (Svensson, 1989, Weil, 1990, and Schroder and Skiadas, 1997), the individual’s

utility is given by

An(Wn
t )γ ,

where the constant An is:

An =

[
(1− ρn)

(
βn − ρn

(
r − (η − r)2

σ2(1− γ)

))]1−1/ρn

, n = 1, . . . ,N.

Also, at the efficient allocation,

λitAi(W
i
t )
γ−1 = λjtAj(W

j
t )γ−1.

Collecting the above results, and writing Wn
t = θnt St, where

θnt =

[
ANλ

N
t

Anλnt

]1/(γ−1)

1 +
∑N−1
n=1

[
ANλ

N
t

Anλnt

]1/(γ−1)
, n = 1, . . . ,N − 1,

θNt = 1−
N−1∑
n=1

θnt ,
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we have the following closed-form expression for the value function:

J(St, λ1
t , . . . , λ

N
t ) =

[
N∑
n=1

λnt An(θnt )γ
]
Sγt .

This closed-form solution can be used to analyze the effect, on the efficient allocation, of differences

in the intertermporal elasticity of substitution across agents.

We should remark, and the careful reader may have already noticed, that the economy in

the above example does not meet some of the assumptions underlying the theorems in this or the

papers cited. For instance, the isoelastic felicity functions postulated in (29) may lead to an efficient

allocation for which the time path of the discount rate is not within a closed set [−a, a], as has been

assumed above.22 Also, the derivative of the value function of the dynamic program, Jx, is not

bounded, as assumed in Theorems 2.3 and 3.1.23 Finally, the endowment set defined by equation

(30) (with cns = 0) is not bounded away from zero with probability one.24 Of course, these are only

sufficient conditions for an equilibrium to exist. For the parametric case considered in the example,

the existence of a solution can be shown using other methods: Schroder and Skiadas (1997) have

shown that the Kreps-Porteus utility exists and Svensson (1989) and Schroder and Skiadas (1997)

have also shown the existence of a solution to Merton’s portfolio problem with Kreps-Porteus utility.

Based on these results, the above derivation not only gives the closed-form solution to the social

welfare function, but also shows, as a by-product, that the equilibrium exists.

5 Conclusion

Under certainty, and for the case of an economy with only one agent, Geoffard (1996) has extended

time-additive utility by modeling the discount factor as a particular function of the state. He calls

this more general class “variational utility.” He also shows the equivalence between a special case

of variational utility and recursive utility. In this paper, we have extended variational utility to a
22Stating the same issue in terms of the aggregator function f of footnote 18, it is clear that f does not satisfy

the growth and Lipschitz conditions. Duffie and Lions (1992) discuss how to address this problem in the Markovian
setting.

23This is because the felicity function (29) itself does not have a bounded derivative with respect to consumption.
Clearly that derivative approaches plus infinity as consumption approaches zero. In other words, the Inada condition
holds.

24That is, the variable S has a non zero probability of falling below any point no matter how close to zero that point
has been chosen to be. While we have not assumed boundedness away from zero explicitly in any of our theorems, we
have assumed the existence of a solution to problem (22)-(24) and Duffie, Geoffard and Skiadas (1994) have shown
the existence of a solution only under this assumption.
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stochastic environment, and have shown that stochastic variational utility is equivalent to recursive

utility under uncertainty.

Our main contribution is to have shown how to use variational utility to characterize Pareto-

efficient allocations in a multiagent economy where the individual agents have recursive utility.

This characterization of efficient allocations is in terms of a single value function rather than a

value function for each investor in the economy. Moreover, we have shown that one can solve for

the single value function using the familiar technique of stochastic dynamic programming.
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A The Uncertainty Case in Discrete Time

In this appendix, we show heuristically that the discrete-time efficiency problem expressed in the

form of variational utility is equivalent to the efficiency problem expressed in the form of a recursive

utility with a certainty equivalent operator equal to the expected value.

We start with the discrete-time analog of the welfare optimizing problem under uncertainty,

equation (25):

J(x, λ) ≡ max
{cnt }

min
{νnt }

Et
∑
s≥t

N∑
n=1

[
λn(s)Fn (cns , ν

n
s )
]
,

subject to feasibility constraints, and:

λnt+1 = [1− νnt ]λnt ; n = 1, . . . ,N.

The Bellman equation for this problem is:25

J(x, λ) = max
{cn}

min
{νn}

{
N∑
n=1

λnFn(cn, νn) +EtJ [xt+1, λ(1− ν)]

}
, (A1)

where we have used the shorthand: λ(1 − ν) ≡
(
λ1
(
1− ν1

)
, . . . , λN (1 − νN )

)
. The associated

first-order conditions for the min problem are:

0 = Fnνn (cn, νn)−EtJλn [xt+1, λ(1 − ν)] . (A2)

Differentiate (A1) with respect to each λn to get:

Jλn(x, λ) = Fn(cn, νn) + (1− νn)EtJλn [xt+1, λ(1− ν)] . (A3)

In these equations, we impose that (A2) be satisfied by a proper choice of {νn}.26 Now, define the

functions V n:
V n(x, λ) ≡ Jλn(x, λ),

25By virtue of the obvious homogeneity of degree 1 of the function J(x, λ) with respect to {λn}, we could rewrite
(A1) as:

J(x, λ) = max
{cn}

,min
{νn}

N∑
n=1

λn
{
Fn (cn, νn) + (1− νn)EtJλnxt+1

}
.

That would make it look similar to (28).
26This does not mean that:

Jλn(x, λ) = min
{νn}

{
Fn(cn, νn) + (1− νn)EtJλn [xt+1, λ(1− ν)]

}
.
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and the functions W n:
Wn(c, u) ≡ min

ν
[Fn(c, ν) + (1− ν)u] .

Then, the system of equations (A3) with the associated conditions (A2) imply that:

V n(x, λ) = Wn
{
cn, EtV

n[xt+1, λ(1− ν)]
}
, (A4)

an equation which shows that there exists an aggregator function W n and a value function V n for

each individual n, which define for this agent a recursive utility functional in discrete time. Each

step of the above heuristic proof is reversible so that equivalence is shown.

Remark: Equation (A4) defines a special form of recursive utility, viz. the form of recursive utility

in which the certainty equivalent operator is the expected value. In continuous time (Section 3.2),

this was without loss of generality since Duffie and Epstein (1992) have shown how aggregators

can be normalized so that the corresponding certainty equivalent is the expected value. In discrete

time, we are not aware of a similar result.

Remark: If the aggregator function W (c, u) is of the CES type:

W (c, u) =
[
cρ + β (γu)

ρ
γ

] γ
ρ 1
γ
,

then the corresponding felicity function, F (c, ν) ≡ maxu [W (c, u)− (1− ν)u], is:

F (c, ν) =
cγ

γ


1 + β

[(
1− ν
β

) γ
γ−ρ
− β

]−1

γ
ρ

− (1− ν)

[(
1− ν
β

) ρ
γ−ρ
− β

]− γ
ρ

 .
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