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ABSTRACT

Two striking facts describe work timing in the United States: a lower propensity to work
evenings and nights in large metropolitan areas, and a secular decline in such work since 1973. One
explanation is higher and possibly increasing crime in large areas. Ilink Current Population Survey
data on work timing to FBI crime reports. Neither fact is explained by changes in nor inter-area
differences in crime rates, but higher homicide rates do reduce such work. This reduction implicitly

costs the economy between $4 and $10 billion. This negative externality illustrates a larger class of

previously unmeasured costs of social pathologies.
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. INTRODUCTION -- TWO TANTALIZING FACTS

Elsewhere (Hamermesh [6, Chapter 3]) | have demonstrated that in the United Statesin 1991
workersin larger MSAswere |esslikely than workers el sewhere to be on the job in the evenings and
at nights. The interesting question about this fact is what causesit -- what is there in the nature of
large metropolitan areas that causes work to be bunched more during daylight hours? Crime, and
even more the fear of crime, suggestsitself as one possibility, since we know (e.g., from Glaeser et
a.[4]) that crimeismore prevaent inlargecities. | consider here whether this explanation is correct
and, more generally, how patterns of crime affect the timing of work. We can usetheresultsto draw
inferencesabout the exi stence and magnitude of some previously unexamined indirect economic costs
of crime. Thisdiscussion pointsto alarger class of issues regarding the impact of social pathologies
-- the welfare costs that they may generate because they shift work arrangements away from afirst-
best allocation of workers across space and over time.

Studying the relationship of crime to work timing could also help resolve another intriguing
puzzle. In Hamermesh [5] | show that between 1973 and 1991 there was a very sharp trend away
from work in the evenings and at nights in the United States. Evening/nights are when the fear of
crime is most likely to have had an effect. To what extent have the trends in work timing been
produced by changes in patterns of crime?

Section |1 of thisstudy presents model s of the determination of thetiming of work asit relates
to crime. In Section |11 | describe the data that provide the central basis for the empirical work and
also document the additional data used to anayze the nexus between work time and crime. In

Section IV | examine the robustness of the relationship between MSA size and work timing and



present an empirical analysis of the relation of crime to work timing. Section V' uses the results of
Section 1V to infer the external costs of crime that spill over onto the labor market.
[I. MODELSOF WORK TIMING AND CRIME
The worker’s choice of timing has been presented completely by Winston [15]. Let a
particular time of day be denoted by t (t = 1,...,24). Then the worker/consumer maximizes.

(1) Vi = ?Uit([l'l-r]! Ct) 1

subject to ?[wi L-Cl]=0,

where L isanindicator equaling 1 if personi works at timet, O if he or she does not; w is the wage
rate that person can obtain by working at time t, and C is the amount consumed at time t.
Consumption and leisure are assumed to be separable in (1). Since the t denote small discrete
intervals (hours), | assume that the person does not consume while at work, and | ignore discounting.
We can view employers as being differentially able to generate profits by producing at various times
of theday. Firmj'sprofit function is thus:

(2)  IL =II(3;Ny,...,824N,) ,

where N, is the number of workers employed at timet, and g, is the contribution of aworker at time
t to profits. Along with differencesin the II;, variations in the patterns of the g, across firms will
generate heterogeneity in firms' offers of work at different times.

The equilibrium alocation of work time is characterized by the assignment of workers to
firms, asis standard in models of implicit markets (Rosen [10]). Workers whose reservation wage
at timest islowest will be found working at those times in firms where the worker’ s productivity at
t is highest, other things equal. Depending on the distributions of reservation wages across
individuals and over al timest during the day, and on the distributions of the a ,, the market will
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generate a pattern of equilibrium wage differentials 0,. Each worker will face a vector of wagesw;,
=w,[1+ 0], wherew; istheworker’ swagerate at an arbitrarily chosent at which 6, = 0. Presumably
there are somet’ that are viewed as undesirable (as disamenities) by relatively more workers than
would be required to fill employers' labor demands at thoset’ if 0, were zero. At thosetimes 0, >
0. Moreover, workers with lower full earnings will be more likely to be at work at those times than
will otherwiseidentical workers: Assuming no correlation of tastesand full earnings, wewill observe
an income effect on the demand for the amenity, work at desirable times (daytime).

To account for the effects of crime, or fear of crime, onthisallocation, modify workers' utility
functionsin this model as:

(1') Vi = ?Uit(d)it[l_l-t]' Ct) 1

where ¢,, is ameasure that differs among individuals and over t and indicates the extent to which
individual i’s value of leisure is increased by the amount (fear) of crime at timet.* Introducing the
¢, adters the equilibrium matching of workers and firms. To the extent that workers have similar
patterns of the ¢,,, employers seeking workers at those times when ¢, is greatest will now have to
offer ahigher premium 0,, while the wage premia at those times when the ¢, are low will be smaller.
On the quantity side, lesswork will be performed at those times of the day when the ¢, are high, and
morewill be accomplished at those timeswhen they are small. Heterogeneity among workersin their
¢, will dter the worker-firm match by time of day from what it was when we assumed ¢,, = 0. The
work patterns of those workersi who see the greatest dispersion over t in their ¢,, will change most
when crime is added to this model of labor supply/consumption.

Taken together the model predictsthat where crime, or the fear of crime, ismore widespread

the pattern of work will, other things equal, be tilted away from those times when the danger is



greatest. This deflection will be especialy great for those workers whose potential [osses as crime
victimsarelarge. By relating information on workers' choices of timing to city-specific measures of
crime, we caninfer whether city-size effectsonwork timing result frominter-areadifferencesin crime
rates.

[I1. DATA AND DESCRIPTIVE STATISTICS

Data on the timing of work are very rare in the United States and elsewhere. Fortunately, as
part of the Multiple Jobholding Supplement to the May Current Population Surveys (CPS) in 1973-
78, and againin 1985 and 1991, Bureau of Labor Statistics enumerators asked respondentswhen they
usually started and ended work on their main jobs.> The questionsin the CPS are phrased as, “ Last
week at what time of day did ... begin [end] work on thisjob most days?’ Given this phrasing, the
responses presumably indicate when the person arrived at and | eft the workplace. Using the answers
to these questions, we can construct measures of L, for each worker in the sample. The empirical
analysisin this study is based on data from the surveys of 1973, 1978, 1985 and 1991.

The CPS aso containsawide variety of demographic information on the respondents. Thus
in attempting to identify the effects of crime on the timing of work | also adjust for differencesin:
Y ears of schooling attained; |abor-market experience (and its square), measured as age - years of
schooling - 6; the respondent’ s race (African-American or other) and whether or not he or she is
Hispanic; whether or not the person is married; and whether the person is located in the Northeast
or Midwest. These demographic variablesareincludedin al thelinear regressions or probit analyses
that examine the impact of crime on work timing; but because they are merely controls that are of

little interest per se, | neither present nor discuss their effects.



In addition to these demographic measures the CPS provides information on the industry in
which the worker’s main job is located. If defined narrowly enough, indicators of industrial
attachment can be viewed as proxiesfor technology (for theg, in(2)), so that they should beincluded
if we wish to isolate the effects of crime on the equilibriaof work timing. In the CPS the definitions
of industries were altered between the 1978 and 1985 surveys, so that one cannot smply use the
actual coding to adjust for industrial affiliation. Instead, | aggregate at variouslevelsto construct 58
industries (some essentially two- , somethree-digit SIC categories) that are consistently defined over
the eighteen-year period covered by the sample. Indicator variables based on this aggregation are
also included in the estimation in Section IV.

There is no obvious way to measure crime for purposes of inferring its impact on the
equilibrium structure of work timing. The idea data would show crime rates by time of day.
Unfortunately, such data are simply not available, instead being reported as aggregates over long
periods of time (ayear). Theidea datawould also show the rate of each mgor crime at both the
worker’s residence and hig’her job location, or even crime rates over the worker’s route of
commuting. Regrettably, the CPS data do not tell us the jurisdiction in which the worker resides:
We only know whether he/she lives in the centra city or a suburb of an MSA. Moreover, no
information is given in the CPS on the location of the worker’ s place of employment. While dataon
crime rates are available for some specific jurisdictions within MSAs, this is not true for al
jurisdictions, and even the central city-suburban distinction is not always available from the earlier
years that match the CPS data.

Given thesedifficultieswith the CPS dataand with the avail able dataon crime, we arethrown

back on using information on crime rates that cover the entire MSA where the worker resides. The



data are from variousissues of the FBI’ suniform crime reports, available by areaand state annually.®
| append these published data to the records of the individual workers in the CPS samples. For
workersin MSAsthat are included in the crime reports the crime rate for the MSA isincluded. For
workers outside those MSAs | assume that their decisions are motivated by the statewide crimerate
and append that datum to the file for them. These data are quite far from meeting all the desiderata
indicated above. To the extent that they are error-ridden, however, they will bias al the effects that
we estimate toward zero and reduce the chances of finding any relationship between crime rates and
the timing of work.

In addition to all the well-known problems of reporting crimes that arise in other contexts,
one would like to measure fear of crime rather than the actuality of crime, since the former is
presumably relevant in determining timing. Indeed, to the extent that the fear of crime in an entire
MSA iswhat affectsworkers' decisions, our inability to obtain data on crime specific to the location
of a worker’s residence or job may not be so great a problem. There is no satisfactory way of
measuring fear of crime on adisaggregated basis over time, so that | assume faute de mieux that fear
is directly proportional to the reported actuality of crime.* This assumption is justified by the
evidence (Skogan [13, p. 77]) that expressed fear of crime is highly positively correlated cross-
sectionally with actual crime rates.

| assume that reported crime rates, both levels and changes, are correct measures of actual

crimindity. The validity of this assumption presumably differs by type of crime. Thus rather than
aggregating into oneindex, al the estimates are based on rates of criminality by type of crime. Since
| wish to concentrate on fear of crime against the person, | include measures of rates of homicide,

rape, robbery and aggravated assault.®



| have presented temporal patterns and secular trends in the L, elsewhere (Hamermesh [5]
[6]), and there is no need to take up space with them here. Sufficeit to note that, of those men who
worked at al in 1991, over 7 percent were working at the least intensively worked time of day
(3AM). Evening and night work, while not standard, is not rare. Not surprisingly, given femae
employees lower average hours, the fractions of women workers who are at work are below those
of men at nearly all times.

Table 1 presents descriptive statistics of the crime rates that were linked to the CPS data.
Because there may be differences between the very largest MSAs and other large areas, |
disaggregate the sample into the top 5 M SAs by population average over the 1973-91 period, other
large (over 2.5 million population) M SAs, and the remaining workforce. Except for homicide, crime
rateswererising over thisperiod, especially the reported rate of aggravated assault. Inall categories
and at al timesthe reported crime rates are higher in the large M SAs than elsewhere; and, except for
rapein 1985 and 1991, crime rates were higher in the five largest MSAs than in other areas. Asthe
standard deviations suggest, however, there is tremendous variation in these rates across areas, so
that the frequency distributions of crime rates in the top five and other large MSAs overlap
substantially each other and those in other areas. This heterogeneity provides some hope that there
is sufficient variation in crime rates to allow the possibility of accounting for the facts described in
Section |.

V. DOESCRIME EXPLAIN THE CITY-SIZE EFFECT?

Before examining thisquestion it isworth checking that the differencesin work timing by size

of MSA hold in all the available data, not only in 1991 as already documented. Figures 1aand 1b

show the differences in the fraction of people at work at each hour of the day between workersin



large MSAs and other workers in May 1973, 1978, 1985 and 1991. Adjusted for differencesin
average total hours worked per day, there is consistently significantly less work in the evenings and
at nightsin the larger MSAs, and significantly more work performed during the daytime hours than
elsewhere. Notethat in Figure lathere is some evidence that the differences between menin large
M SAsand other areas became more pronounced over time (although thereisno obvioustrend among
femae workers). This gives an additional hint that considering crime, or the fear of crime, as an
explanation of inter-areadifferencesin work timing might be useful: If thefear of crimegrew inlarge
metropolitan areasrelative to the rest of the country, one might expect this pattern of changing work
timing to arise, even absent any relative increase in actua crime rates.

What followsis avariety of attempts to discover whether the city-size effects on the timing
of work shown in Figures 1 are real, or merely reflect correlations of city size and workers' and job
characteristics; and | examine the direct impact of crime on work timing. | estimate the coefficients
«, B and y from probit modelstreating L, . asanindicator that equalsoneif the underlying response
li.:s> 0, where:

(3) .= aZ .+ BTOPS, + BLARGE. + v, CRIME, + 8, YEAR + €., t=1,..24,

and s=1973,...,1991; Z represents the vector of worker and job characteristics discussed in Section
[11; TOPS indicatesresidencein one of thefivelargest MSAs; LARGE indicates residencein another
large MSA; CRIME is the vector of crime ratesin MSA or nonmetropolitan area c where person i
resides in year s; YEAR is a vector of indicator variables for the years s, and €, ., ¢ IS a random
disturbance in the probit describing the probability that worker i observed in year sisat work at time

t. | estimate the probits separately for men and women. While the results presented here are based



on the probits with the data pooled over the four years, separate probits for each year yield
qualitatively identical conclusions.®

Theinitial question iswhether the addition of the vectors Z and CRIME altersthe conclusion
that the pattern of work timing in large MSAs differs from that elsewhere. Figures 2 present the
estimated 3, and 3; for men and women for the four pooled CPS cross-sections. The standard errors
of these estimates are typically 0.003 or less, so that except for afew of the B; for men, and many
of them for women, the estimatesare significantly different from zero. Itisespecially noteworthy that
the estimated effects on work timing of location in the very largest metropolitan areas are highly
significantly nonzero. Most important, the parameter estimates show very clearly that, even
accounting for each worker’s demographic characteristics, each area’ s industria structure and its
crime rate, there is less evening and night work in large MSAs than elsewhere.” Indeed, the levels
and patterns of the 3, and [3; look quite similar to the raw differences in the averages of the L, that
were presented in Figures 1. One reasonable explanation is that there is something unobservably
different about workers' characteristics and preferences, and/or in technology, in large MSAs that
leads to temporal equilibria there that involve less evening and night work there.

To examine how criminality in an area affects patterns of work-timing we could report the
estimates of the vy, from (3). The difficulty with those estimates is that there may be some area-
specific effect, v, that we cannot observe but that is correlated with crime rates. This fixed effect
might, for example, reflect differences in the level of policing, the propensity to report crimes,
attitudes toward crime, or any characteristic that differs among areas and does not change over time
within an area. To account for this fixed effect | define a vector M of indicator variables, one for

each separate area (M SA or rest-of-state) and respecify the index function in (3) as.



()  l..=0aZ.+VyCRIME, +8YEAR + 8. M + €. ., t=1,.24.

The estimates of y, from (3) are then uncontaminated by any correlation between crime rates and
unobservable area-specific characteristics. Inthisfixed-effectsmodel any estimated impactsof crime
rates on work timing that we find are due solely to intra-area changes in crime rates. Of course, by
including the M, ., we subsume any effect of permanent inter-area differences in crime rates in the
estimates of the d.,,, so that the estimated vy, potentialy exclude some of the impact of crime onwork
timing.

Each estimated y, comes from equation (3') pooled over al four CPS samples, so that each
eguation contains over 100,000 observations. Despite that, and no doubt because of the inclusion
of area fixed effects, only a few of the v, for rates of reported robbery or aggravated assault are
sgnificantly different from zero at conventional levels. These effects are also very tiny, so that | do
not present them here and ignore them in the subsequent discussion.

Figures 3aand 3b show the estimates of the vy, for homicide separately for men and women.
The coefficients are amost al significantly nonzero, and they are not small. Moreover, and unlike
most other crimes, there are relatively few problems of systematic reporting errors for homicides.
Higher homicide rates are generally associated with lower propensitiesto work evenings and nights,
exactly asis predicted by utility-maximizing consumer’s behavior in the presence of firms' offers of
evening/night work at wage premia. That the effectsfor women are larger in percentage terms (since
women’s propensity to work evenings and nightsisless than men’s) is consistent with the impact of
demographic differentials in the fear of crime discussed in Section 11.

Many of they, on therate of criminal rape, shown in Figures 3c-d, are significant, particularly

the coefficients for both sexesin the night hours. Surprisingly, higher reported rape rates (actualy,
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increases in these rates within an area over time) are associated with relatively more work at night
andintheevenings. Thisresultisquiteinconsistent with the arguments about theimpact of workers
and firms maximizing responsesto crimeor to fear of crime. One possibility isthat we should ignore
the results, because reporting problems may be more serious for rape than for other violent crimes.
Why these reporting problems would generate this striking and counter-intuitive pattern of
coefficientsis, however, absolutely unclear.

Another possible explanation is that the positive effect is an artifact that would disappear if
we isolated the impact of variations in the rate of criminal rape on the work behavior of the most
likely predators and victims, younger persons. To examinethispossibility | interacted the four crime
measureswith anindicator of theindividual’ sage (lessthan 30). Whiletheinteractionswith the other
three crime measures were generally insignificant, the interaction with the rape rate was positive and
significant for men in the evenings and nights, negative and significant for women then. Indeed, the
main effects and interactions are such that older men’s choice of work timing is unaffected by
variationsin the rate of crimina rape, while younger women are deterred from evening/night work
when and where rape rates are higher. This suggests that the implications of the theory about the
impact of the fear of crime on the behavior of different demographic groups are confirmed.

The finding that differencesin the threat of homicide alter work patternsin away consi stent
with the theory is uncontaminated by correlations with any unchanging area-specific characteristic.?
It may, however, be the spurious result of a correlation of changing crime rates within areas with
changes in some other characteristic that is related to work timing. One possibility (devoid of any
theoretical basis but still worth pursuing) is that faster population growth is associated with more

rapid increasesin crime, and that such growth is associated with amovement away from evening and
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night work. Comparing changes in crime rates within MSAs to changesin MSA populations from
197310 1991, we find no evidence supporting even the precondition for this possibility: None of the
correlations of population growth with any of the four crimeratesis significantly different from zero
even at the 90-percent level.

Y et another possibility isthat work timing is affected by the homicide rate, but that the total
homicide rate is the wrong measure to use, since it includes many murders that result from intra-
family disputes. The fraction of all murders that were committed within families declined between
1976 and the early 1990s; and it may have done so at different rates across areas. To account for
this, | reestimated (3') using al workers located in those areas for which | could obtain data on the
fraction of homicides accounted for by family members.® Adding this measurein no way changed the
pattern of coefficients shown in Figures 3a and 3b.

Another possibility isthat including only theworker’ sindustry in the vector Z isnot sufficient,
and that excluding his or her occupation may be biasing the estimated impacts of TOP5 and LARGE
in (3) and of the crime ratesin (3). To account for this possibility | added a large vector of quite
narrowly defined occupations to these equations. Again, no qualitative changein the main results of
this section -- the continuing significance of the city-size effects, and the negative impact of the
homicide rate on the propensity to work evenings/nights -- was detected.

It seemsquitelikely that theincidence of the most seriousand most carefully reported crime--
homicide -- affects the timing of work in the expected directions. Despite that, differences in work
timing between workersin large metropolitan areas and those el sewhere are not significantly reduced
oncecriminal activity and ahost of demographic and industrial characteristicsareaccountedfor. The

first puzzle posed in the introduction is not explained by differential risks of crime.
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The second puzzle outlined in the Introduction is the national trend away from evening and
night work over this period. To examine this issue, for each t | compare the variance of the
coefficients 6, from (3 to the variance of these same coefficients from equations in which only the
three indicator variables for YEAR; are included. For both men and women the variances of these
coefficients are typically higher in the equations that include al the demographic, industry and crime
variables, and MSA fixed effects, than in the raw data. The secular trend toward reduced
evening/night work is not accounted for by any of the factors that are included in this study.*°

V. ANEW PERSPECTIVE ON THE ECONOMIC COST OF CRIME

There hasbeen avariety of estimatesof the direct monetary cost of crimein the United States.
For examplein 1994 the value of stolen property (through robberies, burglaries, larcenies and stolen
motor vehicles) alone was $8 billion.** This entire sum may not represent an economic cost, since
itisin part atransfer (involuntary, to be sure) from one owner of the property to another. Other
sources of economic loss, however, such as the value of lives lost to homicide, the value of lost
workdays resulting from crime victims' injuries, etc., surely add greatly to the total cost of crimein
the United States. Crime alsoimposesindirect monetary costs on society by forcing people and firms
to reallocate their activities to reduce the risk of becoming a victim of crime. Many of these are
monetary expenditures (see, for example, Cook [2]) designed to reduce one’s risk of becoming a
victim, and such activities themselves generate externaities, both negative and positive (Ayres and
Levitt [1]).

Possibly as important as these monetary costs, and apparently not heretofore measured (and
perhaps not even pointed out) aretheindirect nonmonetary costsof crimeasit affectsthe use of time.

Even asmple activity, like walking out of one’s way to avoid a dark street where the risk of crime
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isbelieved to be high, engenders some time costs that would not arisein acrime-free society. Asthe
theoretical discussion in Section |1 showed, absent crime we would observe some equilibrium
allocation of workers by timing of work. In the presence of crime that allocation is altered, with the
changes presumably reflecting a reduction in economic well-being. We can measure the cost of the
shift in work timing away from the crime-free equilibrium by assuming that evening and night work
pays a premium that induces workers to labor at these undesirable times. 1n the absence of crime
more work would be performed at such times. With higher crime rates the incentive to labor then
(the evening/night wage premium) becomes insufficient for some of the workers to overcome their
fear of crime. Such workers thus implicitly forego some earnings, and society is shifting production
away from times when the marginal worker will be more productive, because of the deterrent that
crime (or fear of crime) has created.

We can measure the indirect cost of crime that results from an inefficient allocation of work
timing as:
(4  Loss=-0*[WE] & AH-y,,,

t=8PM

where AH is the simulated change in the homicide rate (the one crime that we examined whose
reporting is likely to be fairly free of errors, and the one whose impacts on work timing were most
often significantly nonzero); vy, isthe margina impact of aone-unit increase in the homiciderate on
the propensity to work at timet, and WE isthe nationa wage bill. The term 6*[WE] thus measures
the total (extra) price paid nationally for evening and night work. | assume that there is a constant
wage premium 0* that would prevail during the evening and night hoursin alabor market fromwhich
the fear of homicide is absent. The terms AH-y,, , use the estimates of the previous section to

calculate the impact of the simulated change in the homicide rate on the propensity to work at time
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t, and thus measure the effect of a one-unit increase in the homicide rate on the quantity of
evening/night work performed.

We obvioudly cannot measure 0*. Clearly, however, 0*< 0, the existing premium for
evening and night work: Some part of whatever premium we observe being paid for evening/night
work reflects compensation for therisk of becoming ahomicidevictim. Regrettably, good estimates
of 0 are very difficult to produce. Some estimates have been generated for the United States
(Kostiuk [8]; Schumacher and Hirsch [11]; Shapiro [12]) suggesting that 0 isaround 10 percent, but
perhaps as much as 25 percent. Assuming that at most half of the observed pay premium is
compensation for therisk of becoming ahomicidevictim, in calculating thelossin (4) | usetherange
[0.05, 0.125] to proxy what the evening/night pay premium 0* would be.

The v,, , are taken from the fixed-effects estimates (equations (3")); E is national 1996
employment, and W is average hourly earningsin 1996. Finally, to err on the conservative side |
simulate achange in the homiciderate (AH) of -9.39 per 100,000 population, the difference between
the lowest average homicide rate in the four years in the sample and the highest minimum in those
four years. (Thisamountsto adrop in the homicide rate of around 75 percent, a huge decline, but
one that would till leave the U.S. homicide rate above that in most industrialized nations.) Given
the sizes of the y,,, , the smulated change in the homicide rate would lead to an increase in evening
and night work of around 0.2 hours per person (and, with the assumptions that underlay the
estimation of (3'), an offsetting decline in daytime work).*2

Under these assumptionsthewelfare cost of the effect of homicide onwork timing isbetween
$4 billion and $10 hillion (depending on the value of 6* chosen).’* (This ignores the role of risk-

aversioninthetypica worker'sutility function, which meansour estimates are biased upward to some
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unknown extent.) On a per-worker basis this amounts to between $32 and $80 per year. Under a
reasonable range of discount rates the present values of these sums are roughly between $300 and
$2000. Assuming that therisk of being ahomicidevictimisgreater in the evening and at night, these
amounts that workers are willing to forego to avoid evening and night work do not seem large
compared to an hedonic value of life that has been estimated to be around $10 million (Viscus [14]).

As afraction of American GDP the indirect cost of homicide that is generated through its
impact on the timing of work is obvioudy minute; but even the lower figure of $4 billion is half the
value of stolen property in the United States, suggesting that indirect economic costs are alarge but
insufficiently considered by-product of a socially harmful activity. The magnitude of these effects
suggeststhat theremay be substantia and previoudy unconsidered economic benefitsfromlegidation
and investments that would reduce the American homicide rate. For example, if even one-third of
the murdersin which handguns are the proximate cause of death could be avoided by restrictions on
owning handguns, the implied reduction in the indirect economic cost resulting from the atered
patterns of work timing would be between $1.1 and $2.8 billion.**

VI. CONCLUSIONS

We started with two “mysteries’ describing the timing of work in Americaz A lower
propensity to work evenings and nightsin large metropolitan areas, and a secular declinein evening
and night work. One possible explanation for these phenomenais the existence of higher crimerates
inlarge metropolitan areas, ratesthat may have been increasing secularly. To examinethis possibility
| have linked household data on the timing of work from 1973 to 1991 to FBI crime reports. The
evidenceisquite clear that neither of these mysteriesis explained by changes or inter-areadifferences

in crime rates.
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Thereisavariety of explanations for the difference in work timing by size of area, although
none of them is readily testable. One attractive explanation is that economies of temporal
agglomeration are complementary with economies of spatial agglomeration. The failure to account
for secular shifts in work timing also has a variety of possible explanations, with the ssimplest one
being supply-side responses to rising real full incomes.

| find significant impacts of inter-area differences in homicide rates on work timing: Higher
homicide rates deter working in the evening and at night and shift it to the daytime. Thisfinding is
robust to changes in specification that allow for unmeasurable area-specific effects. It is consistent
with the theory of the determination of equilibrium patterns of work timing and with observed wage
premiafor evening/night work.

Criminal activity imposesnegative externaitieson thelabor market, because crime, or thefear
of crime, generates departures from optimal patterns of work timing. The magnitude of the impacts
of homicide rates on work timing suggests that this cost is between $4 and $10 hillion. More
important than this specific calculation is the general implication that social pathologies ater the
timing of work and, indeed, the timing of economic activities generally, and that the sizes of these
effects can be approximated. These additional negative externalities are costs that problems of
homel essness, noninstitutionalized mental patients, and other difficulties impose on society. Thelr
magnitude offers the hope of additional, previously unnoticed benefits to successful attempts at the

amelioration of these socia problems.
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Table 1. Descriptive Statistics, Crime Rates by L ocation, 1973-91

Homicide Rape Robberies Aggravated NOBS
Assault

Top 5SMSASs.

1973 14.13 38.01 454.98 33L.75 5895
(2.27) (11.44) (188.36) (86.01)

1978 14.66 4225  467.20 379.11 5255
(2.85) (16.17) (237.84) (143.88)

1985 12.23 41.36  528.48 442.41 7715
(4.65) (13.82) (270.88) (172.97)

1991 13.68 35.86 570.66 579.10 10382
(8.01) (12.24) (353.29) (312.74)

Other Large M SAs:

1973 10.79 31.26 305.76 203.42 3962
(6.05) (14.16) (134.74) (86.72)

1978 11.69 41.36  300.77 258.50 4547
(6.25) (14.82) (96.81) (87.77)

1985 10.76 48.82  326.31 321.98 5971
(5.59) (15.75) (97.29) (67.70)

1991 13.46 52.06 384.41 505.96 7821
(6.53) (18.93) (199.20) (175.53)

Other:

1973 9.32 23.76  162.56 190.06 35247
(4.20) (7.83) (95.81) (79.29)

1978 829 2999 156.71 239.06 41550
(4.15) (12.95) (100.24) (115.83)

1985 6.89 34.86 156.14 279.03 48694
(3.61) (14.86) (117.60) (141.66)

1991 7.99 4555 195.31 388.58 42738

(5.71) (20.35) (165.67) (248.42)



FOOTNOTES

1. McDonald and Balkin [9] offer a somewhat related model that links people’ s willingness to
venture out of their homes at night to their subjective probability of being victimized by crime.

2. All the analysis presented in the text is based on this question. Using it ignores the possibility
that actual patterns of work timing may differ once one accounts for second jobs. Reestimates of
the equations presented here using those workers (94 percent of the total) who worked on only
one job showed no qualitative changes in the results.

3. These are published by the FBI under the title Uniform Crime Reports for the United Statesin
the earlier years and as Crime in the United States, in the later years.

4. While there is no evidence that fear of crime is growing faster than crime rates, thereis
substantial evidence (e.g., Dominitz and Manski [3]) that the belief that one will be a victim of
crime far exceeds the fraction of people who are victimized.

5. No doubt other crimes might affect the timing of work/leisure; but as a reasonable entry into
thistopic | concentrate on crimes against the person because they seem most likely to generate
nonzero values of the ¢, ; reporting of them islikely to be better, and, due to their greater
capacity to generate fear, the causation is more likely to be unidirectional to work timing.

6. The decision to work at hour t isin general not independent of the decision to work at hour
t+1. Thusr(e;q , € <q) # Ointhe estimatesof (3) fort = 1,...24. If we were to estimate (3)
using a linear-probability model, this dependence would not ater the estimated parameters, since
the vectors of regressors in each equation are the same. With a (nonlinear) probit model this
independence property of seemingly-unrelated |east-squares estimation no longer holds, so that
more efficient estimates are possible; but the computational burdens of estimating a system of 24
interrelated probits containing often 70 independent variables on over 100,000 observations are
prohibitive. That the results obtained here did not differ qualitatively when (3) was estimated
using a linear-probability model suggests that accounting for the intercorrelation of the error
terms would have only minor effects on the estimated probit parameters.

7. Theinclusion of the large vector of industry indicators should account for any technol ogy-
induced changes in the spatial agglomeration of finance/home offices that might have occurred
over this sample period.

8. | thank Vernon Henderson for suggesting this potential problem.

9. The unpublished table demonstrating this fact was provided by Daniel Nagin. The dataused in
the calculations were provided by Phyllis Reuther.

10. While avariety of theoretical arguments (e.g., Henderson [7]) suggest the potentia impact of
commuting costs (especialy time costs) on the time-series pattern of changing work timing,
attempts to explain the trend using Census information on commuting times showed no impact on
the pattern of work timing.

11. Calculated from Statistical Abstract of the United States, 1996, Table 318.




12. Because the length of the workday isimplicitly held fixed in (3'), summing in (4) from 8PM
through 6AM and weighting earnings by the evening/night premium correctly account for the
extra costs generated by the induced shift in work timing.

13. Even this estimate may be viewed as a lower bound, insofar as it does not account for the
responses to crime through changes in the location of work, and thus in work timing, that we
cannot take into account here.

14. Cadculated based on the ssmulations reported above and data for 1994 on the type of weapon
used in murders, from Statistical Abstract, 1996 Table 314.




