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I. INTRODUCTION.
It has often been suggested by economists and other social scientists that
the educational system may conveniently be viewed as a production
process.' The primary output of this process is an increase in the
student's stock of knowledge and skill, an output which acquires value by
augmenting the individual's ability to produce other goods and services.
The inputs to this process include the student's time (the productivity of
which depends upon a previously acquired stock of human capital), the
time of instructors, and a variety of forms of capital equipment which
augment the instructional process. When students acquire their educa-
tion in groups, it may be well to recognize that the input to this process
by one student may affect not only his own output but the output of
other students as welL2

In order to examine the usefulness of this view, I have attempted in
this study to estimate the relationship between specific measures of the
output of the educational process at the college level and proxies for
each of the dimensions of input specified above. These estimates are
derived by postulating rather simple functional relationships between
these input and output measures—referred to as educational pro-
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duction functions—and using multiple regression analysis to estimate
the parameters of these functions. These parameters are estimated from
data describing the input and outputs of the college experience for a
large sample of students entering college in 1960.

There are three primary objectives of this effort that attempts to
estimate the parameters of these production functions. As suggested
above, this analysis provides a means for evaluating the viability of
viewing the educational system as a production process. The failure to
observe consistent relationships between the supposed inputs and out-
puts of this process would cast doubt on the usefulness of this view.

If this approach does produce consistent input-output relationships,
the production function provides a useful device for evaluating the
efficiency of alternative patterns of investment. In particular, this pro-
duction function may provide a guide for students, educational adminis-
trators, and the public generally in attempting to improve the efficiency
of educational investment.

Finally, since the output of the educational system, once produced,
cannot be freely bought and sold, the process by which educational
services are produced has important implications for the distribution of
educational services. For a variety of reasons, students from high-
income family backgrounds possess a larger stock of human capital upon
entry to college than students from low-income family backgrounds. In
addition, these students are capable of making larger financial invest-
ments in college than those from low-income backgrounds. The produc-
tion function provides a mechanism for evaluating the importance of
each of these advantages and enables us to assess the usefulness of
alternative means for achieving a more egalitarian distribution of educa-
tional output.

The remainder of this study is divided into four parts. First, the
results of a number of other studies of the relationships between specific
inputs and outputs of the college process are examined. In Section III,
the model and estimating procedure used in this study are discussed in
some detail; and, in Section IV, the estimated parameters of that model
are evaluated. Section V summarizes the primary policy implications of
this study.

II. OTHER STUDIES
While a number of other studies have examined the relationship be-
tween educational inputs and outputs, it is difficult to generalize from
the results of these studies. Thus, a study by Hunt [16] examines, for a
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sample of college graduates, the relationship among earnings in 1947,
ability level, and expenditure per pupil at the college they attended.
This study suggests that after controlling for the student's ability level,
expenditure per pupil has little effect on earnings. In examining the

• relationship between earnings and school expenditures, Hunt controls
for several factors which may themselves be responsive to college qual-
ity. These include the student's likelihood of graduation from college,
the student's decision to attend graduate school, as well as certain
aspects of the student's career choice. Moreover, expenditure per pupil
at these colleges as of a point in time is used to measure college quality
over the period of nearly half a century. Both of these factors may have
reduced the magnitude and statistical significance of the relationship
between college quality and earnings. On the other hand, another
aspect of the model operates in the opposite direction. Hunt uses both
the average ability of the student body and expenditure per pupil to
measure college quality, but these measures are not examined simulta-
neously. Consequently, the estimated effect on earnings of increasing
expenditure per pupil at a college may include the effect of increasing
the quality of the student body at the college.

Weisbrod and Karpoff [26] examine the relationship among the
ings of college graduates, their ability, and the quality of the college
they attended. In their study, both of these inputs appear related to
earnings, but the authors do not test the statistical significance of this
relationship. Moreover, since the measure of college quality is a subjec-
tive one, it would be difficult to use these results to evaluate the
efficiency of alternative patterns of educational investment.

The most recent examination of this relationship is that of Daniere and
Mechling [11]. In this study they construct an earnings composite for
each of a number of colleges. This composite, which is based on the
graduation rate at each college and the career pattern of graduates
observed five years after graduation, is then related to the average
ability of the student body and the level of expenditure per pupil at

colleges. The results indicate positive returns on increased expen-
diture per student and a particularly high return in low-expenditure,
high-ability institutions. Unfortunately, Daniere and Mechling fail to
test the statistical significance of these relationships. Moreover, the use
of expenditures as the single measure of college quality may, as we
suggested above, overestimate the returns to educational investment.

A number of studies examine the relationship between the quality of
the inputs to a student's undergraduate experience and the likelihood of
attaining a Ph. D. degree. Knapp and Goodrich [19] suggest that there is
a substantial difference between high- and low-quality colleges in this
regard. However, as other authors point out, this study fails to control
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for differences in the student's input to this process. Holland [15],
Thistlethwaite [25], and Astin [1] all try to remedy this deficiency, and
their studies suggest a more, modest role for college quality. Astin's
study does suggest that increasing the ratio of faculty to students in-
creases the fraction of entrants who receive Ph. D. degrees.

One of the most complex models of the educational process is ' that
examined by Astin in a recent article in Science [2]. In this study, the
output measures are the student's scores on the Graduate Record
Examination's achievement tests in the natural sciences, humanities,
and the social sciences. The scores on these tests by each of 669 students
in 38 colleges and universities are related to nearly 170 measures of
educational input. These include over 100 measures of student input
such as the student's scores on aptitude tests administered prior to
college entry, measures of the student's socioeconOmic background,
characteristics of the high school attended, and measures reflecting
the student's career choice. In measuring the characteristics of the
student's college, the study included the average ability level of students
in that college, measures of expenditure per student in the college,
enrollment level, academic competitiveness, and the region and size of
the community in which the college is located. In addition, a number of
measures were included reflecting interaction among these variables.

On the basis of regressions relating these inputs to each of the three
output measures, the study concludes that college characteristics have
little effect on student achievement. This conclusion is based on the fact
that after controlling for measures of student input, only two measures of
college input—library expenditures and a composite reflecting total
affluence of the college—have a significant effect on college output.

This conclusion may be misleading. Given the number of variables
used in this analysis, it is not surprising that many of the school input
measures have no significant effect on student performance. Due to the
high degree of multicollinearity among these input measures, there is
little independent variance in any of the school inputs. Therefore, the
effects of these inputs can only be estimated with substantial error.
Consequently, although Astin is not able to reject the hypothesis that
the effect of these variables is zero, he would also be unable to reject the
hypothesis that they have a substantial effect. This should not be taken
as evidence that these variables have no effect, but as evidence that
Astin's model is far too complex to be evaluated with the data available.3

In summary, the literature on relating college inputs and outputs is
rather inconclusive with respect to the impact of increasing college
quality. Those studies which have failed to show a significant relation-
ship between the level of investment per student and measures of
output all appear to have examined measures of input which may have
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Holland [15], been too highly disaggregated, given the quality of the available data.
deficiency, and On the other hand, studies which show a substantial return on these
quality. Astin's S investments have generally failed to test for statistical significance or
to students in- have used input measures which are so highly aggregative as to be of
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background, In analyzing the production of educational services, data on students
ures reflecting from the Project Talent data bank were used.4 The students included in

of the the sample are males who were high school seniors in 1960, who
level of students responded to both follow-up questionnaires, and who had entered four-
in the college, year colleges as full-time students in September of that year. Various

tgion and size of forms of nonresponse and the requirement that each student in the final
a number of sample attend a college attended by at least ten other students from the

ese variables, sample reduced the final sample to about 3,000 students attending 200
ch of the three different colleges. The data on these students from the Project Talent
acteristics have Survey is supplemented by data on the colleges they attended from the
ased on the fact Higher Education General Information Survey.5
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bce. Due to the measures are used. The first of these is a variable which takes on the
asures, there is value one if the student graduates within five years and is zero oth-
Therefore, the erwise. The second measure, which is assessed only for students who

error. graduate within five years, takes on the value one if the student goes on
Ihypothesis that to graduate school and is zero otherwise. The estimated relationship

to reject the between these measures and various inputs reflects the effects on the
Id not be taken probability of college graduation or graduate school attendance of vary-

evidence that ing each of these inputs, while holding all other inputs constant.
data available.3 There are two primary drawbacks to these variables as measures of
and Outputs is college output. First, they clearly do not represent a complete specifica-

college tion of the output of the college process. There are many other dimen-
relation- sions of success in college which are not reflected either by graduation

measures of or graduate school attendance. This, of course, limits the ability to
rhich may have generalize from the results of this study. If no significant relation-
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ship between these measures and the inputs to the educational process
is found, it may not follow that the production model is inappropriate to
the educational process but only that these are inappropriate measures
of output. On the other hand, if significant relati6nships are uncovered
in this analysis, this should serve to encourage application of this model
to other indexes of output as well.

A second difficulty stems from the subjective nature of these output
measures. The standards for graduation may vary from institution to
institution and from student to student, and moreover, these standards
may themselves be an increasing function of the inputs to the educa-
tional process. Similarly, while the model explored in this study suggests
that a student's likelihood of attending graduate school depends upon
the quality of his undergraduate experience, it is also likely to depend
upon the student's assessment of the attractiveness of the other oppor-
tunities available to him at the time of graduate school attendance. The
quality of these opportunities may also depend upon the quality of the
student's undergraduate experience. Consequently, the estimated rela-
tionships between these output measures and the inputs to the educa-
tional process are likely to underestimate the effect of these inputs on
the quality of the undergraduate experience.

Despite these limitations, there are good reasons for using these
variables as measures of output. After adjustment for the costs of these
investments, students with graduate training earn more than graduates
who do not go into graduate school, and both of these groups earn more,
on average, than college entrants who do not graduate. The relationship
between these events and earnings suggests that college graduates have
acquired more productive capacity from college than dropouts and that
students attending graduate school have acquired more than those who
terminate their formal education upon graduation. If, as has often been
alleged, the objective of investment in education is to increase produc-
tive capacity, then it should be useful to explore the relationship between
the level of this investment and the likelihood of these events.
Moreover, given the relationship between these events and lifetime
earnings, they should be of interest to students even if they are unre-
lated to productivity.

Even in the absence of a relation to earnings, these events represent
viable measures of college output. In the current context, a student who
fails to graduate is generally dissatisfied with the college he attends or
has been found a less-than-satisfactory student by the faculty of that
college. By the same token, graduate school attendance is a reflection of
a high level of satisfaction with the educational process. The prospective
graduate student is sufficiently satisfied with his undergraduate experi-
ence to extend this process. The graduate or professional school, in

admitting this
undergraduate,
cases, it is

educational pr
comes while i

Functional Forr

The output m
additive functi

(1)

where

'1', = a durni
(gradua

= a
student

= the par
a stoch

Multiple regr
this model. A
squares or
eters. Howev
these estimate

is

(2) VAR( =

where

X, = the vec
/3 = the vec

which clearly
restored by re

(3) Yo1ti

where

(4) =

Estimates of fi
will be
weighting by

100 investments in Training 101 Lewis



Icatiorlal process
inappropriate to
priate measures
S are uncovered

of this model

of these output
m institution to
these standards

s

to
e other oppor-
ttendance. The
e quality of the
estimated rela-
s to the educa-
these inputs on

using these
costs of these

than graduates
bups earn more,

relationship
graduates have

}opouts and that
than those who
has often been

produc-
ionship between

these events.
and lifetime

F they are unre-

represent
t, a student who
te he attends or

J faculty of that
a reflection of

jThe prospective
experi-

school, in

admitting this student, is expressing satisfaction with the caliber of his
undergraduate program and his performance in that program. In both
cases, it is useful to see whether increasing the level of input to the
educational process can reduce the probability of unsatisfactory out-
comes while increasing the likelihood of more satisfactory outcomes.

Functional Form and Estimation Procedure
The output measures used in this analysis are assumed to be linear,
additive functions of the inputs to the educational process. That is

(1) = /3o + + f32X2, + ... + + E•

where

= a dummy variable which takes on the value one if the ith entrant
(graduate) graduates (attends graduate school) and is zero otherwise;

= a measure of the jth input to the educational process the ith
student;

f3, = the parameters of the model; and
= a stochastic term.

Multiple regression analysis is used to estimate the parameters of
this model. Assuming the expected value of is 0, ordinary least
squares or regression would produce unbiased estimates of these param-
eters. However, given the limited nature of the dependent variable,
these estimates would clearly not be minimum variance. The variance of
€i

(2) VAR(€,) = —

where

= the vector of input values for the ith student; and
/3 = the vector of parameters;

which clearly depends upon the value of Homoscedasticity can be
restored by redefining the model as

yY, = +

where

(4)
= -

Estimates of /3 made by applying least squares regression to this model
will be minimum variance, and if the assumptions of the model hold,
weighting by will not change the expected value of the regression
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coefficients. To estimate the parameters of this modified model, an
estimate of the parameters of these equations using ordinary least
squares was first obtained. These are then used to estimate and
student's input and output measures are multiplied by the appropriate
value of Minimum variance estimates of /3 are obtained by applying
least squares regression to these modified data.6

In addition to these statistical difficulties, the linear additive model
precludes the possibility that the productivity of inputs to the educa-
tional process depends upon their own level or the level of other inputs.
In part, this problem is dealt with by measuring these inputs in a
manner which takes account of certain forms of nonlinearity. For exam-
ple, by including a variable and the square of that variable as input 5
measures, the possibility that the productivity of that variable depends
upon its level is considered. To explore the possibility of other forms of
nonlinearity, the students are divided into subsamples in which the
range of specific inputs is restricted. By estimating the parameters of the
production function separately for each of these subsamples and compar-
ing these parameters, the extent and magnitude of interaction among
the inputs to the educational process is examined.

0
V
C

Measures of Input
In this model, it is assumed that these output measures are functions of c
three dimensions of input: the time and effort each student brings to the w =
educational process, the quality of the faculty and facilities available to
each student at the college attended, and the quality of the other 0
students in the college attended. Each of these dimensions of input is
measured by a number of separate variables. The means and standard 2
deviations of these measures for all students and for students in public
and private colleges are described in Tables 1 and 2.

The quality of the effort the student brings to the educational process
depends upon the quality of the academic skills he has acquired prior to
college entry. These skills have been measured for the students in our
sample by a battery of ability tests administered about six months prior
to college entry. Principal components analysis has been used to mea-
sure the separate dimensions of ability reflected in these tests, and the
students' scores on these principal components are used as input mea-
sures.7 Preliminary analysis suggested that a number of these compo-
nents were not related to success in college, and these were dropped
from subsequent analyses.8

At the time the student decides whether or not to attend graduate
school, these skills have been altered by the nature of the undergraduate

In
4
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experience. Given the substantial differences in the rate of student the student of
development in college, ability at the time of college entrance may be a extent of this
poor predictor of the student's ability at the time of college graduation. between annua
Consequently, in estimating the likelihood of graduate school atten- This variable wi
dance, the student's grades in college are included as an additional bility of gradun
measure of student input to the educational process. These may be not statistically
viewed as an intermediate output of the educational process which then The second
exerts an effect on the student's desire and ability to gain entrance to quantity and
graduate school.9 attended by ea

In addition to these skills, the quality and quantity of the effort the measured by ti
student brings to the educational process depends upon the na- leges, and the
ture of the student's living environment while in college. About half First, expenditi
the students in our sam pie worked for pay while in college, and those research and ot
students worked an average of 22 hours per week during the school all other expem
year. It seems reasonable to suppose that, at least in excess of some tarities betweei
reasonable number of hours, working for pay reduces the time the that research e
student spends on the educational process. Hence, the model includes instructional pr
as a negative input a variable measuring the number of hours the to the extent th
student worked for pay while in college. In order to take account of the and facilities, iii
possibility that the adverse effects of working for pay do not begin until output of the
the student works in excess of a certain number of hours, a dummy The remainit
variable which takes on the value one if the student works and is zero and other pers
otherwise is also included, maintenance of

In addition, the students in the sample varied in the nature of their ponents. First,
living environments while in college. About 40 per cent of the students which would ii
in the sample described in Table 1 lived at home while attending actual student-f
college. While living at home may reduce the financial costs of college student-faculty
attendance, it may also reduce the input to the student's college pro- facilities for
gram by limiting his contact with the informal education process which pret. If reducii
takes place among those students who live at school. To reflect this graduate school
possibility, the model includes a variable which takes on the value or otherwise in
one if the student lives at home while in college and is zero otherwise. the educational

Students also differ in the amount that they spend on their living instructional ex
accommodations while in college. While the average student in the interpret the p
sample reported spending about $600 per year on room, board, and other hand, other
college expenses, 13.2 per cent spent $1,000 or more per year, and 33 class size has lit
per cent spent less than $300. These differences reflect the fact that a If this is the cas
student may reduce his living expenditures by substituting time for be obscured by
money in structuring his living environment, or by reducing the quality would be heavi
of that environment. However, these adjustments are likely to reduce While the ab
either the quantity or the quality of the effort the student brings to the does not seem
educational process. Thus, by living in overcrowded or dilapidated hous- increases linear.
ing, the costs of college attendance are reduced, but this may deprive it probably cosi

106 Investments in College Training 107 Lewis J
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the student of an adequate place to study or to relax from studying. The
extent of this relationship is explored by examining the relationship
between annual living expenditures and the rate of college graduation.
This variable was initially included asan input in estimating the proba-
bility of graduate school attendance. However, its effect was small and
not statistically significant and was dropped from that model.

The second dimension of input examined in this study reflects the
quantity and quality of the instructional facilities available at the college
attended by each of the students in the sample. These resources are
measured by the level of current expenditure per pupil at these col-
leges, and these expenditures are separated into three components.
First, expenditures which have been specifically earmarked for organized
research and other noninstructional activities have been separated from
all other expenditures. Thus, while there may be important complemen-
tarities between research and teaching, it seems reasonable to suppose
that research expenditures will have less effect on the quality of the
instructional process than other components of expenditure. Moreover,
to the extent that research and teaching are competitors for faculty time
and facilities, increasing research expenditure may actually diminish the
output of the instructional process.

The remaining expenditures, which include expenditures for faculty
and other personnel, library expenditures, and expenditures for the
maintenance of buildings and equipment, were separated into two com-
ponents. First, these expenditures were adjusted to reflect the level
which would have prevailed at a student-faculty ratio of 20:L'° The
actual student-faculty ratio is included as a separate input measure. The
student-faculty ratio has been separated from other instructional
facilities for two reasons. Its effect, if any, is reasonably easy to inter-
pret. If reducing this ratio increases either the rate of graduation or
graduate school attendance, this would suggest that reducing class size
or otherwise increasing student-faculty contact increases the output of
the educational process. The data available on the other components of
instructional expenditure are already too highly aggregated to clearly
interpret the policy implications of its effect on output. On the other
hand, other studies of the educational process suggest that reducing
class size has little or no effect on the output of the educational process.
If this is the case, the effects of other components of expenditures would
be obscured by combining them in a single expenditure measure which
would be heavily influenced by the student-faculty ratio.

While the above resources were measured on a per-student basis, it
does not seem reasonable to suppose that the quality of these resources
increases linearly with the level of expenditure per pupil. For example,
it probably costs less per student to maintain an adequate library in a

107 Lewis J. Pert



4.

large than in a small school. On the other hand, beyond a certain size, .

further increases in the size of the student population may produce an
impersonality deleterious to the educational process. In order to mea-
sure these economies and diseconomies of scale, both enrollment and
the square of enrollment are included as inputs to the educational 8

process.
The quality of a college may depend not only on the quality of its

facilities but on the quality of the student body. Students clearly learn ci)

from each other as well as from their instructors, and moreover, the .? c

quality of the student body influences the level of instruction which is
possible. Consequently, as a third dimension of input, a measure of
the average ability level of the students at each of the colleges in this
sample has been included. This measure is the mean score on the first
principal component of ability of the students in the Talent sample
attending each of these colleges. Since the Project Talent sample from
which these students are drawn is roughly representative of the high
school population, the students in this sample at each college are
roughly representative of the student body at those colleges." 2

In estimating the relationship between these inputs and the rate of
graduate school attendance, an effort has been made to hold constant the
student's choice of undergraduate major. Other studies have shown that
students in some fields are much more likely to go on to graduate school
than others, Since these fields of study may also vary in the ability level
of the students they attract, it is necessary to control for this choice in
order to avoid biasing the effect of other Undergraduate
majors have been grouped into four categories: mathematics and the
physical sciences, the social sciences and humanities, engineering, and
professional fields requiring postgraduate training (law, medicine, den- 0
tistry, and so forth). Dummy variables are used to reflect the student's (;5

presence in each of these categories. Students not included in any of
these majors were recorded as zero on all four of these variables.

IV. EMPIRICAL RESULTS 0 c
1_

The Linear Model
bOY

Tables 3 and 4 describe the estimated parameters relating each input
measure to the rates of graduation and graduate school attendance
respectively. In each case, the regression coefficients described in these
tables have been scaled to reflect the effect of a unit change in each of

In

I—
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the inputs on the number of graduates (graduate school attenders) per
100 entrants (graduates). Consequently, unit changes in these output
measures are referred to as changes of 1 percentage point in the rate of
graduation or graduate school attendance.

The results of these tables indicate that the quality and quantity of the
effort the student brings to the educational process have pronounced
effects on the student's likelihood of graduation and graduate school
attendance. Considering the rate of graduation first, note that each of
the six components of ability examined has a statistically significant effect
on this output measure. A 10 percentile increase in the first of these
components would appear to result in a 4.5 percentage point increase in
the graduation rate, while a 10 percentile increase in the second compo-
nent would increase the graduation rate by 3.1 percentage points. The
significance of these magnitudes becomes apparent if they are used to
examine the probable graduation rate of students currently not attending
college. Students not attending college in 1960 have ability scores 42
percentiles lower on the first ability measure and 23 percentiles lower
on the second than those attending college. As a result of this difference,
if those not attending were to attend college, they would have a gradua-
tion rate 25 percentage points lower than the average student currently
enrolled.

Examining the effect of these ability measures on the rate of graduate
school attendance involves estimating both the direct effect of these
inputs and any indirect effects which ability exerts on graduate school
attendance through its effect on grades in college. In order to determine
these indirect effects, the relationship between these test scores and
grades in college are estimated in Table 5. Including both direct and
indirect effects, a 10 percentile increase in these ability measures would
increase the rate of graduate school attendance by 2.5 percentage points
in the case of ability measure one and 1.9 percentage points in the case
of ability measure two. The effects of the other ability measures exam-
ined, both direct and indirect, are quite modest.

The amount of time the student spends working for pay while in
college also appears to affect adversely his chances of graduation and
graduate school attendance. In the case of graduation, this adverse effect
does not begin unless the student works in excess of 16 hours per week.
However, each hour worked in excess of 16 reduces the rate of graduate
school attendance by nearly 1.2 percentage points. In the case of
graduate school attendance, the adverse effects of working for pay begin
after 14 hours per week and reduce the rate of graduation by .8 percent-
age points per hour worked.

The impact of other components of the student's living environment
while in college is less straightforward. Living expenditure, which is not

113 Lewis J. Pen
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included in the equation estimating the rate of graduate school atten-
dance, has a quite modest positive effect on the rate of graduation, and
the high standard error of estimate makes it difficult to generalize about
the effect of this variable. Living at home has a pronounced effect on
both graduation and graduate school attendance but in opposite direc-
tions. The student who lives at home has a graduation rate 4.1. percent-
age points lower, and (if he does graduate) a rate of graduate school
attendance 6.2 percentage points higher, than a similar student who
does not live at home. There are several plausible explanations for the
apparent inconsistency in the effect of this variable. Other analyses of
this data which we have conducted suggest that the adverse effects of
living at home occur primarily for low-ability students. Consequently,
the average ability of college graduates who live at home may be greater
than that of graduates who live at school. This would explain the
positive relationship between living at home and graduate school atten-
dance. Moreover, since living at home reduces the costs of college
attendance, students who live at home may be able to finance the costs
of graduate school attendance more easily than students from similar
backgrounds who live at school.

In examining the effect of college characteristics, we find sharp differ-
ences between the effect of these measures on the rates of graduation
and graduate school attendance. Of these measures, only research ex-
penditures has a statistically significant effect on the graduation rate, and
its effect is so modest—each $100 increase in research expenditures
results in a .2 percentage point increase in the graduation rate—that it
may be ignored. Increasing the average ability level of other students
and reducing the student-faculty ratio both have positive effects on the
graduation rate, but these effects are not statistically significant. While
the effect of increasing instructional expenditures is also not statistically
significant, it has an unexpected sign. Altering the enrollment level had
little or no effect on the graduation rate.

The rate at which graduates attend graduate and professional schools
appears sensitive to changes in the level of instructional expenditures
per student. Each $100 increase in this component of input raises the
rate of graduate school attendance by 1.2 percentage points. Since the
colleges in Our sample range from those spending as little as $350 to
those spending nearly $4,000 on these inputs, the importance of this
measure of college quality in explaining variations in the rate of graduate
school attendance is substantial. Neither research expenditure nor aver-
age student ability has either large or statistically significant effects on
the rate of graduate school attendance. On the other hand, the effect of
varying the student-faculty ratio is substantial, significant, and has an
unexpected sign. The model suggests that reducing the student-faculty
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ratio from 30:1 to 20:1 reduces the rate of graduate school attendance by P Examining
i

nearly 7.7 percentage points. students atten
It should also be noted that altering the enrollment level, while it has faculty ratio fr

no effect on the rate of graduation, does affect the rate of graduate school nearly 4.0 per
attendance. This effect is nonlinear. Increasing enrollment from 5,000 to level. While ir
10,000 students increases the rate of graduate attendance by 2.3 per- unexpected sig
centage points; an increase from 10,000 to 15,000 students results in an On the other h
increase of 1.4 percentage points; and an increase from 13,000 to 20,000 has no effect 01

students increases this rate by only .3 percentage points. Increasing ditures
reduce the rate of expenditure. 1

graduate school attendance. conclusions em
While these estimates provide some useful insights into the workings circumstances,

of the educational process, several of these results call into question the student-faculty

plausibility of this framework for evaluating the educational process. graduation rat(
First, the estimated parameters of these equations suggest that none of between degre
the college characteristics examined has any significant effect on the rate nation of the fai

of graduation. Secondly, the model suggests that decreasing the ditures and the.
student-faculty ratio would reduce the rate of graduate school atten- Several othe
dance. If these conclusions are allowed to stand, either the graduation colleges are als
rate and the rate of graduate school attendance are inappropriate mea- significant effec.

sures of output, or the production model used in this study is an nificant in priv
unreasonable description of the educational process. Several alternative the graduation i
explanations of these results are explored below, further increase

the magnitude
10,000 students

• centage points.Public and Private Colleges Compared I-.'.aouity of other
As is suggested at outset, degree standards vary from institution to graduation, this
institution. If colleges with high levels of expenditure per student also effects of living
impose high degree standards, this may obscure any positive relation- of students atte:
ship which would exist between the components of expenditure per There appean
student and the graduation rate, holding degree standards constant. The parable public
relationship between degree standards and expenditure per student is model suggests I
less likely to obscure the relationship between these expenditures and for the sample
the graduation rate in private than in public colleges. This is true percentage poini
because private colleges can raise degree standards without altering the ences in the ef
graduation rate by raising admission requirements. In contrast, public colleges, the
colleges are often precluded by law from altering admission standards, at which the coi
and consequently, raising degree standards in public colleges would who live at hon
tend to reduce the graduation rate. To explore this possibility, the colleges where
parameters of the college production function for public and private 20,000 than for
colleges have been estimated separately. student-faculty r
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Examining the parameters of the production function estimated for
students attending private colleges, we find that reducing the student-
faculty ratio from 30:1 to 20:1 appears to increase the graduation rate by
nearly 4.0 percentage points, and this effect is significant at the .07
level. While increasing instructional expenditures continues to have an
unexpected sign, the effect of this variable is not statistically significant.
On the other hand, in public colleges, reducing the student-faculty ratio
has no effect on the graduation rate, and increasing instructional expen-
ditures reduces the graduation rate by .6 percentage points per $100 of
expenditure. This effect is significant at the .03 level. Two important
conclusions emerge from these comparisons. First, at least under certain
circumstances, one component of expenditure per student—the
student-faculty ratio—has a significant and appreciable effect on the
graduation rate in the expected direction. Secondly, the relationship
between degree standards and expenditures provides a plausible expla-
nation of the failure to observe a significant relationship between expen-
ditures and the graduation rate for the sample as a whole.

Several other differences which emerge between public and private
colleges are also worthy of note. The enrollment level, which has no
significant effect on the rate of graduation in public colleges, is sig-
nificant in private colleges. Increasing enrollment appears to increase
the graduation rate until enrollment reaches 12.7 thousand students, but
further increases in enrollment diminish this output. As an illustration of
the magnitude of this effect, an increase in enrollment from 5,000 to
10,000 students would increase the graduation rate by nearly 7.0 per-
centage points. Secondly, while in public colleges increasing the average
ability of other students appears to increase each student's chances of
graduation, this is not the case in private colleges. Finally, the adverse
effects of living at home while in college appear to occur only in the case
of students attending public colleges.

There appears to be a fairly wide difference between otherwise com-
parable public and private colleges in their rates of graduation. The
model suggests that a private college whose input level was the average
for the sample of all colleges would have a graduation rate nearly 11
percentage points higher than a similar public college. Given the differ-
ences in the effect of specific variables between public and private
colleges, the magnitude of this differential depends upon the input level
at which the comparison is made. The difference is wider for students
who live at home than for those who live at school and narrower in
colleges where enrollment is less than 5,000 students or greater than
20,000 than for colleges of average size (15,000). Since increasing the
student-faculty ratio has an effect in private but not in public colleges,

-i
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Nonhnearities

It also seems possible that some of the anomalies in the estimated effects
of the inputs to the educational process reflect nonlinearities in the
relationship between these inputs and outputs. To explore this possibil-
ity, the parameters of this model have been estimated separately for

this differential is also narrower in colleges where the ratio is high.
Since public and private colleges differ widely with respect to the
student-faculty ratio, enrollment, and the per cent of students living at
home, it is difficult to determine whether differences in the graduation
rate between public and private colleges reflect nonlinearities in the
effect of these variables or structural differences between public and
private colleges.

The greater homogeneity of the student body within private colleges
suggests one possible explanation for this difference. At every ability
level, there appears to be less variation in ability within private colleges
than within public colleges. Consequently, if the same degree standards
were applied at public and private colleges where the average ability of
students was the same, more students would fail to meet those standards
at the public than at the private colleges. This suggests that developing a
more differentiated public college system, in which students of different
ability levels attended different colleges, would reduce the rate of attri-
tion in public colleges.

We also have estimated separately for students in public and private
colleges the parameters of the model relating educational inputs to the
rate of graduate school attendance (see Table 4). Once again, there are
sharp differences in these parameters between public and private coi-
leges, particularly with respect to the components of expenditure per
pupil. Increasing instructional expenditures per pupil has a pronounced
effect on the rate of graduate school attendance in public schools—each
$100 increase in these expenditures increases the rate of graduate school
attendance by 1.7 percentage points—but little or no effect in private
colleges. This is true for a number of other variables as well, and in
general, the model is less successful in relating the rate of graduate
school attendance to these inputs in private than in public colleges. In
part, this may reflect the fact that our sample consisted of relatively few
students in private colleges, and the inputs for private colleges are
substantially more collinear than those for public colleges. Alternatively,
graduate school attendance may simply be a less valid measure of output
for students attending private colleges than for those attending public
colleges.
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I ratio is high.
cespect to the subsamples in which the range of specific inputs is restricted. In estimat-

idents living at ing the parameters of the model for these subsamples, however, no
the graduation effort was made to adjust for heteroscedasticity. Moreover, when the

tearities in the range of specific inputs to this model is restricted, this also alters the
public and average level of other input measures. Consequently, it is not possible

to use this approach to establish with precision the impact of altering the

tprivate colleges level of specific inputs. Nevertheless, these comparisons are suggestive

every ability of certain patterns of interaction. The most revealing of these compari-

private colleges Sons are described in Tables 6, 7, and 8.

egree standards In Table 6, the relationship between these inputs and the rate of
ability of graduation is examined for students attending colleges where the

khose standards student-faculty ratio was less than or equal to 20:1 and those attending

developing a colleges where this ratio was greater than 20:1. It should be noted that

of different the colleges where the student-faculty ratio was low may also be de-
rate of attri- scribed as high input in other respects as well. The students in these

colleges scored higher on ability tests and were less likely to work for

Lic and private pay while in college than those attending colleges where the student-

inputs to the faculty ratio was high. These colleges also spent more on both instruc-

there are tion and research-related activities than those with high student-faculty

md private col- ratios. The most striking result to emerge from Table 6 is the difference

per in the apparent effect of the student-faculty ratio between these two
a pronounced subsamples. In schools where the student-faculty ratio was in excess of

schools—each 20:1, each unit reduction in this ratio appears to increase the graduation

school rate by .4 percentage points. In schools where the student-faculty ratio
in private was below 20:1, each unit reduction appears to reduce the graduation

well, and in rate by 1.0 percentage points. Both of these effects are significant at the

ate of graduate .05 level. This apparently "U-shaped" effect of reducing the student-
colleges. In faculty ratio provides an alternative explanation for the failure to discern

bf relatively few a significant relationship in the sample of all students.

ite colleges are It is also interesting to note that a number of other input measures
s. Alternatively, appear to be complements of the student-faculty ratio.'2 The ad-
èasure of output verse effects of working for pay while in college begin after fewer

public hours of work and more severely affect the rate of graduation in colleges
with low than in colleges with high student-faculty ratios. Moreover,
increasing the average ability level of the student population has a
greater effect on the graduation rate in colleges where the student-
faculty ratio is low than in those where it is high. On the other hand,
living expenditures and the other inputs to the educational process

effects appear to be substitutes. In low-input colleges, each $100 increase in
in the these expenditures increases the graduation rate by .8 percentage

this possibil- points. This effect is more modest and not statistically significant in the
high-input subsample.'3

In Tables 7 and 8, the parameters of the model relating these inputs
separately for

119 Lewis J. Pert
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to the rate of graduate school attendance are examined. In Table 7 the
sample has been divided into students attending schools spending in

j excess of $1,200 per year and those attending schools spending less than
this amount. Four results of importance emerge from examining the
relation between inputs and outputs for these two subsamples. First, as
the level of expenditure per student increases, the effect of this variable

C"

appears to diminish: a $100 increase in instructional expenditures in
schools spending less than $1,200 per student increases the rate of
graduate school attendance by 2.2 percentage points; in colleges spend-
ing in excess of $1,200, a $100 increase in expenditures increases the
rate of graduate school attendance by only 1.0 percentage points.

Second, the effect of reducing the student-faculty ratio, while it
continues to have an unexpected sign, is substantially smaller in both of
these subsamples than in the sample as a whole. This suggests a possible

— explanation for the effect of this variable. The student-faculty ratio is
inversely related to instructional expenditures, and the effect of instruc-
tional expenditures diminishes as the level of instructional expenditures
increases. The apparently adverse effect of decreasing the student-
faculty ratio may, in part, reflect these nonlineanties in the effect of
instructional expenditures.

Third, as is the case when the graduation rate is the output mea-
sure, the effects of increasing average ability and diminishing the num-
her of hours worked for pay are greater in high- than in low-input
colleges. For students in schools spending over $1,200, increasing the
average ability of other students by 10 percentiles increases the rate of
graduate school attendance by 4.1 percentage points, and this effect is

at the .05 level. In colleges spending less than $1,200, this
9 C" increase would affect a 1.9 percentage point increase in the rate of

graduate school attendance, and this effect is significant only at the .31
level. The adverse effects of working for pay while in college begin after
8.2 hours per week in colleges spending over $1,200, but in schools
spending less than $1,200, this effect does not begin until the student
works in excess of 16 hours. Moreover, in the high-input colleges, each
hour worked reduces the rate of graduate school attendance by .68

points. This reduction is .54 percentage points per hour
worked in low-input colleges.

There is, finally, a rather striking difference evidenced in this table
I between low- and high-input schools in the impact of research expendi-

tures. In schools spending less than $1,200 per student on instruction-
activities, each $100 increase in research expenditures appears to

reduce the rate of graduate school attendance by 1.4 percentage points,
and this effect is statistically significant at the .001 level. In schools

E spending over $1,200, the level of research expenditures has little or no
d
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this investme:
effect on the rate of graduate school attendance. Of course, it is unclear financial capit
whether the difference between these two subsamples in the effect of ability level is
research expenditures results from the variation in the level of instruc- for pay while
tional expenditures, the level of research expenditures, or some other or to attend
difference between these two subsamples. Thus, a similar difference is precollege tra
found in the effect of this variable between the two subsamples examined dance also re
in Table 8. In this table, the students have been divided into those student attenc
attending schools spending less than $1,000 on research and extension ninetieth perc
activities and those spending in excess of this amount. However, it at school,
seems reasonable to infer from these results that in schools where inputs probability of
are generally in short supply—either because instructional expenditures 0f graduate n
are low, or because student quality is low, or because research expendi- college who s
tures are low—research competes with instruction for available re- measures, wh
sources with the result that increasing research expenditures diminishes pay while in c
the output of the instructional process. On the other hand, in resource- he did gradua
rich schools, the expansion of research activities has no deleterious probabilities o
effects on the instructional process, and there may even be positive determinants
spillover from research to instruction. these relations

The negative impact of research expenditures suggests another factor college attend
contributing to the apparently adverse effect on the rate of graduate The model
school attendance of reducing the student-faculty ratio. In measuring the among alterna
student-faculty ratio, no effort was made to distinguish between faculty the student-fa
involved in the program of resident instruction and those involved the student-fa
primarily in research or extension activities. If the level of research college gradua
expenditure per student is inversely related to the rate of graduate suggest that
school attendance, and if schools with low student-faculty ratios are level of instruL
those in which a substantial component of faculty time is devoted to level is relativ
research, this may account for the adverse effect on the rate of graduate as enrollment
school attendance of reducing the student-faculty ratio. This explanation colleges and 1:
receives some support from the results of Table 8. Controlling for the among college
level of research expenditures further reduces the effect of alterations in both graduati
the student-faculty ratio. The effect of reducing the student-faculty choosing colle
ratio is more adverse in the subsample in which research expenditures These
have a negative effect on the rate of graduate school attendance than in administrators
the subsample in which research expenditures have no effect. increasing the

which the stu
diminish stude
that by increa
crease the rateV. CONCLUSIONS
schools.

The estimated parameters of this model have implications for both The implica
public and private educational decisions. First, for the student deciding student body
whether or not to attend college, the model suggests that the success of

125 Lewis
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the success of

this investment depends heavily on the student's ability level and the
financial capital available to him for this investment. Students whose
ability level is iow or who, because of inadequate financing, must work
for pay. while they are in college are substantially less likely to graduate
or to attend graduate school than those with adequate financing and
precollege training. Living at home to reduce the costs of college atten-
dance also reduces the student's likelihood of college graduation. A
student attending the average college in our sample who scored in the
ninetieth percentile in each of the first two ability measures, who lived
at school, and did not work for pay while in college, would have a
probability of graduation of .860, and if he does graduate, a probability
of graduate school attendance of .501. A student attending the same
college who scored in the thirtieth percentile on each of these ability
measures, who lived at home, and who worked 25 hours per week for
pay while in college, would have a .251 probability of graduation—and if
he did graduate, a . 178 probability of attending graduate school. If the
probabilities of graduation and graduate school attendance are important
determinants of the attractiveness to students of college attendance,
these relationships help to explain the positive association of the rate of
college attendance with 'both ability and family income.

The model also provides some guidelines for the student choosing
among alternative colleges. Among private colleges and colleges where
the student-faculty, ratio is in excess of 20:1, attending colleges where
the student-faculty ratio is low increases the student's likelihood of
college graduation. For students interested in graduate study, these data
suggest that there are advantages in choosing a college which has a high
level of instructional expenditure per pupil and in which the enrollment
level is relatively high. The impact of increasing enrollment diminishes
as enrollment increases and reaches an optimum at 20,000 for public
colleges and 12,500 for private colleges. For students of high ability, or
among colleges where expenditure per student is high, the likelihood of
both graduation and graduate school attendance can be increased by
choosing colleges where average ability is high.

These prescriptions may also be interpreted as guides for college
administrators concerned with reducing the rate of student attrition or
increasing the rate of graduate school attendance. Thus, colleges in
which the student-faculty ratio is currently in excess of 20:1 could
diminish student attrition by reducing this ratio. The model suggests
that by increasing instructional expenditures, these colleges could in-
crease the rate at which their graduates attend graduate and professional
schools.

The implications of the model with respect to average ability of the
student body are of particular interest. In colleges where the level of
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expenditure per student is high, increasing the average ability level of
the student body increases each student's chances of graduation and APPENDIX A
graduate school attendance. Thus, offering scholarships as inducements
to high-ability students may represent a reasonable investment in the
quality of the undergraduate program. Principal Compc

Finally, the model may be viewed as a guide• to public educational In measuring U
policy. One apparent objective of public investment in education is to the principal Co
assure a more egalitarian distribution of educational output. The model selecting the
suggests that improving the quality of the capital market for students tween the outp
investing in education might improve the educational opportunities of estimated.
low-income students. To the extent that low-income students attend used in the fine
college, they keep the cost of this investment low by living at home, by described in Ta
working for pay, by living in low-quality housing, or by attending A-i that Since
low-input colleges with low tuition levels. However, these reductions in and magnitude
input also reduce these students' chances of graduation and graduate Standardized re
school attendance. Greater availability of loans might encourage these nitude of these
students to increase the size of their investment and thereby improve the In Table A-3
quality of their output. each of the first

In addition to financial constraints, low-income students are also hand- may provide so
icapped in college by low-ability levels. Reducing the correlation be- components.
tween ability and income by redistributing investment in primary and
secondary schools would also produce a more egalitarian distribution of
college outputs. Alternatively, the inputs to the college process could be
redistributed in favor of low-income (low-ability) students. The differ- APPENDIX B
ence in the rates of graduation and graduate school attendance between
high- and low-income students could be narrowed by increasing the
level of instructional expenditure per student and reducing the student- Logit Analysis
faculty ratio in schools attended by low-income students. Sending low-
income students to colleges where average ability (and family income) is An alternative

high might also increase their chances of graduation and graduate school tual difficulties

attendance. However, these two forms of redistribution differ in their assumes a line

implications for the average level of college output. Since the schools process and th

currently attended by low-income students tend to have low levels of In order to cc
expenditure per student, and since the components of expenditure derived from tI

appear to exhibit diminishing returns, increasing expenditures in these school attenuai

schools would have a greater return than a similar increase in schools sample. Multit

which currently have high levels of expenditure per pupil. On the other between these

hand, there was some evidence that the effect of increasing average process. Since:
input measurerability was greatest in high-input schools. Thus, it may be that increas-

.

ing average ability has greater effects on high- than on low-ability uistinguisu ue

students. If this were the case, increasing the variance in the distribu- coefficient on

tion of ability at each college would reduce the variance in educational reuects t e C

output, but it would also lower the average level of educational output. environment—
have also been
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ability level of
and APPENDIX A

inducements
in the

Principal Components Analysis
educational In measuring the ability level of the students in this sample, scores on

is to the principal components of a battery of 22 ability tests were used. In
put. The model selecting the components to use in this analysis, the relationship be-
et for students tween the output measures and each of the 22 ability components was

of estimated. Only those components which had a substantial effect were
attend used in the final analysis. The results of those preliminary analyses are

at home, by described in Tables A-i and A-2. It should be noted in the case of Table
by attending A-i that since the components are measured by raw scores, the signs
reductions in and magnitude of the regression coefficients are difficult to interpret.
and graduate Standardized regression coefficients provide a better guide to the mag-

courage these nitude of these effects.
y improve the In Table A-3, the factor loadings of each of the initial test scores on

each of the first four principal components are described. These loadings
are also hand- may provide some insight into the appropriate interpretation of these
orrelation be- components.

n primary and
distribution of
ocess could be

its. The differ- APPENDIX B
between

increasing the
rig the student- Logit Analysis

Sending low-
income) An alternative approach which avoids some of the statistical and concep-

school tual difficulties posed by the linear model is logit analysis. This model
differ in their assumes a linear relationship between the inputs to the educational

the schools process and the log odds of graduation and graduate school attendance.

low levels of In order to compare the results of this form of analysis with those
bf expenditure derived from the linear model, the log odds of graduation and graduate

litures in these school attendance have been estimated for each of the colleges in this
ease in schools sample. Multiple regression analysis was used to estimate the relation
t. On the other between these measures and each of the inputs to the educational
easing average process. Since the data are now grouped by college, a limited set of
ie that increas- input measures is examined. In particular, it was no longer possible to
on low-ability distinguish between individual and average ability levels, and the

the distribu- coefficient on the ability measures for the students in each college
in educational reflects the combination of these influences. Measures of student

output. environment—living at home, working for pay, and living expenditures
have also been omitted—since aggregating across the students in each

127 Lewis J. Pen



Principal conipon
Principal cornpon
Principal
Principal compone
Principal compone
Principal compone
Principal compone
Principal compon
Principal compon
Principal compon
Principal cornpon
Principal compone
Principal
Principal compone
Principal compone
Principal compone
Principal compone
Principal
Principal
Principal

compone
compone

Other input
Living expenditi
Work/not work
Hours worked
Expenditure on
Average ability
Enrollment
Enrollment2

a These variables were
between educational
schools. The criterion
of the analysis the pr

TABLE A-i Estimated Relationship between the Rate with which
Entrants Graduate College and the Student's Score
on Each of Twenty-two Principal Components of
Ability, Controlling for Various Other Inputs to the
Educational Process

TABLE A-2

Variable
Mean

Regression
Coefficient t-Statistic

Beta
Coefficientb

Principal component —107931 .4575 3.37 .1047
Principal component —16.567 —1.2118 —7.62 .1049
Principal component 35 —2.129 .7486 4.07 .0611
Principal component 4S 25.406 — .5448 —3.06 .0417
Principal component 55 —15.488 —.5205 —2.47 .0426
Principal component 6 —13.805 .1980 .61 .0111
Principal component 7 —16.031 —.4251 —2.22 .0281
Principal component 8 — .083 — .2375 .72 .0114
Principal component 9 —26.275 —.2673 —.96 .0135
Principal component 10 28.268 .1064 .33 .0060
Principal component 11 13.284 —. 1684 — .65 .0084
Principal component 21.505 —1.0422 —3.66 .0531
Principal component 13 10.206 — .0438 —.15 .0018
Principal component 14 1.862 .4828 1.61 .0202
Principal component 15 47.023 .0477 .20 .0004
Principal component 16 10. 283 .3310 1.08 .0160
Principal component 17 5.317 — .7617 2.32 .0270
Principal component 18 4.43 1 .0328 . 12 .0016
Principal component 19 1.505 .5245 — 1.55 .0235
Principal component 20 — 12.471 .1748 .52 .0079
Principal component 21 —64.580 .1137 —.61 .0191
Principal component 22 —4.268 1.0570 —3.18 .0327

Other input measures"
Live at home/at school .354 —6.99 —4.67 —

\Vorkmnot work .504 17.65 8.28 —

Hours worked per week 11.490 —1.14 —15.23 — .

Living expenses 656.48 .003 1.58 —

Research expenditure as a
per cent of total
expenditure 12.80 .070 1.15 —

Expenditure per pupil 22.47 .010 .66 —

Per cent male 62.015 —.070 —1.69 —

Enrollment (thousands) 13.548 —.100 —1.97 —

Rate of graduation 66.7 — — —

a These principal components were used as measures of ability in subsequent analysis of the relationship
between educational inputs and the rate of college graduation. The criterion for selecting these 'measures was
primarily the size of the beta coefficient. At this preliminary stage of the analysis, the principal components
were measured by raw scores rather than

bThis is the regression coefficient multiplied by the ratio of the standard deviation of the independent variable
to the standard deviation of the dependent variable. This measure is useful in comparing the effect of various
principal components, since it converts their' effect into comparable units,
At the stage of the analysis in which alt the principal components were included in the model, these variables
constituted the other inputs examined. In subsequent analysis, some of these measures were dropped and
others were modified.
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TABLE A-2 Estimated Relationship between the Rate with
which College Graduates Attend Graduate and
Professional Schools and the Student's Score on
Each of Twenty-two Principal Components of
Ability, Controlling for Other Inputs to the
Educational Process

. Variable
Mean

Regression
Coefficient t-Statistic

Principal component ia 23.628 — .4596 —3.09

Principal component 32.565 — .2236 —3.58

Principal component 30.571 .1318 2.45
Principal component 53.733 —.0712 —1.37

Principal component 5 37.971 — .0329 — .52

Principal component 6 47.818 — .0640 .99
Principal component 7 38.948 — .0184 — .38

Principal component 8 54.745 — .0513 — .90

Principal component 9 37.384 — .0179 — .30

Principal component ba 69.850 — .2609 —3. 14

Principal component 11 57.115 —.0354 —.69

Principal component 12 58.406 — .0535 — .96

Principal component 13 47. 291 — .0185 — .39

Principal component 14 • 59.852 .0076 .16
Principal component 15 34.419 .0743 — .95

Principal component 16 64.028 .0034 .05
Principal component 17 61.188 .0200 .40
Principal component 18 61.080 .0055 .09
Principal component 19 43.534 .0276 .48
Principal component 20 43.980 .1537 • —2.58
Principal component 21 2.517 .0273. .20
Principal component 22 43.561 .0752 1.37

Other input measures
Living expenditure 655.88 .002 .59
Work/not work .472 6.60 1.89
Hours worked 9.210 — .578 —4.00
Expenditure on faculty 590.93 . .003 1.17
Average ability 68.32 .092 .784
Enrollment 16.58 .761 3.03
Enrollment2 438.97 — .011 —2.42

These variables were included as measures of ability in subsequent analyses of the relationship
between educational inputs and the rate with which graduates attend graduate and professional
schools. The criterion used for selection was the magnitude of the regressive coefficients. At this stage
of the analysis the principal component scores were measured in percentile terms.
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TABLE A-3 Coefficients (Factor Loadings) Relating the First
Four Principal Components of Ability to Each of
Twenty-two Ability Tests

C
Co

After Rotation to Maximize
Variation in these Weights

Test Title (1) (2) (3) (4)

1. General information .823 .243 .299 .111
2. Knowledge of literature .804 .079 .319 .090 0
3. Knowledge of music .763 .094 .221 .046
4. Knowledge of vocabulary .756 .235 .368 .081 J
5. Knowledge of social studies .748 .115 .362 .042
6. Reading comprehension .717 .317 .317 .179
7. Disguised words .611 .274 .108 .224 —

8. Knowledge of physical science .590 .277 .532 .034 2
9. Scientific attitude .557 .214 .271 .063 .2

10. Creativity .545 .508 .145 .182 .

11. Knowledge of English usage .502 .162 .490 .337 c
12. Visualization in three dimensions .150 .780 .246 .021 E
13. Mechanical reasoning .276 .764 .230 .062
14. Visualization in two dimensions .091 .747 .073 .078 C

15. Abstract reasoning .284 .601 .365 .106 ILl .0
16. Mathematics test I .338 .240 .822 . 133

17. Mathematics test II .259 .193 .817 .081 cn a
18, Knowledge of mathematics .455 .223 .763 .072
19. Arithmetic reasoning .380 .310 .624 .176
20. Word functions in sentences .389 .249 .560 .225 Co C

21. Memory for sentences .022 .100 .042 .853
22. Memory for words .286 .066 .289 .633

—.4. 0
CouLD

college would alter the meaning of these variables. Since these altera-
tions affect the parameters of the model, the parameters of the linear 3

additive model are also estimated using this limited subset of inputs.
The estimated parameters of the logit model are described in Table B-i w

and those for the linear model in Table B-2. In both cases, the data were
weighted to adjust for the heteroscedasticity which results from group- W

ing.
In order to compare the results of these two models, the effect of a unit

change in each of the input measures on the rates of graduation and
graduate school attendance has been estimated from the logit model. . U)

These estimates were made holding each of the other input measures
constant at their mean levels. These estimates are generally less than th
one standard deviation away from the estimate derived from the linear

-j
0
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model. Moreover, since at the mean value of each of these inputs the
estimated probabilities of graduation and graduate school attendance are
about .5, the effects of each input estimated from the logit model reflects
the maximum effect of that variable. Since these estimates are generally
above those derived from the linear model, choosing other input values
would produce estimates closer to those derived from the linear model.
While the estimates of R2 for each of these models suggest that the
linear model fits the data better than the logit model, no rigorous
comparison of fit has been made.

a

2

NOTES
1. This view underlies the work in this area of Becker, Schulz, Thurow, Weisbrod, and

others, For the most explicit discussion, see Yoram Ben Porath, "The Production of
Human Capital and the Life Cycle of Earnings," journal of Political Economy 75

E (August 1967): 352—365.
2. This possibility has often been ignored by economists but not by sociologists. See, for

example, James S. Coleman et al., Equality of Educational Opportunity (Washing-
.2 ton, D.C.: Government Printing Office, 1966); and Alexander W. Astin, "Under-

graduate Achievement and Institutional Excellence," Science 161 (August 16, 1968):
611—617.

3. For a useful discussion of the difficulties inherent in the approach used by Astin to
the importance of inputs to the educational process, see Samuel Bowles and

E Henry M. Levin, "The Determinants of Scholastic Achievement—An Appraisal of
I Some Recent Evidence," Journal of Human Resources 3 (Winter 1968): 3—24; Glen

C. Cain and Harold W, Watts, "Problems in Making Policy Inferences from the
Coleman Report," American Sociology Review 35 (April 1970): 228—241; Samuel
Bowles and Henry M. Levin, "More on Multicollinearity and the Effectiveness of the

° . Schools," Journal of Human Resources 3 (Summer 1968): 393—400.
4. The Project Talent data bank is a cooperative effort of the U.S. Office of Education,

the University of Pittsburgh, and the American Institute for aesearch. This data
a bank is based on a survey of about 400,000 students who were enrolled in nearly

,'; 1,000 high schools in 1960. An extensive battery of aptitude and personality tests and

J a questionnaire assessing family background, plans, and interests were administered
to these students in May of 1960, These data have been augmented by follow-up
surveys administered to these students one and five years after their scheduled date
of high school graduation. In acknowledging the contribution of Project Talent, 1

2 would like to point out that the design and interpretation of the research reported
herein are solely my own responsibility.

5. The Higher Education General Information Survey is an ongoing project of the
National Center for Educational Statistics of the U.S. Office of Education. It is an
annual survey of all institutions of higher education in the United States and contains

.E
data on the enrollment levels, the employees, the finances, degrees granted, and the
growth plans of these institutions. In this study, I used data on finances, enroll-
ment. and employees from the 1966 HEGIS.

6. For a discussion of this method, see j. Johnston, Econometric Methods (New York:

ta3 I
C
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4. Ben Porath
McGraw-Hill, 1962), pp. 227—228. An alternative approach to the problem of in
heteroscedasticity, logit analysis, is explained in Appendix B. 5. Blau Pete

7. The high collinearity among the original tests resulted in high standard errors in their
Yo Ic

estimated effects. Since these principal component scores are orthogonal measures of 6. Bowles Sarr
ability, their separate effects can be measured with precision. For a discussion of en e
principal components analysis, see Donald F. Morrison, Multivariate Statistical 7. Bowles Sa
Analysi.s (New York; McGraw-Hill, 1967), pp. 221—258.

8. The results of these preliminary analyses are described in Appendix A. Source
9. A separate function was used to estimate the relationship between grades and other 8. .

inputs to the educational process. The parameters of this function are described in Home
Table 5. Lain, Glen

10. This estimate was computed as follows
Coleril

1E1+ FE1 10. Cartter,
TE1 20

. ed., C

where 1969.

IE = instruction-related expenditures which would prevail at the ith college if that college
11. Daniere A

had a student-faculty ratio of 20:1; Euuc

KE = actual instruction-related expenditures at the ith college; Instit

FE1 = total expenditures on faculty at the ith college; 12. Flanagan, J.
= the ratio of faculty to students at the ith college; and ,

TE = total expenditures at the ith college. 1964.

11. As noted previously, colleges attended by less than ten students from the Project 13. —. Proj

Talent sample were excluded from' this analysis. Assuming a normal distribution of Coope

ability scores at each college and viewing the samples of students at each college as if 1966.

they were drawn randomly from the population of students at each college, the 14. Havemann, I

probability of our estimate being more than four percentiles from the true college Brace,

mean would be less than .05. Of course, since the Talent data were gathered from a 15. Holland, J. I

stratified, random sample of schools and a cluster sample of students, the actual tembe

variance of sample means might be a little larger or smaller than that estimated from 16. Hunt. Sham
these data. However, since 80 per cent of the variance in ability test scores occurs within Educa

rather than between high schools, the effect of cluster sampling on the distribution of 17. Iffert, Robert

ability scores is quite modest. The precise effect of stratification is unclear. Healtl

12. The increase in the productivity of these inputs may also be attributed to coin- Office,

plementarity with other components of input. Thus, similar interaction was observed 18. Johnston, J.
when the sample was divided with respect to the ability level of the students. If the 19. Knapp, R. U

marginal product of these variables increased as their level increased, this would also sity ol

account for the difference in the regression coefficients between these subsamples. 20. Lansing, Johi

Other comparisons suggest that this last possibility was unlikely.
13. The reduction in the effect of living expenses between these two subsamples may also 21. Marshak, Jaii

reflect diminishing returns to successive increases in the level of this variable, the TI
22. Morrison, d

1967.

23. Perl, Lewis
Lduca

REFERENCES 24. Surnmerskill,
Co/hg

Astin, Alexander W. "Productivity of Undergraduate Institutions. 'Science 126 (April 25. Thistlethwait
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Reference to Education. New York: NBER, 1974.

135 Lewis
134 Investments in College Training



to the problem of

andard errors in their
'thogonal measures of

For a discussion of
sltivariate Statistical

A.

een grades and other
tion are described in

b college if that college

ents from the Project
hormal distribution of
Its at each college as if
I at each college, the

from
the

from

the distribution of
lion is unclear.

attributed to corn-
eraction was observed
of the students. If the

this would also
'ten these subsamples.
;ely.
o subsamples may also

of this variable.

ss." Science 126 (April

Science 161

An.ah1sis with Special

I

4. Ben Porath, Yorain. "The Production of Human Capital and the Life Cycle of Earn-
ings." Journal of Political Economy 75 (August 1967): 352-365.

5. Blau, Peter M., and Duncan, Otis D. The American Occupational Structure. New
York: John Wiley and Sons, 1963.

6. Bowles, Samuel. Towards an Educational Production Function." In Lee Han-
sen, ed., Education, Income. and Human Capital. New York: NBER, 1970.

7. Bowles, Samuel, and Levin, Henry M. 'The Determinants of Scholastic
Achievement—A Review of Some Recent Evidence." Journal of Human Re-
sources 3 (Winter 1968): 1—24.

8. . "More on Multicollinearity and the Effectiveness of the Schools." Journal of
Human Resources 3 (Summer 1968): 393—400.

9. Cain, Glen C., and Watts, Harold W. "Problems in Making Inferences from the
Coleman Report." American Sociological Review (April 1970): 228—241.

10. Cartter, Allan M. "The Economics of Higher Education." In Neil W. Chamberlain,
ed., Contemporary Econotnic Issues, Homewood, Illinois: Richard D. Irsvin,
1969.

11. Daniere, Andre, and Mechling, Jerry. "Direct Marginal Productivity of College
Education in Relation to College Aptitude of Students and Production Costs of
Institutions." Journal of Human Resources 5 (Winter 1970): 51—70.

12. Flanagan, J. C., et al. The American High School Student (U.S. Office of Education,
Cooperative Research Project No. 635). Pittsburgh: University of Pittsburgh,
1964.

13. . Project Talent One-Year Follow-Up Studies (U.S. Office of Education,
Cooperative Research Project No. .2333). Pittsburg: University of Pittsburgh,
1966.

14. Havernann, Ernest, and West, Patricia S. They to College. New York: Harcourt
Brace, 1952.

15. Holland, J. L., "Undergraduate Origins of American Scientists." Science 126 (Sep-
tember 6, 1957): 433—437.

16. Hunt, Shane. "Income Determinants for College Graduates and the Return to
Educational Investments," Yale Economic Essatjs 3 (Fall 1963): 305—358.

17. lifert, Robert E. Retention and Withdrawal of College Students (U.S. Department of
Health, Education and Welfare). Washington, D.C.: Government Printing
Office, 1958. Bulletin 1958, no. 1.

18. Johnston, J. Econometric Methods. New York: McGraw-Hill, 1962.
19. Knapp, R. H., and Goodrich, H. 8. Origins of American Scientists. Chicago: Univer-

sity of Chicago Press, 1952.
20. Lansing, John B.: Lorimner, Thomas; and Moriguchi, Chikashi. How People Pay for

College. Ann Arbor: University of' Michigan Surs'ey Research Center, 1960.
21. Marshak, Jacob, and Andrews, 'William, Jr. 'Random Simultaneous Equations and

the Theory of Production." Economnetrica 12 (July. October 1964): 143—205.
22. Morrison, Donald F. Multivariatc Statistical Methods. New York: McGraw-Hill,

1967.
23. Pen, Lewis J., and Katzrnan, Martin. Student Flows in California's Srjstrmn of Higher

Education. Berkeley: University of California, Office of the President, 1968.
24. Summerskill, John. "Dropouts from College." In N. Sanford, ed., Tie' American

College. New York: John Wiley and Sons, 1962.
25. Thistlethwaite, D. L. "College Environments and the Development of Talent."

Science 136 (July 10, 1959): 71—75.
26. Weisbrod, Burton A., and Karpoff, Peter. "Monetary Returns to College Education,

Student Ability, and College Quality." Review Economics and Statistics 50
(November 1968): 491—510.

135 Lewis Pen



its results are ta

1

the variety of go
The second

Leonard Baird
sess students'
studies have

Educational Testing Service variables as
life goals, poten
parental attitudE

There are many good reasons besides the current financial crisis for acquir- Newcomb, 1969.

ing a comprehensive knowledge of the effects of higher education. related to colleg

such knowledge, we cannot organize new colleges or reorganize old ones to Panos, 1969;

exert more effective influence. The present practice of making decisions by . been used to rel

rule of thumb or through political pressure tends to support the status quo or tion (Bayer,

to encourage the following of fads. Moreover, this knowledge is needed to study did not us

make the training of our limited supplies of talented people, as well as the socioeconomic s

use of supporting resources, more productive, able mentioned

However, such knowledge requires a long-term effort and a recognition of such as sex and

the many complexities involved in assessing the effects of college. I should the analyses. Th

now like to outline some of the basic elements needed to carry out such had been includ

assessments, endeavoring to relate these elements to Perl's study. There are questions.

six such elements. First, we need to know what colleges are trying to A variety of i

accomplish, that is, their goals. Second, we need to know what students are involved in meeti

like when they enter college, because their final status is usually highly student

dependent on their initial status. Third, and related to the first two elements, help place the st

we need to know the criteria that represent an adequate approximation of a operational term

college's aims for its students. Fourth, we need to know how to describe the subject-matter k

characteristics of the college environment both empirically and in terms of Feldman and Ne

theory. Fifth, we need to know the technical or statistical models that are such variables

most appropriate for assessing effects. And sixth, we need to know who is personality ScalE

going to use this information and for what purposes. outcomes is esp

Clearly, these elements cannot be presented adequately in fifteen mm- impact research.

utes. Books and monographs (e.g., Feldman and Newcomb, 1969; Astin, characteristics th

1970) have been written about these issues, But I should like to analyze the be negatively rel

elements as they apply to the paper under discussion. and Linn), found

First, the goals of higher education have been the subject of a great deal demic knowledg

of rhetoric and a very small amount of research (Peterson, 1970). However, it achievement in

is clear that most institutions would consider their goals to include a good one college was

deal more than the processing of students to maximize their standing ac- knowledge of hui

cording to some objective economic measure. Of course, no single study edge of social

can study every goal, but it should be remembered that institutions often discussing, it woi'

emphasize a variety of goals, such as contributing to knowledge, providing . students who

leadership for various organizations, meeting local needs, general public tween those whc

service, vocational preparation, social activism, students' intellectual de- those entering la

velopment, and students' personal development. Some of these goals have tribution, these

economic implications, some do not. Any study should be seen in the choosing various

general context of the variety of institutional goals and functions, and, before The fourth elerr
roriment is a ma
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its results are taken as guides for action, it should be examined in terms of
the variety of goals that it does not consider, as well as those that it does.

The second element, adequately assessing student input in order to as-
sess students' progress, also requires a recognition of variety. Various
studies have shown that entering classes differ widely with respect to such
variables as academic potentials, educational and vocational aspirations,
life goals, potentials for original accomplishment, personality traits, values,
parental attitudes, and socioeconomic status, (Again, see Feldman and
Newcomb, 1969.) In particular, a variety of these characteristics have been
related to college graduation and to postgraduate education (e.g., Astin and
Panos, 1 969; Snyder. 1969). Even more particularly, Project Talent data have
been used to relate cognitive and noncognitive variables to college gradua-
tion (Bayer, 1968; Schoenfeldt, Bayer, and Brown, 1 970). I wonder why this
study did not use the Project Talent measures of interests, personality, and
socioeconomic status, since they were presumably available. The last vari-
able mentioned especially merits inclusion. Other basic characteristics,
such as sex and ethnic group, could also have been used for breakdowns of
the analyses. The study would have been much stronger if these features
had been included. As it now stands, there are a number of unanswered
questions.

A variety of inputs is also important to an assessment of the factors
involved in meeting the requirements of the third element, defining criteria of
student outcomes. Again, the chief purpose of mentioning this element is to
help place the study in context. While it is difficult to place some criteria in
operational terms, a number of them can be operationalized: actual
subject-matter knowledge (Rock, Baird, and Linn, 1971); values (see
Feldman and Newcomb); career plans and aspirations (Davis, 1965); and
such variables as participation in organizations (Pace, 1969) or changes on
personality scales (Chickering, 1969). This diversity of criteria of student
outcomes is especially critical in drawing policy conclusions from college
impact research. Caution is especially advisable because the college
characteristics that seem to be positively related to one of these criteria may
be negatively related to others. For example, a recent study (Rock, Baird,
and Linn), found that even within the relatively well defined area of aca-
demic knowledge, different environmental characteristics were related to
achievement in the humanities versus the social sciences. Furthermore, not
one college was in both the group of colleges most effective in fostering
knowledge of humanities and the group most effective in fostering knowl-
edge of social science. To revert to the criteria used in the study we are
discussing, it would have been a better study if it had differentiated between
students who dropped out voluntarily, and those who flunked out, and be-
tween those who entered relatively high-quality graduate programs and
those entering lower-quality programs. For the purposes of manpower dis-
tribution, these distinctions may make little difference, but for students
choosing various educational careers, they may be critical.

The fourth element, describing the characteristics of the institutional envi-
ronment is a most vexing one, as evidenced by the great variety of ap-
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proaches used (Astin, 1965, 1968; Pace, 1968; Feldman, 1971). In general,
however, it is useful to distinguish between: (1) measures based on the
aggregate characteristics of the people in the environment (e.g., Holland
and Astin, 1961; Richards et al, 1970), and those based on the characteris-
tics of the environment as distinct from the people in it (Baird, 1971); (2)
measures of between college environmental variable's (e.g., Pace, 1968) and
within college variables (Pace and Baird, 1966); and (3) variables useful for
understanding the environment and those useful for decision making (Baird,
1971; Cain and Watts, 1970). The present study seems to focus on variables
potentially useful for decision making, but it does not treat within college
experience variables (working, and so on) differently from between college
variables (enrollment, and so on). (This is related to the problem of the unit
of analysis, to be discussed in a moment.) I think the study would have been
made much stronger if some of the variety of other between college mea-
sures had been used, such as those in Astin's 1965 book, or those available
through the American Council on Education's data bank. The variety of
information is too great to be discussed here, but many of the variables
would have policy implications.

Let me observe that it is quite striking that virtually every approach that
has been used to study college environment has been basically empirical,
lacking anything but the vaguest of implicit theoretical ideas. It would be
useful to both researchers and decision makers to know not only what is
happening in colleges but why it is happening, so that they will have a better
basis for recommending or making decisions. This is not to fault the present
paper in any way, but merely a wistful hope for better days ahead.

The problems of the fifth element, finding the most appropriate technical
or statistical model for assessing efforts, is a topic of heated debate in
research and statistical circles (e.g., Astin, 1970; Feldman, 1970). The litera-
ture and issues are too complex to go into in a brief time, but one issue
seems more important than others—that is, the unit of analysis used in the
data. As Astin (1970) has pointed out, there has been considerable con-
troversy about the most appropriate use of multivariate analysis in analyzing
student input, environmental, and student output information. Perl (along
with such authors as Werts and Watley, 1969) pools all input and environ-
mental variables in a single analysis rather than using a two-stage input-
environment analysis—that is, developing some predictions based on stu-
dent data, then, in a second stage, studying how institutions affect or add to
those predictions, using either the college as a unit, or the student, depend-
ing on the question asked. The resulting regression coefficients in the single
regression analysis are taken to reflect the "independent contribution" of
various input and environmental variables in accounting for variation in the
output variable. One interpretive difficulty with this method is that the various
input and environmental variables may not be independent. As Astin (1970)
writes: 'The problem here is essentially one of what happens to the con-
founded variance. Since this variance must be reflected in the regression
coefficients, there is no way to determine merely from these coefficients just
how much of the confounded versus unique variance has been allotted to
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any independent variable or class of variables." (Of course, the study under
discussion does try to develop different results for different groups of col-
leges, but this is a relatively costly and inefficient strategy.) Another problem
is that the regression coefficients do not show whether a particular variable
is acting directly on the output variable or whether it is operating primarily
as a suppressor variable by accounting for extraneous variance in other
independent variables.

These are difficult problems for which I have no perfect solutions, but I
think the paper might take 'cognizance of them. However, several other
methods may be useful, and should be mentioned. One method (Rock,
Baird, and Linn, 1971) that seems to eliminate some of the problems of
regression analysis is to: (1) develop regression lines for each institution,
using the best predictors for the whole sample as variables; (2) use a
grouping or clustering technique, such as Ward's (1963); (3) employ mul-
tiple-group discriminant functions using the regression lines as data, to
see if colleges are in fact different; and, (4) employ discriminant functions
using college descriptive measures. This seems to be one useful way to
study the relative effects of colleges for the purposes of studying between-
college effects. Another approach might be the use of path analysis
(Blalock, 1964; Duncan, 1966).

This brings us to the sixth element, determining who is going to use the
results of studies for what purposes. There are at least three groups of users
of research results: the first is the private or public agency that would like
aids for deciding which institutions or programs to support, and at what
level. For these users, the institution or program might be the most useful
unit of analysis, with between-college variables that have fairly direct mone-
tary or policy implications emphasized. A second group of users of research
results consists of the local administrator or decision maker who wants to
alter his institution's environment so that it may be more effective in reaching
the criteria he values. For these users, the unit of analysis may be programs
within and between institutions, with variables that assess relatively specific
aspects of the institution. The third user is the student who is choosing a
college or a course of action within a college. In choosing a college he is
not overly concerned about the policy implications of a measure but rather
with whether it affects characteristics of the environment he is interested in
or that are related to outcomes he values. Thus, using the college as a unit,
the between-college measures can refer to rather subjective characteristics
such as friendliness, as long as they are reliable and available for the
colleges he is interested in. He may also wish to know the influences of
working, for example, so he can guide his actions. For these, the unit of
analysis may again be the within-college experience, perhaps analyzed
across colleges with studies of the interaction of experience and between-
college differences. Pen's paper seems to try to say something for each of
these groups of users. It might be useful to focus the analyses for one of the
purposes, rather than touching on all of them.

In this critique, I have tried to describe some of the complexities of
studying institutional impact. I should repeat that no single paper can do all
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the things that I have mentioned. Overall, Pen's paper seems to be a useful
Contribution to the long-term enterprise of understanding how our higher
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Alvin K. Kievorick

Lewis Perl's paper "Graduation, Graduate School Attendance, and Invest-
ments in College Training" presents a new model of the production process
in the college sector of the education industry. The model's novelty derives
from the new measures of the output of the college production process and
the new collection of measures of the inputs to the process that are used.
Employing this model and a broad data base, derived from the Project
Talent Survey and the Higher Education Genera) Information Survey, Pen
examines the relationship between the inputs to the college production
activity and the educational outputs ot that activity.

His empirical results are interesting. In particular, one welcomes the
plausible but sometimes hard-to-find result that both individual-student and
school-quality factors are important in the production process. Furthermore,
as the author indicates, the results of this study have implications for educa-
tional policy decisions at several levels: the individual student, college
administrators, and public educational policy makers. Because Per) intends
his production-function results as a guide to these several sets of decision
makers in their joint attempts to improve the efficiency of educational in-
vestment, it is most important that we examine carefully the model and the
particular estimates upon which these recommendations are based.

1. THE MEASURES OF EDUCATIONAL OUTPUT
To begin, consider the measures of educational output used in the model:
graduation and graduate-school attendance, One wonders whether these are
adequate measures of the output of the college sector. Different degrees—
differentiated by field, by school, and so on—are explicitly, or at least
implicitly, given different weights when they are taken as measures of pro-
ductive capacity. Even if one were to take the view, as some people have, that
most productive training takes place on the job, it is still the case that the

NOTE: I am grateful to my colleague Kim Peck for his helpful discussions.
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background characteristics with which an individual comes to a job will be
evaluated by potential employers on the basis of what degree he has as well
as whether or not he has a degree. The probability that the individual will get
a particular job and his future earnings in that job will depend on the type of
degree he has earned. But Perl's measure does not distinguish among
different types of degrees.'

Stated in extreme terms, if we accept Pen's measures of educational
output, and if, as a policy goal, we desire to increase that output, there is a
very simple policy to follow. Specifically, all colleges should lower their
degree standards and all graduate schools should lower their admission
standards. At an individual level, cetenis paribus, it would be optimal for a
student to attend a school whose admissions standards and degree stan-
dards were far below his own ability. One must wonder about an output
measure with such implications.

Perl's output measure treats education of undergraduates as the produc-
tion of a homogeneous commodity—graduates. In contrast, the agents in the
education industry—both consumers and producers—view the industry as
producing a collection of heterogeneous outputs—graduates of different
quality.2 The variation in school input levels observed in Perl's sample may
be directly related to the multidimensionality of college education output
that has been lost in his reduction of output to one dimension. And, the
difference in the structure of his estimated relationship that emerges when
the sample is divided according tothe level of a particular input may be a
reflection of the differentiated-product nature of this educational output. For
example, if a degree from a small college is regarded as a product different
from a degree from a large school, and if size of school is highly correlated
with student-faculty ratio, then it could be the differentiated-product charac-
ter of the output that led to differences between the structures of the regres-
sion for schools with high student-faculty ratios and for schools with low
student-faculty ratios.

It is true that as economists we often simplify, especially in our empirical
work, and regard products that differ in some attributes as the same product.
But this reduction of all attributes to one seems highly inappropriate in the
case of measurement of educational output. It is difficult to believe that any
one index of output, and particularly attainment of a degree, will suffice to
measure the output of the college sector of the education industry.

2. THE DETERMINANTS OF GRADUATION AND
GRADUATE SCHOOL ATTENDANCE

Let us suppose, nevertheless, that one did want to measure the output of
colleges by the number of degrees that were granted. What factors affect the
probability of graduation for an individual student? Following Pen, the rele-
vant elements can be divided into two categories: student factors and school
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factors. Among the. student factors would be included (1) ability and (2)
effort, with effort itself being a function of (a) motivation, (b) the time avail-
able for study, and (c) the student's living environment. While the author is
very careful about his inclusion and his measurement of student ability, he
pays no attention to student motivation. The student, however, undoubtedly
arrives at college with some motivation, just as he arrives with some ability.
The college can affect his motivation just as it can affect his ex post
(after-college) ability (for which Perl uses grades as a proxy). It may be
difficult to disentangle ability from motivation with the available data, but
surely motivation requires some mention. In future studies of this type where
students are given a battery of ability tests, perhaps it would be worthwhile
to subject them as well to the tests psychologists have developed to mea-
sure motivation.3

The time a student has available for study and the nature of his living
environment are probably strongly affected by the financial resources he has
available. The author uses four variables to measure these dimensions of
student input: (1) whether or not the student works, (2) how many hours a
week the student works if he does, (3) whether or not he lives at home, and
(4) the student's annual living expenses. Curiously, neither family income
nor any measures of the scholarship aid the student is receiving 'or the
amount he is borrowing ever enter the model constructed by Perl. Yet one
would think that the entire financing picture—in particular, the way in which
the student is raising the funds needed for his education and the extent of
family financial resources—would affect the student's available time and his
living environment and, hence, his probability of graduating. Indeed, Perl
talks in several places (for example, page 00) about the student's financial
capital and the importance of such capital in determining the success of his
college-education investment. The information he uses concerning students'
financial situations does not seem adequate to the conclusions he wants to
draw.

Turning to those aspects of the individual school that affect the student's
probability of graduation, one would include: (1) standards of admission, (2)
standards of graduation, (3) resource inputs including both (a) instruction-
related activities and (b) research and other noninstructional activities, (4)
enrollment, (5) ability of other students, and (6) financial aid provided—both
the total amount and the composition according to type of aid. Some com-
ments are in order concerning the way in which the author treats several of
these factors.

Perl notes that his output measure is quite subjective because standards
of graduation may vary across institutions and may be an increasing function
of the school inputs. He pays particular heed to this problem in discussing
the differences between private and public colleges. Different schools do
have different admissions and degree standards, and it seems clear that
differences in these policies will have an important effect on the probability
that a given student graduates. Hence, a study of the college education
process that focuses on the role of student inputs and school resources

143 Comments by Klevorick



should control for such differences in admissions and graduation standards.
As a first approximation, this suggests the inclusion of two other indepen-
dent variables

1

number of graduates from student's entering class
• number of admissions in student's entering class

and

2
average ability (at time of admission) of student's entering class

average ability (at time of admission) of graduates from student's entering class

The author's treatment of the resourc,es the college devotes to producing a
graduate also raised some questions in my mind. First, I wondered why
instructional expenditures per student and research expenditures per
dent were included as separate variables, each measured in dollar terms.
Presumably, when measured in dollar values, these variables are highly
correlated. If they are highly correlated, this might explain some of the
difficulty encountered in obtaining significant plausible values for the ex-
penditure parameters in the graduation regression. At the same time, Perl
seems quite right in supposing that research expenditures and instructional
expenditures have different effects on the graduation rate. But, then, why not
measure the school's financial input by its total expenditure per student and
have another variable measure the proportional division between instruc-
tional and research expenditures?4

It is also not clear why normalization of the instructional expenditures to
reflect the level that would have obtained at a 20:1 student-faculty ratio is
appropriate. The selection of (1) a level of instructional expenditures per
student, (2) a level of research expenditures per student, and (3) a student-
faculty ratio represents the choice of an education technique from the avail-
able education technology. Theselection of a particular input triad should
be considered an optimizing choice. Normalizing to a standard student-
faculty ratio only obscures the different input combinations chosen by differ-
ent schools. The particular normalization employed by the author would be
appropriate only in the presence of certain types of education technology
and no argument is presented that the actual technology takes such a form.

Two further points should be raised concerning the measurement of the
college's resource inputs. First, since the paper is concerned with the output
of undergraduate education, the appropriate data on expenditures and
student-faculty ratios are data on the resources devoted to undergraduates
and the undergraduate student-faculty ratio. It is not clear from the paper
that the data available to the author were sufficiently disaggregated between
undergraduate and graduate education to enable him to obtain the most
appropriate figures. Second, one is almost always dubious about measures
of student-faculty ratios. As Perl points out, he has made no effort to distin-
guish between faculty involved in resident instruction and faculty involved
primarily in research or extension activities. An added difficulty results
because different colleges report the status of teaching assistants and the
like in different ways when computing faculty size. It is difficult, therefore, to
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3. THE PRODUCTION FUNCTION
Perl assumes that the output measures he employs are linear, additive
functions of the inputs to the college education process he considers. He
recognizes that such a model precludes the possibility that the productivity
of an input depends upon the level at which it is employed or on the level of
other inputs. To provide for some degree of nonlinearity, the author includes
both a linear and a quadratic term in enrollment, and he estimates the
parameters of his model separately for subsamples in which the range of
particular inputs is restricted. These separate estimates seem quite sugges-
tive of important complementarity relationships among inputs to the college
education process. I would have preferred to see more explicit account
taken of these interactions.

My own prior belief is that it is far more likely that marginal rates of
substitution between education factors vary with changes in input levels than
it is that these rates of technical transformation are constant. Some multi-
input Cobb-Douglas production function would seem to me to be a more
appropriate model. Alternatively, one might have chosen an intermediate
position. First, an aggregate student input would be formed as a linear
combination of the student factors and an aggregate school input would be
formed as a linear combination of the school factors. Then, the two aggre-
gate inputs would enter a two-factor Cobb-Douglas function. In any event,
nonlinearities in the educational production process—both in terms of di-
minishing returns to a single input and in terms of substitute-complement
relations between inputs—seem important, and they deserve more explicit
attention than the author's model has given them.

4. THE ESTIMATION TECHNIQUE
In estimating his linear additive model, Perl uses a two-step procedure to
correct for the heteroscedasticity resulting from the dichotomous nature of
his dependent variables. While this two-step regression procedure provides
efficient estimates of the parameters of his linear probability function, there
remains an important problem with the use of the linear probability function
model.5 Specifically, this model allows EY1 (the conditional probability of
graduation or of graduate school attendance, given the input vectorX1) to lie
outside the range [0,1]. This is, of course, inconsistent with the definition of Y
and with the interpretation of as a probability. There will be vectors of
inputs, for which the conditional probability of graduation EY = f3 is
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greater than one and others for which it is less than zero. There may even be
vectors of inputs in the sample itself for which the estimated conditional
probability ?L will not lie in the [0, 11 interval. It would seem that the appropri-
ate statistical model to employ in the case of Pert's production function with
a dichotomous output measure is multivariate probit analysis.6 This is a
maximum likelihood estimation method that takes explicit account of the
dichotomous nature of the dependent variable and that ensures that is
restricted to the [0,1] interval.7

5. AND THE INTERPRETATION
OF THE EMPIRICAL RESULTS

Let us, finally, consider some of the difficulties that may confront us in
interpreting Perl's results and in attempting to convert these results into
policy recommendations. The major difficulty arises because one
suspects that there exists a high degree of collinearity among the measures
of school inputs. The author confirms this suspicion for private colleges
when he cites the collinearity problem as a probable cause of the less
satisfactory performance of his private-college equation. In addition, he
shows us that when the sample is stratified by the level of some specific
school input—for example, student-faculty ratio or instructional expenditures
per student—it turns out that colleges that are high (low) input on this
criterion are also high (low) input in. terms of the other school factors. While
this evidence does not confirm any suspicions of collinearity, it surely
strengthens those misgivings. If, indeed, there is a high degree of collinear-
ity among the inputs to the education process, it is of course difficult to
disentangle the effect of particular inputs and any policy recommendations
are placed on a somewhat less-than-solid foundation.

The collinearit'y problem is perhaps exacerbated by the way in which the
author selected the principal components of ability to include in his final
analysis of the production of graduates and graduate school attendance.
First Perl regressed each output measure on all twenty-two ability compo-
nents and all the other exogenous variables (the nonability student inputs
and the school inputs). He then retained for use in the final analysis only
those ability components that had a "substantial effect" in the preliminary
regressions. By definition, the omitted principal components are orthogonal
to those retained, and hence there is no chance that the explanatory power
of the components excluded from the final analysis is shifted to the retained
components. But if the nonability exogenous variables are correlated with
the omitted principal components of ability and if these omitted components
were contributing any explanatory power in the preliminary regression, then
the final regressions will impute too much importance to the nonability
exogenous variables.

One last caution may be in order for the policy maker who would base his
recommendations on the results of the present paper. To ensure that his
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sampling from any one college was reasonable in size, Perl required that
each student in his final sample attend a college attended by at least ten
other students who (1) were in the original Project Talent sample and (2)
responded to both follow-up questionnaires. This exclusion of all colleges
having fewer than eleven students in the modified Project Talent sample in its
student body probably yields a bias against small colleges. To the extent
that this bias exists and to the extent that college characteristics other than
enrollment differ systematically between small and large colleges, the re-
gression results may be misleading in their implications for the efficacy of
certain policy measures.

6. A CONCLUDING COMMENT
In summary, Perl has provided us with an interesting new model of the
college sector of the education industry. As with anything novel, however,
there are some serious questions about the innovations that must be an-
swered before we are willing to buy and to use the product.

NOTES
1. For example, his measure draws no distinction between "degree mills" and other institutions.

while such distinctions are difficult to make, they have been found necessary and they have
been made, for example, in the Bundy plan for New York State aid to private colleges.

2. This statement of producers' concerns already ignores the fact that universities may view
themselves as having more than the education of undergraduates as their goal. They are also
concerned, for example, about the contributions they make to scholarship, their production of
Ph.D.'s, and so on.

3. For example, one might use the tests developed by David McClelland and his associates
to measure need for achievement.

4. This procedure was actually used by Pert in his preliminary regression (Table A-i), which
included all twenty-two ability components. One wonders why it was not used in the final
regression as well.

5. For a more complete discussion of the linear probability function, see Arthur S. Goldberger,
Econometric Theory (New York: John Wiley and Sons, 1964), pp. 248—251.

6. For a description and discussion of this procedure, see James Tobin, "The Application of
Multivariate Probit Analysis to Economic Survey Data," Cowles Foundation Discussion Paper
No. 1, 1955.

7. It should be noted that in an appendix to his paper, Perl uses logit analysis to reestimate the
relationship between the output of the college education production process and the inputs to
that process. Specifically, he groups his data by college and estimates the parameters of a
linear relationship between the student and school inputs to college education and the log
odds of graduation (or graduate school attendance). The logit-analysis approach does avoid
some of the statistical and conceptual problems created by the linear probability function.
Had Perl been willing to use nonlinear estimation techniques, however, he would not have had
to group his data by college. That is, using nonlinear estimation procedures and a particular
specification of the error term would have enabled the author to retain the individual student
as his unit of observation. This would have provided him with parameter estimates that were
more directly comparable with his original estimates for the linear probability function.
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