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INTRODUCTION

Many responses have been presented over the past fifteen years to the radical “policy
ineffectiveness proposition” of the new classical school. The proposition implies that
deviations of real economic activity from trend depend on deviations of actual from
anticipated money over short periods of time but not on the anticipated part of money.
One such early and influential response was that of Stanley Fischer [1977, 1980] wherein
he demonstrates that the existence of multi-period wage contracts is sufficient to re-
introduce an effective role for stabilization policy even if expectations are formed ratjo-
nally*’. Despite the importance of his work, however, there exists no direct attempt to test
the key implications of Fischer’s model even after more than a decade since its publica-
tion.

Perhaps the reason for the lack of such an attempt is the scarcity of necessary
appropriate data; in Fischer’s model, deviations of output from its natural rate depend on
deviations of actual money from expected values formed several periods earlier. Indeed,
fluctuations in output depend on expectational errors going back to the point in time at
which the longest existing contract was drawn up. Unfortunately, such multi-period-
ahead expectations pertaining to monetary aggregates are not readily available in the
United States. There are a few such series, however, which have been formulated as
necessary inputs into the operation of some large-scale structural forecasting models
which date back to about 1970. One innovative aspect of this paper is the use of one of
these series to estimate and test the explanatory power of a version of Fischer's multj-
period contracting model.

It is not enough, of course, to merely confront a plausible theory with the data by
estimating the parameters of a model and considering its fit or significance level and the
sign of various coefficients. A more persuasive approach is to subject the new model to a
statistical test of its explanatory power relative to or in the presence of a leading
alternative®. For the purpose of providing just such an alternative, we employ a widely-
known version of Lucas’s mode! based on one-period-ahead monetary misperceptions, as
presented by Barro [1977, 1978] and Barro and Rush [1980F.

In the following section, the two competing specifications for output and unemploy-
ment determination are presented in more detail. A non-nested model testing procedure
appropriate for the particular models considered here is also put forth. The next section
contains empirical results of the estimation and testing procedure. Monte Carlo evidence
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regarding the small sample properties of the test statistic used is also presented. Lastly,
there is a section summarizing the results.

MODEL SPECIFICATIONS AND EVALUATION PROCEDURE

This study first represents the Barro-type specifications for quarterly rates of output
and unemployment as equations which include a distributed lag of eight one-quarter-
ahead money growth forecast errors (m,, - E  m, , for i=0,...,7) determining the dependent
variablet. Then, following Fischer’s suggestion, we represent the competing specifica-
tions as equations having output and unemployment as functions of the one- through
eight-quarter-ahead money growth forecast errors (m, - E, | m, for i=0,...,7)%. The distinc-
tion between the Barro and Fischer specifications is critical for, as Fischer states,

...it is very hard to argue that the Fed cannot use a monetary rule
that reacts within a period of two years to new information. If the two-
year expectation is somehow locked in (for example, in labor contracts),
then the Fed has ample time to act to affect the behavior of output. That
does not mean it should act, but rather that it can systematically affect
output. {1980, 220]

Thus it is anticipated that by reconsidering the performance of these two model specifica-
tions in light of newly available empirical techniques, we might further our understand-
ing of the roles that both nominal contracting and informational eonfusion play in the
generation of the business cycle.

Fischer did attempt to provide support for his contracting-based model of output by
adding a measure of unanticipated money growth over two years to Barro’s yearly output
equation. He observes that “adding the variable ... to the Barro equation reduces the sum
of squared residuals” by about 12 percent, while “if the current value of the DMR variable
is then deleted from the regression, the sum of squared residuals rises only slightly” by
about 1 percent. While this evidence is suggestive of the importance of nominal rigidities,
formal F-tests still lead Fischer to “conclude that the data cannot tell us whether only
one-year ahead or only two-year ahead errors in predicting money or both contribute to
explaining the behavior of output.” [1980, 235] This is, as Fischer is aware, due to the
inability to identify any significant independent effect that the various expectational
errors have on output. Thus, alternative technigues are needed if a conclusive evaluation
of the relative significance of such competing explanations is to be conducted.

Davidson and MacKinnon [1981], Bernanke, Bohn and Reiss [1988] and many others
have developed and refined procedures first proposed by Cox [1961, 1962] and imple-
mented by Pesaran [1974], to test a specified model when there exists a non-nested
alternative. This paper employs a slight generalization of Bernanke, Bohn and Reiss’s
[1988] extension of Davidson and MacKinnon’s [1981] P-test to the situation where errors
are serially correlated (yielding their P2-test). Our modification is necessitated by the
presence of second-order serial correlation in both Barro and Rush’s [1980] results and
our estimates of identical equations on different data.

In order to define terms and describe our empirical procedure, suppose we take as the
null hypothesis Barro’s model of output, written as

(1) y, =X, o)+ U,
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where y, denotes the log of output in quarter t and where

7
(2a) i (X, ) = a,+ al+ asz + Eaih?(mt-i ' E:’i-im:-i) and
=0

9 -
(2b) Mo = Borhgy.; + Poglhp s + €5 »

with ?‘ representing the loglof real federal purchases of goods and services and t a time

grericil -d':‘[‘}:;e'ﬁr?l;l tern'ill, €, like €, and e, below, is assumed to be normally and indepen-
lently distribute with a zero mean and constant variance. As the i

tive, we express Fischer’s model as : competing alterna:

(3) Y. =8Z, B+, ,

where
7

(4a) 8(Z, B) = B,+ Bt + B,G,+ 2B, (m,-E, m) and
i=0

(4b) By =Pyl ¥ Pralhy s+ €,

Letting carets (“’s) denote non-linear least-s i i
. ‘ -square estimates’, the Davidson-
MacKinnon P-test is conducted by estimating the auxiliary equation :

(5) Y- X, ©)=8lgZ, B -fX, Y+ Fb+e, ,

Pl
where F denote,s the derivatives of the model under the null (Barro’s) hypothesis with
respect to the os and p,’s, evaluated at the least-square estimates. More explicitly, if we
express the Barro output model given above as ,

7
6 y=a,+at+ @G, + aniw(ms-i'E:-f-zmt-i) + Py, ;- ap- a,(t-1) - @G,

’
7
- E{:‘a 0wy B, gm,, )1 +p 02" - ft-2) - a,G, - i—zoa waMy o m )+ €,

A
we can see that the components of the vector F, include:

(7a) dy/da, = 1'16\01'502 ;

(7b) dyfda, =t - p,(t-1) - B, (-9 ;
A

(70) dyt/da2 = Gt -pOIGt-I -302(}‘!-2 5

_ A A
(7d) dy zj dana =m,, - Et-i—lmt-i ‘pm(mz-i-z - E:.i.zmz-i-z) =P 02(mt-i—2 - Et-i-a‘mt-L , i=0,..,7 3
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7
o A .
(78) dy/dp@ = yt.j - aﬂ - az(t'.}) - azGt-j- %ﬁﬁ(m&id - Et-i;i—lmt-i-))’ i= 1’ 2.
1=l

The P-test procedure now calls for testing the validity of the null hypothesis by
considering whether 8 is significantly different from zero. Davidson and MacKinnon
[1981] prove that if equations (1) and (2) represent the true model, then the distribution
of the ratio of the estimated coefficient 3 to its standard error converges to the standard
normal distribution as the sample size increases indefinitely. If the t-ratio for 8 exceeds
1.96, we would then normally conclude that the null hypothesis embodied in equations
(1) and (2) is rejected in favor of the alternative specified by equations (3) and (4).

As Davidson and MacKinnon [1981] point out, a test of the Fischer model can be
carried out against the Barro alternative by simply reversing the role that each model
plays in the above procedure. In the reversal, a significant estimate of b is an indication
that one should favor the informational confusion explanation of the business cycle over
the multi-period contracts story. If 8 is not significant in either equation, the result is
akin to collinearity; the data do not suffice to distinguish between the two models. 18 is
significant in both cases, the result may be a spurious one due to small sample biages in
the testing procedure (see below) or it may be that the true model contains elements of
each of the competing alternatives.

This test procedure is, as are most specification tests for non-nested models?, an
asymptotic test with small sample properties which are generally unknown. However, a
number of studies® of the small-sample properties of these tests find, on the basis of
Monte Carlo simulations, a prevalent bias towards too high a probability of rejecting a
true null hypothesis; that is, the probability of type I error or the size of the test is high
relative to the asymptotic or nominal size.

We conducted Monte Carlo simulations designed to generate evidence on the signifi-
cance levels associated with those tests which, on the basis of an asymptotic critical value
of 1.96, lead us to reject the null hypothesis. Paralleling the method used by Bernanke,
et.al. [1988], we used the estimated parameters, including the autoregressive coefficients
and the standard error, and the explanatory variables of the null hypothesis to generate
1000 normally-distributed independent sample realizations for the dependent variable in
each case studied. These sample realizations were then used to conduct the P2-test as
outlined above, thereby generating 1000 values for our test statistic. While the empirical
distribution of these values should then approximate the small-sample distribution of the
test statistic under a true null, our concern was only with the properties of this distribu-
tion at the upper tail®®, As a summary of the small sample size of our test, the proportion
of times the simulation yields a value for the t-statistic which is greater than that which
we actually found is presented. This we interpret as being the estimated probability of
attaining as high a t-statistic value as we got when the null hypothesis is true. If this
probability is less than 0.05, then we conclude that the alternative specification under

consideration does indeed reject the null hypothesis at the standard level of confidence.

Additional evidence bearing on the issue at hand was generated by performing the
above procedure using unemployment as well as the measure of real economic activity."
Also, the tests were conducted on both output and unemployment models using data on
the natural rate for each of these real aggregates? rather than implicitly assuming a
linear time-trend for potential output and a constant natural rate of unemployment.
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EMPIRICAL RESULTS

Data on projected money supply levels for the curre i
ahead were available for the period 1970:2 through g%?gg.d t;‘lsgilg?h???:lgzzlr?er;
expected growt!n rates for the next k quarters, fork = 0, ..., 7, were generate,d for ea I}Te f
the sample periods, thus allowing us to estimate the models over the period 1972(';3 g
1979:4 (sevc'en lags on the expectational errors were used as well as the second- : d ;
autoregressive error process, resulting in nine periods being excluded from the begi ning
of t_he sample). Actual money growth rates for corresponding time spans were bilsmc'limg
rt?wsed data’, and k-period ahead expectational errors (at annual rates) were th . gn
difference between actual and expected money growth rates. on fhe
The Chase measures of expectational errors may be criticized as being unrepresentati
of aggregate errors since they are realizations of a sample of size one. However, w afw?
the use gf thesg errors offers certain advantages over alternative measures Th:a cone
git::zﬁhgﬁcult}esttl:ia}: %rise \g*ith generated errors such as those used by Ballro ande%zns(;
I-documented'?, ut above all, the use of actual foreca ibili
that s{nfts in the. expectations formulation process occur duriit,c:r3 :ilrogziopll‘: }1;2113122812‘11111133!'
I_‘,ucas's [1976}' critique of the econometric estimation of models involving rational ey; tus
tmr%s is less likely to be germane. Furthermore, an empirical comparison of thg oo,
gemod-ahead errors used here to those contained in Barro and Rush [Table 2.3] favorso‘?li;
1;1;15‘.9 measure in terms.of the magnitude of these errors. For the period 1870:2 to
8.1,. the period for which we have overlapping measures on both errors, in te ' f
annualized percentage growth rates, both the root-mean-squared errors ( l.é% Vs T;n ;‘70 )
;Lnii mean absolute errors (1.5% vs. 1.6%) indicate that the Chase forecasts perf"oﬁnefi
etter thz.in the equation used by Barro and Rush to generate their DMR series. I
%c;‘itlﬁl, 1\11n a s[tg?; czzia]p;rglg ;he forecasts of Chase, Data Resources, Inc., and W}m.rtcnil
» McNees \ inds that in terms of the me 75 in
f:erms, Chasg c%oes as well as DRI and better than Wlf;-ii)bxf.d;iznf‘gisbﬁfﬁiﬁt g 011131‘
ical and empirical reasons, the results found here may be more cre’adible by virtu 0 1? o
use of these data on expt?ctations than if alternative measures had been erzlploye?io o
GN}?h'e other data required, y, U and G, are taken to be U.S, figures for the log of real
(in 1972 dollars), the total labor force unemployment rate, and the log of real federal
governmenF purf:hases of goods and services, in order to apprc,)ximate Barro and R1.12;:;l
[1980] spemﬁcaﬂqn as closely as possible, Results of the estimation of the two cm:npetinS
moldels are given in Table 1 (using the original specification of the equations) and Tabl .‘g
(usnIltg 1;,'518 II:":iu.lt)‘eau ff fc}cl)nomic Analysis’s measures of the natural rates) °
should be noted that the results in the first column of Tabl .
to thosg in Ba.rro and Rush’s [1980] Table 2.1, Column (5), botht;r;e tiféii?%ZZﬁiaJ; ‘?l:{e
coefficient estimat(?s and the estimate of the standard error of the regression, despite the
sho_rter sample period.!” In addition, the use of actual measures of the natura’l rats d i
no.ticeabl.y alter the estimation results for either of the models of output. Although o
point estimates are affected in the unemployment models, the pattern on' the noy orror
terms and the overall fit of the models are not, ’ money ewer
erroirsl a;; 1]211; ‘I;eréoglii oi ;}(119 f‘;:;:ﬁer m(;ilel, threr lhargest coefficients appear on expectational
quarters, is means that misperceptions of
gro?vth rates 17 to 20 months ahead are the most importan: P i’ ing voul
variables. This leaves plenty of time for announced poﬁicy a;tifc‘)arfsf O(I”;ngﬁ:;f:lil:ﬁ):fea;
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TABLE 1
Models Estimated on Original Data

Output Medels Unemployment Models
Variable Barro Model Fischer Model Barro Model Fischer model
c 6.97 (142.8) 7.00 (353.8) -3.28 (-6.9) -2.66(-10.24)
t 0.008 (4.53) 0.007 (2.45)
G 0.069 (0.59) 0.081 (1.24)
Gly 7.68 (1.29) -0.93 (-0.29)
um0 0.07 (2.42) -0.14 (-2.92) 0.09 (0.14) 0.63 (3.61)
uml 0.25 (1.22) 0.03 (0.46) -0.56 (-0.53) 0.43 (1.96)
um?2 0.26 (1.00) 0.08 (0.8) -0.99 (-0.71) 0.05 (0.13)
um3 0.28 (0.88) -0.29 (-1.75) -0.84 (-0.49) 2.47 (3.85)
um4 0.17 0.51) 0.08 (0.41) -0.35 (-0.2) -0.01 (-0.01)
umb 0.01 {0.04) 0.47 (1.91) 0.47 (0.32) -3.94 (-4.02)
umé 0.13 (0.53) 1.13 (4.54) 0.47 {(0.4) -5.46 (-5.79)
umf 0.01 (0.08) -0.07 (-0.27) 0.27 (0.44) -1.38 (-1.42)
p1 1.37 (6.39) 1.56 (9.71) 1.62 (10.28) 1.78 (16.81)
P2 -0.55 (-2.41) -0.76 (-4.64) -0.73 (-4.54) -0.9 (-8.62)
s.e. 0.010754 0.007097 0.049733 0.030066
DW 2.14 2.39 1.57 1.37

t - statistics in parentheses

columns corresponding to Barro models, umi = m,; - E ; ,m , i=0,...,7

columns corresponding to Fischer models, umj = m, - E, m,, j=0,..,7

s.e. = standard error of the regression DW = Durbin-Watson Statistic

money changes) to affect output and unemployment,

The coefficient on unexpected money growth based on expectations formed two
months earlier is positive and statistically significant at conventional levels in both the
unemployment equation versions of the Fischer model and is negative in both, and
significant in one of, the output versions. This implies that over this time period
unexpected increases in money growth reduce real economic activity. There is a substan-
tial literature linking unexpected rises in money to very rapid rises in interest rates
during both the 1970s and the 1980s [Urich and Wachtel, 1981; Cornell, 1983a, 1983b;
and Nichols, Small, and Webster, 1983], although there is no agreement on the mecha-
nism except that it involves expectations. A linkage such as this could explain our
coefficients if increases in unexpected money raised real interest rates and thus de-
creased output via a Keynesian mechanism. This phenomenon is not a part of the Fischer
model but neither is it necessarily in conflict with it. In any case, the impact elasticity of
either output or unemployment with respect to money in the Fischer model is the sum of
the eight coefficients on the unexpected money growth terms. These elasticities are 1.29
and 1.37 for the output equations and -7.15 and -9.63 for the unemployment equations.
The likelihood ratio test statistics for the hypothesis that the sums are zero are 15.17,
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TABLE 2
Models Estimated on BEA Data

Cutput Models Unemployment Models
Variables Barro Model Fischer Model Barro Model Fischer Model
G 0.107 (1.113 0.131 (2.15)
Gly 0.04 (0.04) -0.67 (-1.43)
um{ 0.12 (1.12) -0.07 (-1.34) -0.07 (-0.14) 0.48 (2.25)
uml 0.26 (1.61) 0.08 (1.13) -0.35 (-0.37) 0.75 (2.42)
um? 0.18 (0.9 0.08 (0.77) -0.58 (-0.47) 0.85 (1.86)
um3 0.23 (0.99) -0.29 (-1.63) -0.48 (-0.32) 1.37 (1.88)
um4 0.12 (0.5) 0.16 (0.74) 0.54 (0.36) -1.18 (-1.3)
umb -0.01 (-0.03) 0.56 (2.09) 122 (0.95) -3.08 (-2.66)
uméb 0.12 (0.61) 0.87 (3.36) 0.54 (0.54) -6.43 (-5.59)
um? 0 (0) -0.02 (-0.08) 0.17 (0.32) -2,39 (-1.97)
P, 1.4 (6.96) 1.43 (8.25) 1.7 (11.9) 1.73 (14.16)
P, -0.54 (-2.68) -0.66 (-3.72) -0.82 (-5.53) -0.91 (-7.32)
s.e 0.010007 0.0607437 0.050253 0.035965
Dw 2.14 2,21 1.94 1.62

See notes from Table 1.

TABLE 3
P-Test Results

Barre null vs., Pischer null vs.

Fischer Barro
Modetl alternative alternative
1
Cutput 0.9868 (4.78) 0.212 (0.5)

Unemployment 0.998 (5.73) 0.238 (0.54)
. 2
Output 0.927 (4.19) 0.394 (1.07)

Unemployment 2 0.914 (5.16) 0.6086 (2.09)

1. Models estimated on original data. -
2. Models estimated on Bureau of Economic Analysis data.

14.79, 22.78, and 23.70 respectively. Under the null hypothesis, these statistics would be
asmnp_toticaliy distributed as chi-square with one degree of freedom. The fact that the
coef’ﬁ‘cmnts often change signs as the horizon changes is likely to be attributable to
muftlcoiliqearity, as the multi-period-ahead expectational errors overlap each other

In addition, we may notice that in all cases the multi-period contracting model h.as a
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TABLE 4%
Monte Carlo Results
Barro null vs. Fischer null vs,
Model Fischer alternative Barro alternative
Qutput 0.025 NA
Unemployment 0.006 NA
Output 2 0.047 NA
Unemployment 2 0.009 0.302

1. Models estimated on original data. ) '
2. Models estimated on Bureau of Economic Analysis data.

lower standard error than does the comparable new cI:assical specification, .which_ Jﬁ
suggestive evidence in favor of these models, but wh{ch is also the sort of claim whic
needs to be supported by exacting statistical tests. This was the purpose of the next step
rocedure, _
of thlgaiho of the four sets of competing models was used to generate the transformed
variables needed to conduct the P-test according to equations (7a) through (7e) gbove.
This was done twice, first taking the Barro-type specification as the nulll hyppthems and
Fischer's multi-period contracting model as the alternativef and then again with the roles
reversed. The estimates of and corresponding t-statistics (in parentheses) for each of the
ight tests are given in Table 3. .

o Itf';:hese t-ragltios actually could be treated under the null hypotheS{s as random _dra.ws
from a standard normal distribution, they would constitute stropg ewd‘ence for rejection
of the Barro model {though the Fischer model would also be rejected in one case out' of
four). However, the Monte Carlo studies cited in note 9 above strongly guggest that with
a small sgample such as this one the test statistic may not b_e treated this way. Th_us, we
turn to our simulation analysis. Table 4 presents the relative freq!uency with which the
Monte Carlo simulations rejected a true null hypothesis with t-ratios greater thz}n those
in Table 3. These values thus represent the estimated area in the upper tail of th.e
distribution of our test statistic under a true null hypothesis. If the statistic in Tab]_le 41is
less than .05, the corresponding test statistic in Table 3 is large enough that we es.tlmate
it would occur by chance less than five percent of the time if-the null hypothesis were
true. The only case of an apparent false rejection of a tr1_1e null is thc? one where the BaErro
alternative rejects the Fischer null. We estimate t}}at in that particular case, there is a
probability of 30.2 percent of observing a t-statistic larger than ?:28 when in fa}ct‘t.he
Fischer model is true. All other cases yield estimates of the probability of a faIs_e rejection
of a true null below 5 percent, the conventional level of significance. I'nde_ed this e\.udence
suggests that in both of the unemployment equation cases, the rejection by Fischer’s
model of the Barro model achieves a 99 percent level of confidence. .

On the basis of their ability to explain the residuals of the-ait?rnatlves, these.resu.]ts
strongly favor the model which explicitly accounts f'or the existence of .mu‘ltl-_permd
contracts, over an important and well-known alternative. This conclusion is significant
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as it represents not only the first attempt to confront the Fischer model with data, but
also the first evidence that such a model explains the data quite well. As the theoretical
justification for this empirical specification has been clearly articulated by Fischer and
others, the results here also emphasize the importance of nominal rigidities as a mecha-
nism by which monetary changes are transmitted to the real economy.

SUMMARY AND CONCLUSIONS

We have utilized multi-period ex ante expectations data on the old M1 money supply
to estimate the parameters of a model, suggested by Fischer, in which money affects real
variables only through multi-period errors in anticipations. We have tested this model
against an alternative, first tested by Barro, in which money affects real variables only
through current and lagged single-period errors in anticipations. Previous work on the
Barro model has involved the use of a second equation to generate monetary anticipa-
tions, but we have used ex ante anticipations for both models,

The test we used is a version of Davidson and MacKinnon’s P test, in which a non-
linear equation is linearized and then the predictions from an alternative model are
added as a single extra variable. In our case, the non-linearity in the model arises
because of second order serial correlation of the errors. Because we suspect that the
small sample properties of the test lead to excessive rejection of the null hypothesis, we
carried out random sampling experiments. These were intended to tell us whether the
test statistics that we obtained are large enough to be unusual if the null hypothesis were
true. We found that it is possible to reject the Barro model at conventional levels of
confidence. However, we also found that when the Fischer model is used as the null
hypothesis, it can not be rejected at conventional levels. We conclude that this evidence
indicates that the Fischer model is superior to the Barro model. That 1s, multi-period
expectational errors which capture the effects of long-term contracts represent important
explanatory variables in models purporting to explain the business cycle. This conclu-
sion supports the notion that systematic monetary policy can have an affect on real
variables, although it does not address the issue of whether it should be used.

We would like to thank Robert Basmann for comments on an earlier draft.

NOTES

1. Other authors have presented similar arguments based on various nominal rigidities, includ-
ing Phelps and Taylor [1977] and Taylor [1979, 1980].

2. As Bernanke, Bohn, and Reiss [1988] state "...in addition to or in place of the discrimination

criteria used before, specifications should be evaluated by how well they can explain
misspecifications in alternative models.” [1988, 294].

3. The approach that Barro initiated in this series of papers and the results presented therein

have been attacked on both theoretical and empirical grounds. We do not find the evidence
presented by some authors to empirically refute the Barro and Rush {1980] study to be
conclusive. A discussion of some of the most well-known of these studies is contained in an
appendix available from the authors. In any case, the Barro and Rush model is an important
and attractive alternative, especially in light of the difference between its implications
regarding the efficacy of stabilization policy and those of the Fischer model. Keynesian
alternatives are usually presented in multi-equation form, although Pesaran [1982a, 1988]
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and Rush and Waldo [1988] conduct comparisons of single-equation specifications of Keynes-
ian and new classical models. Nonetheless, it is not clear that Keynesian specifications
represent an alternative to the Fischer model in the sense that they necessarily conflict. Real
Business Cycle models, on the other hand, are not generally presented in regression form but
rather are calibrated and their ability to simulate actual data then assessed.

4. The notation m,, represents the difference between the log of money in periods t-i-1 and t-.
The term E_, ,m__ represents the expectation formed in period t-i-1 of m, . Barro [1978] refers
to Lucas [1975] and a draft version of Sargent [1978] to justify the use of lagged values of the
difference between actual and anticipated money growth to explain current real variables.

5. (iven Barro's ratienalization mentioned in the above note for the appearance of the distrib-
uted lag of expectational errors, we could consider a generalization of the Fischer secification

which contains 3 iai[sj(mﬁ -E,.m,). This specification is recognized by Fischer himself

j=0i=0
[1977, 203, fn. 20}. However, when we tested this model with n equal to 2, a log-likelihood ratio
test of the joint significance of the two additional coefficients failed to reject the hypothesis
that they were zero. Thus the simpler specification is retained.

6. Eguations (1) and (2) correspond to the specification reported by Barro and Rush [1980, 36]in
Table 2.1, Column (5). The specification in Table 2.1, Column (4), could not be used because
the variable MIL, is zero throughout our sample period. The equation with unemployment as
the dependent variable, mentioned below, corresponds to Barro and Rush’s Table 2.1, Column
(9).

7. Regressions with serially correlated errors were estimated using the Cochrane-Orcutt proce-
dure with Micro TSP Version 6.5.

8. See McAleer [1987] for a thorough discussion of the various other non-nested tests and their
properties.

9. These include Pesaran [1974, 1982b], Davidson and MacKinnon [1982], Godfrey and Pesaran
[1983] and Bernanke, et. al. [1988].

10. The power of these tests, that is, the probability of correctly rejecting a false null hypothesis,
has been found by Bernanke, et. al. [1988] to be quite high. Indeed, they find in their
simulations that the P2-test never failed to reject a false null when the asymptotic size was 2.5
percent and when the true model had uncorrelated errors, and only failed to properly reject 2.4
percent of the time when the data were highly correlated. See their Table 4, 315.

11. Again, Barro and Rush's [1980] specification was used. That is, log(U/1-U} is the dependent
variable where U is the total labor force unemployment rate, and (G/y),, the ratio of the levels
of government spending and output, replaces t and G, as explanatory variables. Eight
expectational error terms and a second-order autoregressive error specification are retained.

12. The theory underlying both the Barro-Rush and the Fischer specifications implies that
deviations of output or unemployment from their natural rates occur because of monetary
misperceptions and, perhaps, government spending. We fit our equations using data from the
1970s, during which it is very likely that the natural rates of output and unemployment could
not reasonably be represented by a time trend or a constant. Data we use on the natural rates
of output and unemployment are the middle-expansion trend figures caleulated by the Bureau
of Economic Analysis (BEA) and published in the Survey of Current Business [Holloway 19861.
The dependent variable then becomes the difference between the logs of the actual and natural
rate figures as it is these deviations that the two models considered here profess to explain. G,
and (Gfy), were retained as explanatory variables under the presumption that Barre included
them to capture demand shifts rather than movements in aggregate supply.

13. We use the forecasts of Chase Econometric Associates, Inc. and its predecessors. We are
grateful to Michael K. Evans, Steven J. Elgart, and Leon W. Taub for providing the forecasts
used in this paper. The forecasts used were released around the third week of the second

month of each quarter.
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14. As the forecasts released in, say, the fourth quarter of 1979 were made available in mid-
November, we define the one-quarter-ahead expected money growth rate E, m_for t=79: 4 ag
the log-difference between November's expectation of the fourth quarter's xtfllorltey supply and
the preliminary third-quarter money supply figure, which is the most recently released
measure available by the middle of November. Thus the forecasts are of a figure which will not
be fully known for at least another two months, given the Federal Reserve's publication lag
and the lag between the production and release of the forecasts. The aggregate being
forecasted is partially known at the time of the forecast, given the weekly publication of such
figures. The variable labelled E, m, forecasts an aggregrate growth rate which will be known
in preliminary form five months hence, ete.

15. The forecasts used were of old M1 money supply. Thus the actual figures used were those on
old M1 found in various issues of the Federal Reserve Bulletin and reproduced in Gordon
{1987, Table A-2]. The Barro-Rush and Fischer thecries do not distinquish between prelimi-
nary and revised data. We felt that the revised data best reflected the actual money growth
which affects the eonomy. True ex ante expectations of growth, however, can only be computed
based on preliminary data.

16. Mishkin [1983] and Pagan [1984] in particular provide thorough discussions of the problems
associated with the two-step procedure. Whenever expectations of money growth are gener-
ated in the initial step of a two-step procedure, the validity of the proxy depends on the
accuracy of the assumption of rational expectations. Qur results, for both the Barro and the
Fischer models, do not depend on this assumption. However, we have tested the Chase one-
period-ahead money forecasts using the standard test for rationality. When the test is carried
out on level forecasts, the hypothesis of rationality is not rejected at the conventional signifi-
cance levels. When the test is done on the relative change forecasts, the same hypothesis is
rejected at the .05 significance level but not at the .01 level.

17. Barro and Rush use quarterly growth rates while we use annual growth rates for money; thus
our estimates are roughly one-fourth the size of theirs. Also, while the magnitudes of the
estimates are comparable, our significance levels are reduced by our smaller sample size.

18. NA denotes that small sample significance levels are not evaluated in those cases where t-
statistics chtained do not exceed their asymptotic critical values.
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