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The Determinants
of Juvenile Crime

Steven D. Levitt and Lance Lochner

Criminal involvement in the United States rises sharply with the onset of
adolescence, peaking in the late teenage years before dropping steadily
thereafter. An eighteen-year-old is five times more likely to be arrested
for a property crime than is a thirty-five-year-old; for violent crime the cor-
responding ratio is two to one. In 1997, those aged fifteen to nineteen con-
stituted roughly 7 percent of the overall population but accounted for over
20 percent of arrests for violent offenses and roughly one-third of all
property-crime arrests.

This essay examines the issue of youth crime. We begin by laying out
the basic facts and trends relevant to youth crime over the last thirty years.
We then consider both the social costs of youth crime and the personal
risks and costs borne by the criminals themselves. After reviewing the vari-
ous hypotheses as to the determinants of crime identified in the previous
literature, we present three new sets of estimates that shed light on the
issue. The first set of regressions uses the National Longitudinal Survey of
Youth (NLSY) to explore the correlates of crime at the individual level.
The second analysis focuses on census-tract-level homicide data for the
city of Chicago over a thirty-year period. These data provide a means of
better understanding the influence of social factors and local labor market
conditions on youth crime. The final data set is a state-level panel covering
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Fig. 7.1 Violent arrest rate by age, 1998

fifteen years. The state-level analysis is ideal for examining the effect of the
criminal-justice system (and, to a lesser extent, economic factors). We use
these three sets of estimates to determine the extent to which observed
fluctuations in the correlates of crime can explain the time-series pattern
of juvenile crime over the last three decades.

7.1 Youth-Crime Facts and Trends

Figures 7.1-7.3 present snapshots of criminal involvement by age in
1998, as reflected in arrest rates per capita for violent crime, property
crime (excluding larceny), and murder.! Violent crime rises sharply in ado-
lescence to a peak at age eighteen, before steadily declining thereafter.
Property-crime offenses peak at age sixteen and drop off more quickly.
The pattern for murders is similar to that of violent crime more generally.

Figures 7.1-7.3 represent a cross section of different cohorts at a fixed
point in time. Following a particular cohort through the life cycle yields
a generally similar pattern. Wolfgang, Figlio, and Sellin (1972) show a
steeply rising and then declining pattern of arrests for their sample of ten
thousand boys born in Philadelphia in 1945. Interestingly, for that cohort,

1. We adopt the standard Uniform Crime Reports definitions throughout the paper. Vio-
lent crime includes homicide, rape, robbery, and aggravated assault. Property crime includes
burglary, larceny, and auto theft. Violent crime and property crime represent a limited subset
of all crime. Fewer than 20 percent of all arrests are covered by these categories. Omitted
from these categories are all drug offenses, other assaults, white-collar crimes, vandalism,
and public-order offenses. Our focus on violent and property offenses is motivated by both
the high social costs associated with such crimes and the lack of available data on other
crimes.
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Fig. 7.3 Murder arrest rate by age, 1998

the peak in arrests occurs at age sixteen, earlier than as indicated in the
more recent cross-sectional results.

Youth arrest rates vary dramatically by gender and race, as reported in
table 7.1.2 The more serious the offense, the greater the disparity across

2. Arrest rates are the only widely available measure of criminal involvement that is disag-
gregated by offender characteristics. To the extent that there are differences across groups in
the likelihood of arrest conditional on committing a crime (e.g., owing to discrimination in
arrests or differences in the mix of crimes), focusing on arrest rates may be misleading.
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Table 7.1 Juvenile Arrest Rates per 1,000 by Sex and Race, 1997

Crime Category Male Female White Black
Violent crime arrests 1.9 4 .8 3.5

Property crime arrests 9.2 3.7 6.2 12.1

Total arrests (excluding traffic offenses) 37.4 14.0 25.2 48.3

Sources: FBI, Uniform Crime Reports (various editions); and U.S. Bureau of the Census,
Statistical Abstract of the United States (annual editions).

Note: Arrest rates per 1,000 individuals under the age of 18.

groups. Males under age eighteen are five times more likely to be arrested
for violent crime than are females; for property crime the ratio is less than
three to one. Black arrest rates are four times those of whites for violent
crime and two times higher for other crimes.

An alternative measure of criminal involvement is self-reported data.
Given that many crimes are not reported to the police and that most re-
ported crimes do not lead to an arrest, criminal participation is likely to
be much more prevalent than naively implied by arrest data.’> A special
supplement to the NLSY in 1980 asked respondents about self-reported
crime activity, including such crimes as theft, fighting, causing injury to
someone, use of force to acquire something, and drug dealing. Roughly 40
percent of fifteen- to nineteen-year-old males and 20 percent of fifteen- to
nineteen-year-old females report committing at least two different catego-
ries of criminal offense in the preceding year.

There have been dramatic fluctuations in overall crime rates in recent
decades; youth crime is no exception. Changes in police recording over
this period make consistent comparisons difficult (Donohue and Siegel-
man 1994). The data on homicide rates are likely to be most reliable. Fol-
lowing Blumstein and Rosenfeld (1998) and Cook and Laub (1998), figure
7.4 presents homicide victimization rates per 100,000 for various age
groups over the years.* Homicide victimization for fourteen- to seventeen-
year-olds fluctuated within a relatively narrow range from 1976 to 1987
(between 4.3 and 5.8 per 100,000). Coincident with the onset of the crack
epidemic, the homicide rate for that group more than doubled at its peak
in 1993. The increases among black youths were especially pronounced,
more than tripling from the early 1980s to the peak in 1993. White youth-
homicide rates rose “only” 50 percent. Since the peak, homicide rates
among youths have fallen 40 percent but are still well above those of the
1970s and 1980s. As was the case with the increase, the decline was great-

3. For example, according to the National Crime Victimization Survey (NCVS), fewer
than 50 percent of violent crimes and roughly one-third of property crimes are reported to
police. Approximately 50 percent of violent crimes and fewer than 20 percent of property
crimes reported to the police lead to an arrest.

4. Offender ages, of course, are known only when the murder is solved. Cook and Laub
(1998) demonstrate that the ages of offenders and victims tend to be similar in those instances
in which an offender is identified.
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Fig. 7.4 Homicide victimization rates by age, 1976-97

est for black youths. The time series for eighteen- to twenty-four-year-olds
is similar but with homicide rates two to three times higher throughout
the entire period. In stark contrast, the homicide victimization rate of thirty-
five- to forty-nine-year-olds has fallen almost continuously over the last two
decades, with 1997 levels less than 60 percent as high as 1976 levels.

Levitt (1998) demonstrates that the differential trends for juveniles and
adults are also present for violent crime more generally, although not as
pronounced as for homicide. Youth property crime, on the other hand, has
not substantially deviated from adult property crime.

7.2 Consequences of Youth-Crime Involvement

The social costs of crime in the United States are enormous. Estimates
of the overall costs of crime range from roughly $300 billion in current
dollars (Miller, Cohen, and Rossman 1993) to over $1 trillion (Anderson
1999), although estimates at the high end stretch credulity.” Teenagers are
responsible for 20-30 percent of all crime. If the crimes committed by
teenagers are representative of crime more generally, the social cost of
youth crime could be between $60 and $300 billion annually.® The teenage
criminals themselves bear only a small fraction of the social costs that

5. Government expenditures on anticrime measures, police, prisons, and courts total to
$100 billion. In reaching the $1 trillion estimate, Anderson (1999) includes the total estimated
value of all expenditures on drug trafficking (§160 billion) and, on the basis of a $6 million
value of life, obtains over $400 billion in social costs associated with murder.

6. Greenwood (1995) presents evidence that the typical teenage crime is less serious than
that of adults, even within relatively narrow crime categories. Consequently, the upper limit
of this estimate is likely to overstate the true costs of youth crime.
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they generate (e.g., through time incarcerated, forgone future earnings, or
increased death probabilities); the overwhelming majority of this $60—
$300 billion cost is an externality.

A very different question is the extent to which “crime pays” for the
youths who engage in it. In terms of the overall amount of income gener-
ated by criminal activity, the values generally appear to be modest. Fagan
and Freeman (1999) summarize estimates of the returns to street crime
from a wide range of previous studies, with a typical estimate of average
annual illegal income of this kind at or below $5,000. The estimated re-
turns to drug selling vary widely depending on one’s role in the drug trade.
Among independent sellers who act as entrepreneurs, Reuter, MacCoun,
and Murphy (1990) report an hourly wage of $30. These individuals, how-
ever, are likely to be highly skilled and occupy a relatively privileged posi-
tion among drug dealers. Average wages derived from the financial records
of a drug-selling gang analyzed by Levitt and Venkatesh (in press), how-
ever, range only from $6 to $11 per hour over the four years of the study.
These numbers may be more representative of the typical drug-trade par-
ticipant. The street-level sellers who essentially work for an hourly wage
(the job held by most teenagers in the gang) earned less than the minimum
wage for most of the study.

In order to make a meaningful comparison between the returns to legiti-
mate work and street crime, the risk of incarceration needs to be included.
Although the data required to perform a precise evaluation of the risks
and rewards of crime are not available, there is sufficient information to
generate a well-informed back-of-the-envelope calculation. In what fol-
lows, we attempt to determine the expected income from a single crime as
well as the expected time spent incarcerated per crime.

The risk-return trade-off appears to be most favorable for property
crimes, such as burglary, auto theft, and larceny. Victims of serious prop-
erty crimes in the National Crime Victimization Survey (NCVS) report a
median economic loss of approximately $100. The distribution of losses,
however, is quite skewed, with the result that the mean loss (which is not
reported and cannot be calculated given the data provided) is substantially
higher. On the other hand, an individual criminal is unlikely to reap the
full benefit of the stolen property for a number of reasons: juveniles often
perform crime in groups, and the spoils of the crime need to be divided
among the participants; criminals often sell stolen goods on the black mar-
ket at significantly discounted prices; and property is often destroyed dur-
ing a theft (e.g., a few parts are stripped from a stolen automobile, and
the remainder of the car is burned to make identification more difficult).
Balancing these factors, we estimate that the average return to a criminal
per property crime is perhaps $200. Assuming that juvenile and adult ar-
rests for property crime are proportional to rates of offending, juveniles
commit approximately 3 million property crimes each year that are re-
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ported to the police. Victimization surveys suggest that only 30 percent of
such crimes are reported to the police, implying a total of roughly 10 mil-
lion property crimes annually by juveniles. At any given point in time,
roughly seventeen thousand juveniles are incarcerated for serious property
offenses, which translates into 6.2 million person-days of incarceration of
juveniles for such crimes annually, or roughly 0.6 days of incarceration per
property offense on average. For many juveniles, the trade-off between 0.6
days incarcerated and $200 per crime might look attractive. As an aside,
it is worth noting that similar calculations for adults yield expected punish-
ments at least five times greater per crime. Focusing solely on prison time
served, adults receive an average of 2.6 days behind bars per property
crime. If jail time were also included, the estimates would be substantially
greater. The differential penalties for juveniles and adults are revisited in
section 7.5 below.

The trade-off for robbery—in which the criminal uses violence or the
threat of violence—is far less favorable to the criminal. Expected returns
from robbery, based on the NCVS, are similar to those from property
crime. Victims are much more likely to report robberies to the police, ar-
rests are much more likely to result, and punishments are more severe. As
a consequence, we estimate that juveniles serve 12.6 days incarcerated per
robbery on average, or more than twenty times more than for the typical
property crime. Thus, the returns to robbery appear quite low; working a
minimum-wage job eight hours per day for 12.6 days would yield over
$550, far more than a robbery is likely to provide, although the robbery
income is untaxed.’

In contrast to property crime and robbery, for which the risks of injury
or death are fairly small, the physical risks associated with drug dealing
are immense. Previous studies have reported violent death rates between 2
and 7 percent per person-year (Kennedy, Piehl, and Braga 1996; Levitt and
Venkatesh, in press) for those engaged in gang-related drug distribution.
Levitt and Venkatesh (in press) report a variety of approaches to measuring
the implied value of life for the gang members; none of the estimates are
greater than $100,000 per statistical life, which is an order of magnitude
lower than the typical estimate obtained for the general population.

7.3 Factors Affecting Criminal Involvement

There is an enormous previous literature on the determinants of crimi-
nal involvement. We do not attempt to survey this literature systematically
here (for excellent surveys of various aspects of the literature, see Wilson

7. Our calculations suggest that adults serve approximately sixty days in prison per rob-
bery. The low returns to robbery are consistent with the fact that property crimes such as
burglary and auto theft require skill and planning, whereas robbery is often an impulsive act.
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and Petersilia [1995]). Rather, we focus our discussion on identifying the
handful of factors that are most likely to be both important empirically
and testable (at least in a crude manner) given the available data. For pur-
poses of exposition, we adopt a four-part classification scheme: biological;
social; criminal justice; and economic. Although this framework is neces-
sarily imperfect, it serves as a useful organizing device for what follows.
The four categories are discussed in turn.

7.3.1 Biological Factors

There is little doubt that the single best predictor of crime is gender. In
virtually every society for which there are records, the prevalence of vio-
lence is greater among males (Wilson and Herrnstein 1985). The perva-
siveness of this pattern suggests a biological underpinning.

The consistency of the age profile of crime across time and place (first
documented by Quetelet in nineteenth-century France and later noted by
Blumstein et al. [1986]) also suggests an important biological component,
although social, economic (Grogger 1998; Lochner 1999), and criminal-
justice (Levitt 1998) factors may also provide a partial explanation for the
postadolescent drop in crime in the United States.

Wilson and Herrnstein (1985) also argue that low intelligence and high
discount rates are predictors of crime. To the extent that these traits are par-
tially determined by heredity, they represent an additional biological com-
ponent of crime, which may interact with other social and economic factors.

7.3.2 Social Factors

Without question, social factors exert an enormous influence on crime.
There are a number of channels through which social factors might affect
crime. Perhaps the most important of these is the quality of parenting.
Research has demonstrated a strong link between erratic/harsh discipline,
lack of adequate supervision, and rejection by the mother and later crimi-
nal involvement (Daag 1991; Sampson and Laub 1993). As Donohue and
Siegelman (1994) note, the interventions that have been most successful in
reducing crime have been those aimed early in life and requiring the par-
ents’ involvement (e.g., the Perry Preschool project). Empirically, the num-
ber of female-headed households is often one of the strongest predictors
of city crime rates (Glaeser, Sacerdote, and Scheinkman 1996). Donohue
and Levitt (1999) provide indirect evidence in support of the importance
of parental factors in reducing crime rates. Their results suggest that crime
is 10-15 percent lower as a consequence of legalized abortion. Levine et
al. (1996) demonstrate that legalized abortion disproportionately reduces
the fertility rates of teenagers and single women. Gruber, Levine, and
Staiger (1999) show that children on the margin for abortion are much
more likely to have been born into households on welfare, to be low birth
weight, and to die in infancy.
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Outside the family, the degree of “social control” exerted by a commu-
nity is hypothesized to reduce crime (e.g., Hirschi 1969; Sampson 1985).
For example, a willingness of other adults in a neighborhood to discipline
youths, positive role models, and limited amounts of unsupervised youth
activity are hypothesized to reduce crime (Wilson 1987). Positive peer-
group interactions have also been shown to be important predictors of
criminal activity (Case and Katz 1991).

7.3.3 Criminal-Justice System

The economic model of crime (Becker 1968) is based on the idea that
crime can be deterred through punishment. While there is strong evidence
that increased levels of policing (Corman and Mocan, in press; Levitt
1997; Marvell and Moody 1996) and imprisonment (Spelman 1994; Mar-
vell and Moody 1994; Levitt 1996) reduce the overall level of crime, there
has been surprisingly little work analyzing the response of youth crime to
sanctions. Levitt (1998) presents results suggesting that increases in pun-
ishment affect juveniles as strongly as adults and also finds sharp behav-
ioral changes concurrent with the passage from the juvenile to the adult
justice systems in states where there are big differences in the relative puni-
tiveness of the two systems.

There is a larger body of research focused on the efficacy of different
criminal-justice strategies. Kennedy, Piehl, and Braga (1996) document a
particularly successful antigang program implemented in Boston. Green-
wood (1995) surveys the literature on various approaches to treating
youths in custody (e.g., drug-abuse treatment, boot camps, etc.). The most
noteworthy of these studies is a metastudy analysis conducted by Lipsey
(1991), who concludes that various treatment interventions appear to be
associated with reduced recidivism, although the gains are often modest—
perhaps a 10 percent reduction in recidivism relative to control groups.

7.3.4 Economic Factors

Economic factors influence crime by affecting the attractiveness of al-
ternatives to crime. Grogger (1998) argues that increased labor market
attachment with age can explain a substantial fraction of the age-crime
profile. Lochner (1999) expands on this, arguing that differential skill re-
quirements across different types of crime can explain why some crimes
peak earlier and decline more quickly with age than others. The fact that
many criminals are employed in the legitimate sector (Freeman 1992,
1995) suggests that there may be substitution on the margin between crimi-
nal and noncriminal activities.

On the other hand, there is little evidence that public job-training pro-
grams have a lasting effect on criminal involvement (Donohue and Sie-
gelman 1994), although this is not surprising given the minimal effects on
earnings and employment typically observed for these programs. Further-
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more, most empirical analyses of the link between crime and macroeco-
nomic variables such as the unemployment rate or low-skilled wages have
found no effect on violent crime and relatively weak effects on property
crime (e.g., Levitt 1997; Machin and Meghir 2000).8

An alternative manner in which economic factors may affect crime is
via income inequality. “Strain theory” argues that increased inequality
generates frustration among lower-class youths, leading to increased crime
(e.g., Cloward and Ohlin 1960). Although the U.S. evidence on the link
between income inequality and crime is mixed, international comparisons
have repeatedly found a strong link between income inequality and crime
rates (Soares 1999).

7.4 Individual-Level Correlates of Youth Crime

Studying youth crime at the individual level poses a number of chal-
lenges. The most severe limitation of such an exercise is the reliance on
self-reported data on criminal involvement (e.g., Grogger 1998; Lochner
1999; Mocan and Rees 1999).° Comparisons between crime self-reports
and official arrest data generally find a strong correspondence between the
two (e.g., Farrington 1973). There do, however, appear to be important
discrepancies between official data and self-reports by race. Blacks are
greatly overrepresented in official data but not in self-reports, although
much of this racial discrepancy can be reconciled by using self-report mea-
sures that carefully account for the frequency of criminal activity among
the most active offenders (Elliott and Ageton 1980; Farrington 1973; Hin-
delang, Hirschi, and Weis 1979).

The available crime data in recent micro data sets is generally limited.!°
The data set most frequently used to study individual-level youth-crime
involvement is the NLSY. The major advantage of the NLSY is its abun-
dance of measures of neighborhood, family, and individual background,
including tests of cognitive ability. While individuals in the NLSY have
been surveyed annually since 1979 (biannually since 1994), only the 1980
supplement contains self-reported information on criminal involvement.
Thus, only cross-sectional comparisons from 1980 data can be used in
determining criminal participation. However, we exploit the panel struc-

8. Ruhm (1996) finds murder to be strongly procyclic. Gould, Weinberg, and Mustard
(1997) find that the wage rates of unskilled laborers, rather than their unemployment rates,
better predict cross-sectional variation in crime rates.

9. A few individual-level studies have used official arrest records (e.g., Tauchen, Witte, and
Griesinger 1994). Arrest data are also problematic because they reflect only the small subset
of criminal activities that lead to arrest. For example, fewer than one in ten burglary victim-
izations yield an arrest.

10. Two older data sets—Glueck and Glueck (1950), which follows individuals born in the
1920s and 1930s, and Wolfgang, Figlio, and Sellin (1972), which follows a sample born in
Philadelphia in 1945—contain much more detailed information. For the purposes of this
paper, however, the experiences of these earlier cohorts are of only indirect relevance.
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ture of the NLSY to explore the correlation between youth crime and out-
comes later in life.

Another micro data set useful for studying crime, the National Longitu-
dinal Study of Adolescent Health (NLSAH), has recently become avail-
able. The greatest advantage of the NLSAH is its large sample size (over
twenty thousand adolescents interviewed) and an extensive set of ques-
tions on criminal activity. Relative to the NLSY, however, it has a more
limited set of demographic and family variables and no measure of cogni-
tive ability. Furthermore, geographic identifiers are not available, although
individuals can be matched to characteristics of their county of residence.
Mocan and Rees (1999) use these data to analyze the correlates of youth
crime.

In this paper, we present new results using the NLSY. We also discuss
the similarities of and differences between our NLSY-based findings and
those of Mocan and Rees (1999).

The NLSY includes a wide range of questions relevant to criminal ac-
tivity, including theft, drug sales, use of force, causing injury to someone,
causing property damage, hitting someone, and fighting. For the purposes
of this paper, we focus on property crimes that are likely to be economi-
cally motivated and crimes of violence. Individuals who either steal some-
thing worth more than $50 or sell hard drugs are categorized as property
criminals, and individuals who either injure someone or use force to get
something are categorized as violent criminals. A number of less serious
criminal actions are reported in the NLSY, actions that we categorize as
minor property and minor violent crimes. An individual is classified as a
minor property criminal if he steals something worth less than $50 or
causes property damage, while he is classified a minor violent criminal if
he reports hitting someone or fighting. Our sample includes the random
cross-sectional samples in the NLSY, supplemented with the oversamples
of blacks and Hispanics (using the appropriate population weights in all
calculations).

Table 7.2 reports our measures of criminal involvement by gender and
age. Seventy-four percent of all males aged fifteen to nineteen do not re-
port a (major) violent or property crime as defined above. While our mea-
sures reveal higher participation in violent crimes than in property crimes
(20 vs. 11 percent among all young males), this does not imply that overall
violent-crime rates among youths are higher than property crime rates.
The ratio of property crime to violent crime rates will depend on both the
severity of measured crimes and the number of types of crimes included
in each category. Participation in less severe property and violent crimes
is much more prevalent, as seen in the final two columns of the table. Drug
dealing is also common among male youths with an average participation
rate of 17 percent. Property crime peaks at age sixteen among males.
Violent-crime participation rates are fairly stable across the late teenage
years for males. Comparing crime rates for males and females, we observe
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similar age patterns but substantially lower levels among females (espe-
cially among more substantial property crimes).

Youth engaged in one criminal activity are also likely to be engaged in
a wide variety of others. Table 7.3 reports correlations in criminal involve-
ment for the self-report measures available in the NLSY. The upper-right
triangle of the table reports correlations for males and the lower left for
females. All correlations are positive (statistically significant in all but one
case for females). The first three entries correspond to the property-crime
and violent-crime measures used throughout this section. Not surprisingly,
there is a high correlation within such broad crime classifications as prop-
erty, violent, or drug crimes. But there is also a high degree of correlation
between crimes of different natures. While causing property damage may of-
ten represent minor delinquency among youths, it is highly correlated with
more serious crimes like theft, use of force, and injuring someone.

Table 7.4 presents summary statistics for a wide range of variables,
shown separately by gender for each major crime category. Individuals
who commit multiple types of offenses are included in all relevant col-
umns. Violent criminals are more likely to be black than is the average
noncriminal. When compared with noncriminals, both violent and prop-
erty criminals are of lower average ability (as measured by their percentile
rank for the Armed Forces Qualifying Test [AFQT]) and less likely to have
graduated from high school (if age eighteen or older). They are also likely
to live in a standard metropolitan statistical area (SMSA) and live in a
worse family environment—families with lower income, a teenage mother,
less-educated parents, a nonworking adult male in the home, or a broken
home (at least one natural parent absent) at age fourteen. Male and female
property criminals are likely to live in states with fewer juvenile criminals
in prison per crime committed. These patterns suggest an important role
for ability, education, and a positive family environment in determining
adolescent criminal behavior for both males and females.

To explore individual determinants of criminal behavior further, tables
7.5 and 7.6 report regression results for male and female criminal partici-
pation. For each crime category, we report two specifications. The first
specification limits the covariates to those that are likely to be exogenous
and available for nearly all respondents. The second specification includes
some potentially less exogenous covariates (like high school graduation)
and variables that are missing for a substantial fraction of the sample (such
as parents’ education and family income). We report OLS estimates for
linear-probability models, although probits evaluated at the sample means
yield similar conclusions.

Among male adolescents aged fifteen to nineteen, blacks and Hispan-
ics report less involvement in property crime after controlling for other
factors. Violent-crime rates are not substantially different for blacks
and whites, however. Living in a broken home at age fourteen raises the
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probability of involvement in property crime by 3-5 percent and the rate
of participation in violent crime by 7-9 percent. Being born to a teenage
mother has small and generally insignificant effects on adolescent crime
after controlling for other factors. Having a working adult male in the
family substantially reduces involvement in property crime but has little
effect on violent crime. Parents’ education and family income have, per-
haps surprisingly, no effect on either property- or violent-crime rates. Geo-
graphically, youths from the West (the omitted category) and living in an
SMSA are significantly more likely to be engaged in crime. Higher local
unemployment rates also appear to raise participation rates for property
crimes. A measure of state-level punitiveness of the juvenile justice system
(Levitt 1998) does not reduce participation in either crime type. Despite
our focus on the most severe self-reported offenses, most of these crimes
are nonetheless fairly minor and unlikely to bring about substantial pun-
ishments in any state. Education substantially reduces the probability that
an adolescent male participates in crime, as evinced by the coefficient on
high school graduation (interacted with a dummy for those at least age
eighteen). High school graduates are 9 percent less likely to engage in
property crime and 17 percent less likely to commit a violent crime. These
results are consistent with those of Lochner (1999), who finds an impor-
tant effect of high school graduation on older cohorts in the NLSY.

Measures of ability are also important determinants of criminal involve-
ment. A one-quartile increase in an individual’s AFQT score reduces his
probability of committing a property or violent crime by about 3—4 per-
cent. The AFQT score represents a weighted average of test scores related
to verbal and math abilities. However, youths surveyed in the NLSY took
a much larger battery of skill and ability tests (including mathematics,
verbal skills, general science, speed and accuracy in coding and numerical
operations, and mechanical knowledge). Our more general specifications
include separate measures of test scores for math (mathematics knowledge
and arithmetic reasoning tests), English (paragraph comprehension and
word knowledge), and mechanical information (auto and shop informa-
tion and electronics information). While male youths with higher mathe-
matics test scores were less likely to participate in violent or property
crime, youths with higher scores on the mechanical-information tests had
higher criminal participation rates. Test scores on English were less impor-
tant, but they did show positive correlation with violent criminal behavior.
These findings are consistent with an environment in which math skills are
relatively more important in the labor market while mechanical knowledge
(and its associated abilities) may improve one’s chances in the criminal
world.!!

11. Using AFQT percentiles rather than the individual test measures yields statistically
significant negative effects of AFQT on both property and violent crime even after control-
ling for the larger set of covariates.
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Table 7.6 reports analogous regression results for females. The findings
are generally consistent with those for young males, especially for more
important determinants such as living in an SMSA and an intact family
at age fourteen. The most striking difference between males and females
can be seen in the effects of high school graduation. While graduation
substantially reduces crime among males, it has no effect on female crime
rates. A working adult male in the home also has no effect on property
crime among females, while it had an important influence on male prop-
erty crime. Most variables, including AFQT, have less effect on female
crime rates. Two exceptions are family income and parents’ education. Fe-
males from families with incomes greater than $75,000 are significantly
more likely to commit a violent crime. Those with more-educated mothers
committed fewer violent crimes but more property crimes, although the
magnitude of these effects is quite small. A more-educated father was also
positively correlated with violent crime rates among female teenagers.
Higher English test scores resulted in lower participation rates among fe-
males, and, as with males, higher mechanical-information scores actually
increased criminal participation.

A few important conclusions can be drawn from these linear-probability
regressions. First, family background matters. Adolescents raised in fami-
lies where both parents are present are much less likely to engage in crime.
Mother’s age and parents’ education have ambiguous effects on criminal
involvement, but a working adult male in the home substantially lowers
property-crime rates among adolescent males and reduces involvement in
violent crime among teenage women. Second, ability and education are
also important determinants of criminal involvement. While math appears
to be a more important factor in reducing crime among males, English
helps reduce crime among females. High scores on mechanical-knowledge
tests are associated with higher crime rates among all youths. High school
graduation substantially reduces crime among male adolescents, while it
has little effect on female crime rates. Finally, the local environment also
affects criminal participation. Youths living in an SMSA are more involved
in crime, and property-crime rates are higher among males living in areas
with high unemployment rates.

Given these conclusions, it is worth noting that none of the regressions
can explain more than 7 percent of the variation in criminal participation.
Among females, the R? values are all less than 0.04. Explaining individual
differences in criminal participation is difficult, even with an abundance
of family-background, geographic, and ability measures.

We have focused on some of the more severe property and violent crimes
reported in the NLSY. For the most part, the results are robust to other
measures of criminal involvement, which should not be surprising given
the high correlations across crimes evident in table 7.3 above. Regression
results for adolescent male participation in drug crimes (marijuana or
hard-drug dealing), minor property crimes (stealing something worth less



350 Steven D. Levitt and Lance Lochner

than $50 or causing property damage), and minor violent crimes (hitting
someone or fighting) are shown in table 7.7. Living in an SMSA and high
math scores are also important determinants of all three of these crime
categories. The AFQT and an intact family are negatively correlated with
drug crimes and minor violent crimes. High school graduation and lower
local unemployment rates reduce drug dealing. Family income and juve-
nile punishment rates have little effect on any of the crime categories that
we examine. A few differences between the more severe crimes reported in
table 7.5 above and minor property and violent crimes are worth noting,
however. Blacks and Hispanics report substantially less involvement in
minor crimes than whites after controlling for other factors, while there
was little difference across races for the more severe measures. For mi-
nor property crimes, father’s education and a working adult female in
the home raise participation. A teenage mother also substantially raises
minor-property-and violent-crime rates. In general, determinants of drug
crimes closely match those for the more severe property crimes reported
in table 7.5. Minor violent crimes respond much like more severe violent
and property crimes to most variables. Only regressions for minor property
crimes reveal notable differences from those reported above. Ability and
high school graduation appear to be more important predictors of severe
violent and property crimes than of minor property crimes. Adolescent
males with a young mother or a mother who is working (and less likely to
be at home) are more likely to engage in minor property crimes but not
more severe crimes. For adolescent females, similar regressions yield few
covariates that are statistically significant, as with the more severe property
and violent crimes in table 7.6 above.'?

The effects of background, locality, and ability on criminal participation
do not disappear with age. As seen in table 7.8, identical regressions for
the oldest male cohorts in the NLSY (aged twenty to twenty-three at the
time of the crime survey in 1980) show remarkably similar effects of race,
family composition, AFQT and math test scores, and high school gradua-
tion. For older cohorts, a teenage mother is more positively correlated with
violent-crime rates, while living in an SMSA is less associated with violent
and property crime. Higher family income lowers crime rates among older
cohorts, while it has little effect on the younger males. Finally, an analo-
gous measure of the punitiveness of the criminal-justice system for adults
(from Levitt 1998) substantially reduces adult participation in both prop-
erty and violent crimes. Results for women mirror those for the younger
females reported above, except that adult punishment reduces violent
crime rates among older women. In general, these findings are consistent

12. Glaeser and Sacerdote (1999) explore the determinants of minor thefts (less than $50)
in the full NLSY sample (ages fifteen to twenty-three) in their study of crime in cities. For
the most part, their findings are consistent with our results for minor property crimes.
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356 Steven D. Levitt and Lance Lochner

with those of Lochner (1999), who explores the effects of education and
the juvenile justice system on self-reported criminal behavior among older
cohorts of the NLSY.

Given the low level of explanatory power of the regressions, it is perhaps
not surprising that the coefficients obtained in these regressions are un-
able effectively to account for the observed time-series patterns of juvenile
crime. For instance, between 1978 and 1993, juvenile arrest rates for vio-
lent crime rose 79 percent. Over that same time period, the fraction of
children in single-parent families rose approximately 8 percentage points,
the fraction of children with teenage mothers fell about 2 percentage
points, high school graduation rates rose 2 percentage points, and the frac-
tion of the population living in SMSAs rose 5 percentage points. Using
the coefficients from the violent-crime regression in table 7.5 above, the
changes in children in single-parent families, teenage mothers, high school
graduates, and living in SMSAs imply (respectively) a 3.5, —0.3, —1.7,
and 1.0 percent change in male juvenile violent-crime participation over
the period 1978-93."3 Combined, these factors imply a 2.5 percent increase
in violent crime, compared to an observed increase in juvenile violent-
crime arrests of 79 percent. Thus, these variables are able to account for
only a minuscule fraction of the observed crime increase. Similarly, these
variables cannot explain the sharp reductions in crime observed since
1993. It is important to note, however, that our estimates are for participa-
tion, not intensity of criminal activity, an alternative margin on which
these demographic factors could also be operating.

As noted earlier, Mocan and Rees (1999) have undertaken an analysis
similar to that discussed above but using NLSAH data. While they do not
include measures of cognitive ability, family-income variables, high school
graduation, or teenage mother in their specifications, they do include a
number of variables that we do not, such as religion and a number of
county-level variables (per capita welfare spending, racial composition,
presidential voting, and per capita police spending). It is nonetheless use-
ful to compare and contrast their results with ours. For the crime category
theft, Mocan and Rees (1999) find statistically significantly higher rates
among males who report no religion or have a parent on welfare. (Control-
ling for religious attachment does not change our results and yields a neg-
ative correlation between attachment and criminal participation.) Those
who live in rural counties have lower crime rates. Broken families are asso-
ciated with lower theft rates. Male assault rates (the category that corre-
sponds most closely with our violent-crime measure) are higher for blacks,
those whose fathers have low education attainment or who live in broken

13. These estimates are obtained by multiplying the OLS coefficient times the overall
change in the variable and then dividing by the baseline violent-crime participation rate for
males (0.197). In other words, the 3.5 percent change due to more children in single-parent
families represents an increase from 0.197 to 0.204 in violent-crime participation.
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families, or those residing in counties with high per capita welfare spend-
ing and high voting rates for Ross Perot in the 1996 presidential election.
High rates of arrests per violent crime in the county reduce assaults, as
does being Catholic or born-again Christian. Thus, while some differences
emerge in the two sets of results, there is also a substantial degree of con-
sistency across the samples.

The most recent cohorts of the National Longitudinal Surveys
(NLSY97) began following a new cohort of youths aged twelve to sixteen
in 1997. Unlike the original NLSY, this new survey will include repeated
observations on criminal activity as well as new questions on gang activity.
To date, however, only the results from the 1997 survey have been released.
Because the new cohorts are currently so young, self-reported criminal
activity is generally low and concentrated in very minor offenses. Prelimi-
nary analyses of these data yield results that are consistent with the results
presented above. In particular, the presence of both parents is an impor-
tant factor in reducing crime, as are higher mathematics achievement
scores (AFQT scores are not yet available).

7.4.1 Outcomes at Age Thirty

One of the main advantages of the NLSY is its long panel structure.
All respondents have been surveyed annually since 1979 (biannually since
1994), so we can examine how later outcomes in life are correlated with
criminal participation during late teenage years. Table 7.9 reports educa-
tion outcomes, labor market outcomes, and family measures at age thirty
on the basis of criminal participation status in 1980. The first column re-
ports the average outcome for the entire sample. For each criminal cate-
gory, we report the raw difference in each outcome as well as the remaining
difference after controlling for race, AFQT, whether the youth lived with
both natural parents at age fourteen, and the youth’s highest grade com-
pleted (highest grade completed was not controlled for when examining
education measures, for obvious reasons). Since we do not have an instru-
mental variable for criminal participation (punishment measures were not
sufficiently correlated with participation to yield reliable instrumental-
variables estimates), our results are merely suggestive and should not be
interpreted causally without further study. Despite this caveat, the results
are interesting and informing.

Raw differences in education attainment are substantial regardless of
the measure. Even after controlling for other factors, differences in educa-
tion attainment between noncriminals and property criminals are large
and statistically significant. Wage rates and income levels at age thirty are
virtually identical across adolescent criminal backgrounds after control-
ling for background and ability. Hours worked are slightly lower among
those reporting property crimes during adolescence but not among violent
youth offenders. Unemployment rates are about 2 percent higher among
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thirty-year-old males (and 5 percent higher for women) reporting both
property and violent crimes during their teenage years. No differences in
marriage or divorce patterns by age thirty had emerged for youth criminals
and noncriminals after controlling for background factors; however, men
who reported violent criminal behavior during adolescence had signifi-
cantly more children by age thirty. Women who engaged in crime during
their youth did not report having more children.

On the basis of these correlations, it would be difficult to argue that
criminal participation among most youths has severe consequences later
in life. There is little correlation between youth crime and adult marriage
or divorce decisions. Only a small negative correlation between adult work
and youth crime exists, which might easily be explained by unobserved
heterogeneity. While youth crime has a strong negative correlation with ed-
ucation attainment, neither variable is exogenous. As discussed in Loch-
ner (1999), individuals likely to commit many crimes have little need for
education, and individuals who receive little education are likely to find
crime an attractive alternative to work. Causality runs both ways. For most
adolescent offenders, the consequences of youth crime are likely to be
small ten years later unless their involvement is so great that it leads to
repeated arrest, conviction, harm, or death.

7.5 Analysis of Chicago Homicides by Census Tract

Official data on homicide provide a stark contrast to individual self-
report data for studying the determinants of juvenile crime. Homicide data
have both advantages and disadvantages. Among the advantages, homi-
cides are always reported, and basic information about the victims (e.g.,
age, sex, and race) and the location of the crime is recorded. Furthermore,
unlike the petty crimes that dominate self-reports, homicide has large so-
cial costs. The primary disadvantage of using homicide data is that homi-
cides are extremely rare, necessitating substantial aggregation of the data.
Also, detailed information on victims, such as income, education, etc., is
not available. Even less is known about offenders since roughly one-third
of murders are not solved.

In this paper, we use a unique homicide data set compiled by Block,
Block, and ICJIA (1998) in cooperation with the Chicago Police Depart-
ment. These data allow us to determine the race and age of Chicago homi-
cide victims for a number of decades as well as the census tract in which
the homicide occurred.'*

We link the homicide data to census-tract-level data from the 1980 and

14. The content of the data reported in Block, Block, and ICJIA (1998) is similar to the
more widely available Supplementary Homicide Reports compiled by the FBI, with the ex-
ception that the smallest unit of analysis in the latter data set is a city as opposed to a
census tract.
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1990 Censuses of Housing and Population in order to analyze the relation
between homicide rates and local neighborhood characteristics. Because
of the infrequency of homicides, we aggregate homicides by census tract
over ten-year periods. Homicides for the period 1975-85 are linked to
1980 census data, and homicides for the period 1985-95 are linked to the
1990 census.

Census data provide a wide range of economic and social variables for
inclusion in the analysis. Economic variables include median household
income within the tract, percentage of children below the poverty level,
and measures of income inequality within the tract. Social controls include
the percentage of households in owner-occupied housing, the racial com-
position of the tract, and the fraction of the population aged sixteen to
nineteen that is neither working nor enrolled in school.'” Because all the
tracts are within the city of Chicago, there is no obvious variation across
tracts in either criminal-justice measures, macroeconomic variables, or
gun-ownership proxies to exploit.

We eliminate from the sample roughly eighty census tracts (out of al-
most nine hundred) with residential populations under five hundred. These
sparsely populated tracts tend to be areas of manufacturing or commerce.
Thus, residential population is a poor proxy for the amount of activity in
the area. Since crime statistics are tallied by place of occurrence, victimiza-
tion rates per residential population are likely to be greatly inflated. For
example, the central business district (known as the Loop) has very few
residents despite an enormous daytime population.

Summary statistics for the remaining census tracts are provided in table
7.10. Our measure of juvenile crime is the annual homicide victimization
rate per 100,000 juveniles aged fifteen to nineteen.'® The age of victims is
used rather than the age of assailants because the latter is known only
when an arrest is made. Cook and Laub (1998) demonstrate that the ages
of victims and killers tend to be similar in most cases. We present summary
statistics for 1980, 1990, and the change between 1980 and 1990. Homicide
victimization rates almost double for youths between 1980 and 1990. More
than one-fourth of the children live in poverty, and this fraction rises
slightly in 1990. The number of adults with less than a high school degree
falls substantially between 1980 and 1990. We construct a measure of in-
come inequality within the tract that reflects (roughly) the fraction of all
income that would need to be transferred among tract residents in order
to equalize incomes. This measure is not exact because of top coding of

15. There are many other potential variables available from the census, including unem-
ployment rates, median rents, households headed by single parents, female labor force partic-
ipation, etc. There is a high level of multicollinearity between many of the variables, both
those that are included in our specifications and those that are left out. For that reason,
caution must be exercised in interpreting the coefficients.

16. Although we report annual rates, these are averaged over ten-year periods.
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Table 7.10 Summary Statistics for Chicago Census-Tract-Level Analysis
Change from
Variable 1980 1990 1980 to 1990
Annual homicide victimization rate for 15-19- 37.4 69.7 335
year-olds (per 100,000) (65.3) (99.0) (108.7)
% of children in poverty 27.6 30.6 3.5
(21.0) (24.2) (14.5)
% of adults with no high school diploma 48.3 38.1 —10.0
(17.4) (17.3) (8.3)
Income inequality within tract (% of total 20.4 19.2 -1.2
income redistribution required to equalize (6.5) (7.4) (7.9)
incomes within tract)
% black 39.8 41.9 3.0
(44.9) (44.5) (10.2)
% owner-occupied housing 38.3 40.5 1.7
(24.3) (24.4) (6.0)
% of 16-19-year-olds neither working nor in 19.0 16.0 -2.7
school (13.1) (13.7) (15.5)
Median household income (1990 dollars) 25,110 25,110 584
(9,307) (11,079) (5,992)
No. of observations 801 803 792
No. of observations with zero homicides 408 344 235

Note: Column labeled 1980 gives homicide averages for the period 1976-85; column labeled 1990 gives
averages for the period 1986-95. All other variables are taken from the decennial census in the named
year. The income inequality measure is the estimated fraction of total census-tract income that would
need to be redistributed to equalize income within the tract. Census tracts with fewer than 500 residents
are omitted from the analysis. Standard errors are given in parentheses. Both means and standard errors
are population weighted.

the income categories and because precise incomes are reported not at the
tract level but, rather, by the number of residents falling within various
income ranges. Income inequality remains relatively constant on average
within census tracts over the sample period, although within a particular
tract there is a great deal of variation. Roughly 40 percent of the sample
is black, and almost the same fraction own their own home. A substantial
fraction (almost 20 percent) of youths report neither working nor at-
tending school.

Table 7.11 presents regression results for the tract-level analysis. We
show cross-sectional results for 1980 and 1990 in the first four columns and
estimates in first-differences in the last four columns. Because many census
tracts did not experience a single youth homicide even when we aggregate
homicides over a ten-year period, tobit estimates are presented.!” In all

17. OLS estimates yield similar signs but are generally less statistically significant. The
signs on the coefficients are generally robust to OLS estimation only including the census
tracts where at least one homicide took place or using a dependent variable equal to 1 if any
positive number of homicides occurred or 0 otherwise.
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cases, regression results are weighted by census-tract residential popula-
tion. In the cross-sectional estimates, homicide victimization rates are pos-
itively related to the fraction of children in poverty, the fraction of adults
with no high school diploma, and income inequality within the tract. More
owner-occupied housing is associated with fewer homicides. In almost ev-
ery instance, all these coefficients are statistically significant at the .05 level
in both the 1980 and the 1990 specifications. Number of idle teens and
median income are both positively related to homicide rates but are of
only borderline statistical significance.

The coefficients are relatively stable across the 1980 and 1990 periods,
with a few notable exceptions.'® The fraction of adults with no high school
degree becomes more important in 1990, as does the income-inequality
measure and the percentage black. Given the sharp divergence between
white and black homicide rates between 1980 and 1990, it is not surprising
that the coefficient on percentage black increases substantially in the 1990
tobit.

The implied effect of the explanatory variables on homicide rates is sub-
stantial. For instance, a 10 percentage point increase in the number of
children in poverty increases the juvenile homicide rate by six to eight per
100,000 across the various cross-sectional regressions—a substantial
change relative to the baseline homicide rates of 37.4 in 1980 and 69.7 in
1990." A 10 percentage point increase in the fraction of adults with high
school diplomas or a 10 percentage point reduction in income inequality re-
duces homicide rates by four to five in 1980 and by ten to thirteen in 1990.

When doing cross-sectional estimates of this kind, an important concern
is the presence of omitted-variables bias. In particular, when using census-
tract-level data, there is a high degree of multicollinearity between the
variables included in the regression and other potential covariates, such as
single-parent families, local labor market conditions, family size, etc. Thus,
the particular variables included in the regressions, in all likelihood, are
proxying for other social and economic factors. First-difference estimates
provide one check on the plausibility of the specification. To the extent
that changes in the named variables affect changes in homicide rates in a
manner similar to that in which the levels of the variables influence homi-
cide rates in the cross section, our confidence in the coefficients is en-
hanced. We present first-difference estimates in columns 5-8 of table 7.11.

18. It is also the case that there is less censoring in the 1990 sample. When calculating the
overall effect of a given change in an explanatory variable, the raw coefficient reported in the
table must be corrected to account for the degree of censoring. In practice, the correction is
nearly proportional to the fraction of observations that are censored (about 50 percent in
1980 and about 40 percent in 1990).

19. These calculations take into account the correction required because of censoring in
the dependent variable.



The Determinants of Juvenile Crime 365

In columns 5 and 6, all census tracts are included; in the final two columns,
only those census tracts in which at least one youth homicide occurred
over the period 1975-95 are in the sample. The coefficients on children in
poverty, adults without high school degrees, and the percentage black are
all robust to estimation in first differences, although, in all cases, standard
errors rise. The degree of income inequality appears less robust. Owner-
occupied housing and median household income actually reverse signs,
making us very cautious about drawing any conclusions for these variables.

Given the dramatic increase in homicide among youths in Chicago be-
tween the years 1980 and 1990, it is worth examining the extent to which
changes in the observed variables can account for this time-series pattern.
The percentage of children in poverty rose 3.5 percent in Chicago between
1980 and 1990. Using the median estimate across the eight specifications
in table 7.11, this increase in poverty can explain a rise of two to three
homicides per 100,000, or roughly 6-10 percent of the overall increase.
The dramatic increase in the number of adults with high school diplomas
over this period actually works in the wrong direction, implying an ex-
pected decrease in crime of eight to nine per 100,000. Increases in the
percentage black (a 3.0 percentage point rise overall in Chicago) would be
predicted to increase homicide rates by only 1.5 per 100,000. Thus, on net,
the three factors that are consistently linked to higher crime across the
different specifications actually worked to lower crime between 1980 and
1990 and thus do not provide a plausible explanation for crime’s increase.

7.6 State-Level Panel-Data Analysis of the
Effect of the Criminal-Justice System

The final set of estimates presented use a state-level panel-data set for
the period 1978-93.2° Unlike the analyses presented in previous sections,
this approach is ideal for studying the effect of the justice system on juve-
nile criminal behavior since crime and criminal-justice data (such as the
number of juveniles in custody) are available exclusively at the state level.

Data limitations present substantial challenges for examining juvenile
delinquency at the state level. First, criminal involvement by age of perpe-
trator is not directly observed since, for many crimes, the age of the crimi-
nal is unknown. Arrest data, which are collected by age of offender and
type of crime, must therefore be used as a proxy.?! Second, the data on
juveniles in custody are more limited than the corresponding data on
adults. Censuses of public and private juvenile facilities were conducted

20. This section draws heavily on the analysis of Levitt (1998).

21. As Greenwood (1995) notes, however, juveniles and adults may be arrested at different
rates for a given crime. For instance, juveniles are more likely to commit crimes in groups,
potentially leading to more arrests per crime.
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roughly every two years between 1977 and 1993. Third, in some of these
censuses, delinquents are not separately identified from status offenders
(e.g., runaways and truants) and neglected children.?

Using this state-level panel data, Levitt (1998) analyzes the responsive-
ness of juvenile crime to juvenile punishment. Two different measures of
juvenile punishment are used: juveniles in custody as a fraction of the total
juvenile population and juveniles in custody per juvenile violent crime
committed. In addition to the punishment variables, controls for percent-
age black, percentage living in metropolitan areas, the unemployment rate,
drinking-age dummies, age-distribution measures, state fixed effects, and
year dummies were included. In some specifications, state-level trends
were also included. For both violent crime and property crime, more severe
juvenile punishments are always associated with lower juvenile crime. The
magnitude of the crime decrease is consistent with the response of adult
crime to punishment (Levitt 1998) as well as with previous estimates of
adult responsiveness (Marvell and Moody 1994; Levitt 1996). A 1 percent-
age point increase in the unemployment rate increases juvenile property
crime by 1-2 percent but has no consistent effect on violent crime by juve-
niles. The estimated effect of unemployment on adult crime is very similar
to that on juvenile crime.

Perhaps more interesting than these panel regressions is the unique op-
portunity afforded by the sharp changes in expected punishment that
accompany the transition from the juvenile to the adult criminal-justice
system. Prior to reaching the “age of majority,” jurisdiction falls to the
juvenile courts, which operate almost wholly independently of the adult
courts.?* On reaching the age of majority, the adult courts take over. In
states where juvenile and adult punishments differ substantially, the age of
majority represents an abrupt change in the costs associated with commit-
ting crime. If juveniles respond to the incentives of the criminal-justice
system, an abrupt change in criminal behavior should be observed. For
the sake of this analysis, it is fortunate that there is an enormous amount
of variation in the “relative punitiveness” of the juvenile and the adult
justice systems across states. Some states (e.g., Illinois and Massachusetts)
are extremely lenient toward juveniles relative to adults. In other states
(e.g., California), the treatment of juveniles is quite severe—perhaps even
more so than that of adults (Harris 1993).

Although the logic of this analysis is straightforward, some difficulties
are present. First, there is strong evidence that criminal involvement varies
markedly over the life cycle (e.g., Blumstein et al. 1986). Therefore, one

22. Levitt (1998) demonstrates an algorithm—based on the number of juveniles held in
public vs. private detention facilities—that appears to provide close estimates of the number
of juvenile delinquents in custody.

23. In a small fraction of cases, typically the most severe offenses or those involving juve-
niles very close to the age of majority, jurisdiction of cases is transferred to the adult courts.
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cannot simply compare crime rates in a state before and after the age
of majority. Rather, one must employ a “differences-in-differences” ap-
proach, looking at crime patterns in states that have the same age of major-
ity but in which the change in punishment on reaching adulthood varies.
Second, it is difficult to make a direct comparison of the punitiveness of
juvenile and adult punishments. Juvenile institutions are qualitatively
different than adult institutions (typically, the former are much safer and
more pleasant). Since juvenile records are sealed, the long-term financial
effect of juvenile convictions may be less than that of adult convictions.
On the other hand, being institutionalized may simply involve a higher
psychic cost for a fourteen-year-old than for a twenty-four-year-old. For
this reason, the analysis focuses on what we term the relative punitiveness
of state juvenile and adult criminal-justice systems, defined as follows:

(adult prisoners/adult violent crime)
(juvenile delinquents/ juvenile violent crime)

relative punitiveness =

The harsher are adult punishments relative to juvenile punishments, the
greater is the measure of relative punitiveness, and, consequently, the
greater is the predicted decrease in criminal involvement associated with
the transition to adult court.*

The results of this analysis are presented in table 7.12.2° The left side of
the table reports results for states in which the age of majority is eighteen
(the most common age of majority in the United States). Columns 1-3
divide states into three groups according to the relative punitiveness of the
adult and juvenile courts. Column 1 contains those state-year pairs where
the transition to adult court is associated with the greatest increase in
punishment (a ratio greater than 2). Column 2 captures state-year pairs
with moderate increases in punitiveness with the onset of adult status. Col-
umn 3 reflects those cases with apparent decreases (or, possibly, the small-
est increases) in the severity of punishment.? The mean percentage change
in crimes committed annually by cohort from age fifteen to age nineteen
is presented for both violent crime and property crime. The boxed observa-
tions represent the age at which an individual passes from the juvenile
court to the adult court.

The top row of the first column in table 7.12 shows that, in those states

24. To the extent that this measure of punitiveness is not perfectly capturing true differ-
ences in punishment across states (e.g., because the living conditions of juveniles in custody
in one state are more pleasant than those in another state), there will be misclassification
errors that should attenuate any measured differences across states, making it more difficult
to find significant results.

25. Levitt (1998) demonstrates that the simple differences-in-differences results presented
here are robust to the inclusion of a wide range of other controls.

26. Although the observations reported in col. 3 have relative punitiveness ratios less than
1, this does not necessarily imply that actual punishment is lower in the adult court for the
reasons discussed earlier in this section.
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where the transition to the adult court is the harshest, sixteen-year-olds
commit 40.6 percent more violent crime than that same cohort of adoles-
cents committed as fifteen-year-olds. This large increase—mirrored in col-
umns 2 and 3—reflects the natural age profile of violent crime. Similar
results are obtained for the second row: seventeen-year-olds commit about
25 percent more crime than sixteen-year-olds. This is true across all the
first three columns. For eighteen-year-olds, the age at which the adult court
gains jurisdiction in these states, a starkly different pattern emerges. In the
states where punishments increase the most with the adult court (col. 1),
violent crime rates fall by 3.8 percent for eighteen-year-olds. In contrast,
where the transition to the adult court is most lenient, violent crime com-
mitted by eighteen-year-olds increases 23.1 percent. Where the rise in
sanctions with adult court is intermediate, the rise in violent crime is also
intermediate: 10.2 percent. A similar but less extreme pattern also emerges
in property crime (the lower-left-hand panel of the table), where the states
with the harshest transition see 20.5 percent decreases in crime at age eigh-
teen, compared to 12.8 and 9.2 percent decreases in the moderate and
most lenient states, respectively.

Column 4 of table 7.12 calculates mean differences between the values
in column 1 and those in column 3, along with standard errors on these
differences. For violent crime, the differences are small before the transi-
tion to the adult court. For eighteen-year-olds, who have just come under
the jurisdiction of the adult court, the 27 percent difference in violent-
crime rates in column 4 is highly statistically significant. Crime continues
to fall faster in the most punitive states for nineteen-year-olds. The identi-
cal pattern is also observed for property crime.?’

Columns 5 and 6 present parallel estimates for states where the age of
majority is seventeen. Owing to the smaller number of states falling into
this classification, observations are assigned to two groups rather than
three, with a punitiveness ratio of 1.5 as the dividing line. Column 7 pre-
sents the difference between column 5 and column 6. Once again, the per-
centage changes in both violent- and property-crime rates are slightly
higher prior to the transition, dramatically lower in the year of transition,
and slightly lower in the ensuing years. The magnitude of the differences
across columns, displayed in column 7, is very similar to the results for
states with an age of majority equal to eighteen.?

27. Bearing in mind that the estimated crime rate by cohort is not a direct measure of
crime involvement but rather derived from the number of arrests by cohort, an alternative
explanation for the patterns observed would be that the police are more hesitant to arrest
those who have passed the age of majority because the sanctions that they will face are so
severe. Anecdotal evidence, however, suggests just the opposite: that the police are less likely
to arrest juveniles because punishments are so slight that it is not worth the effort.

28. It is also interesting to compare the patterns observed in states where the age of major-
ity is eighteen to those where it is seventeen. For both crime categories, the change in crime
is smaller for eighteen-year-olds becoming adults (cols. 1-3) than for eighteen-year-olds who
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The results presented in table 7.12 are noteworthy for two reasons. First,
they provide strong evidence that juvenile crime is responsive to punish-
ment. This, however, is not particularly surprising given the existing litera-
ture on adult responses to increased punishments. What is more remark-
able about the findings presented above is that they provide some of the
most compelling empirical evidence to date of deterrence (as opposed to
incapacitation). The economic model of crime revolves around the concept
of deterrence (i.e., a behavioral response of potential criminals to the in-
centives that they face). In practice, however, it is extremely difficult em-
pirically to differentiate between deterrence and incapacitation (i.e., a
mechanical reduction in crime that occurs because criminals are unable
to commit crime while incarcerated). Because the fall in crime associated
with reaching the age of majority occurs so quickly, and because juvenile
criminal records are sealed, leading to very low incarceration rates for
those just beyond the age of majority, the results presented in table 7.12
strongly suggest a large deterrent effect.

Although the results presented in table 7.12 cannot be directly used for
the purpose of calculating the extent to which criminal-justice factors can
explain the time-series pattern of crime observed over the last two periods,
other results reported in Levitt (1998) are useful for that purpose. Over the
period 1978-93, punishment per crime fell by 20 percent for juveniles,
which can account for an 8 percentage point increase in juvenile violent
crime, or only about 10 percent of the total observed change. Increases in
juvenile punishment since 1993 are likewise too small to explain the recent
declines in crime. On the other hand, it is worth noting that the gap be-
tween juvenile and adult crime trends is relatively well explained by the
differential trends in punishment. Between 1978 and 1993, adult punish-
ments rose 60 percent, and juvenile punishments fell 20 percent. Over half
the gap between juvenile and adult violent-crime growth rates (i.e., the
difference between the 79 percent increase for juveniles and the 31 percent
increase for adults) can be attributed to the differences in punishment. In
other words, there appears to have been an unexplained upward trend in
both juvenile and adult crime over the period, but, once that trend is re-
moved, criminal penalties are quite important in explaining the residual
differences between juveniles and adults.

were previously treated as adults (cols. 5 and 6). This suggests that, even in states where the
relative punitiveness of the adult court is the least, the adult court is more severe than the
juvenile court. Looking at seventeen-year-olds, however, yields a somewhat different result.
In states where seventeen-year-olds are treated as adults and adults are punished severely
(col. 5), crime growth rates for seventeen-year-olds are lower than they are in states where
seventeen-year-olds remain juveniles (cols. 1-3). On the other hand, when seventeen-year-
olds are treated leniently as adults (col. 6), crime increases are even greater than they are in
states where seventeen-year-olds are considered juveniles.
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7.7 Conclusion

Using three different data sets, this paper has analyzed the determinants
of juvenile crime. Individual-level analysis using the NLSY highlights the
importance of such factors as gender, family environment, and cognitive
ability in predicting criminal involvement. Census-tract-level panel data
from Chicago also point to the criminogenic effect of unstable homes as
well as identifying an important role for high concentrations of children in
poverty and local income inequality. State-level panel data demonstrate
the importance of the criminal-justice system in restraining criminality.
Coincident with the transition from juvenile to adult court, crime drops
sharply in those states where adults are punished more heavily. None of
these determinants of crime, however, do a particularly good job of ex-
plaining the time-series pattern of juvenile crime over the last two decades.

References

Anderson, James. 1999. The aggregrate burden of crime. Journal of Law and Eco-
nomics 42, no. 2:611-42.

Becker, Gary. 1968. Crime and punishment: An economic approach. Journal of
Political Economy 76:169-217.

Block, Carolyn Rebecca, Richard L. Block, and the Illinois Criminal Justice Infor-
mation Authority (ICJIA). 1998. Homicides in Chicago, 1965-1995. 4th ICPSR
version. Chicago: Illinois Criminal Justice Information Authority (producer).
Ann Arbor, Mich.: Inter-University Consortium for Political and Social Re-
search (distributor).

Blumstein, Alfred, Jacqueline Cohen, Jeffrey Roth, and Christy Visher, eds. 1986.
Criminal careers and “career criminals.” Washington, D.C.: National Academy
of Sciences.

Blumstein, Alfred, and Richard Rosenfeld. 1998. Explaining recent trends in U.S.
homicide rates. Journal of Criminal Law and Criminology 88:1175-1216.

Case, Anne, and Lawrence Katz. 1991. The company you keep: The effects of fam-
ily and neighborhood on disadvantaged youths. Working Paper no. 3705. Cam-
bridge, Mass.: National Bureau of Economic Research.

Cloward, R. A., and L. E. Ohlin. 1960. Delinquency and opportunity. New York:
Free Press.

Cook, Philip, and John Laub. 1998. The social ecology of youth violence. In Youth
violence (Crime and justice: A review of research, vol. 24), ed. Michael Tonry and
Mike Moore. Chicago: University of Chicago Press.

Corman, Hope, and Naci Mocan. In press. A time-series analysis of crime and
drug use in New York City. American Economic Review.

Dagg, P. K. 1991. The psychological sequelae of therapeutic abortion—denied and
completed. American Journal of Psychiatry 148, no. 5 (May): 578-85.

Donohue, John, and Steven Levitt. 1999. Legalized abortion and crime. University
of Chicago. Typescript.



372 Steven D. Levitt and Lance Lochner

Donohue, John, and Peter Siegelman. 1994. Is the United States at the optimal
rate of crime? Chicago: American Bar Foundation. Mimeo.

Elliott, D., and S. Ageton. 1980. Reconciling race and class differences in self-
reported and official estimates of delinquency. American Sociological Review
45:95-110.

Fagan, Jeffrey, and Richard Freeman. 1999. Crime and work. Columbia Univer-
sity. Typescript.

Farrington, D. 1973. Self-reports of deviant behavior: Predictive and stable. Jour-
nal of Criminal Law and Criminology 64, no. 1:99-110.

Federal Bureau of Investigation (FBI). Various editions. Uniform crime reports.
Washington, D.C.

Freeman, Richard. 1992. Crime and the employment of disadvantaged youths. In
Urban labor markets and job opportunity, ed. George Peterson and Wayne Vro-
man. Washington, D.C.: Urban Institute Press.

. 1995. The labor market. In Crime, ed. James Q. Wilson and Joan Petersi-
lia. San Francisco: ICS.

Glaeser, Edward, and Bruce Sacerdote. 1999. Why is there more crime in cities?
Journal of Political Economy 107:S225-S258.

Glaeser, Edward, Bruce Sacerdote, and Jose Scheinkman. 1996. Crime and social
interactions. Quarterly Journal of Economics 111:507-48.

Glueck, Sheldon, and Eleanor Glueck. 1950. Unraveling juvenile delinquency. New
York: Commonwealth Fund.

Gould, Eric, Bruce Weinberg, and David Mustard. 1997. Crime rates and local
labor market opportunities in the United States: 1979-1991. Working paper.
University of Georgia.

Greenwood, Peter. 1995. Juvenile crime and juvenile justice. In Crime, ed. James
Q. Wilson and Joan Petersilia. San Francisco: ICS.

Grogger, Jeffrey. 1998. Market wages and youth crime. Journal of Labor Economics
16, no. 4:756-91.

Gruber, Jonathan, Philip Levine, and Douglas Staiger. 1999. Abortion legalization
and child living circumstances: Who is the “marginal child?” Quarterly Journal
of Economics 114:263-91.

Harris, Ron. 1993. A nation’s children in lockup. Los Angeles Times, 22 August,
Al.

Hindelang, M., T. Hirschi, and J. Weis. 1979. Correlates of delinquency: The illu-
sion of discrepancy between self-report and official measures. American Socio-
logical Review 44:995-1014.

Hirschi, Travis. 1969. Causes of delinquency. Berkeley: University of California
Press.

Kennedy, David, Anne Piehl, and Anthony Braga. 1996. Youth violence in Boston:
Gun markets, serious youth offenders, and a use-reduction strategy. Law and
Contemporary Problems 59:147-83.

Levine, Philip, Douglas Staiger, Thomas Kane, and David Zimmerman. 1996. Roe
v. Wade and american fertility. Working Paper no. 5615. Cambridge, Mass.: Na-
tional Bureau of Economic Research, June.

Levitt, Steven. 1996. The effect of prison population size on crime rates: Evidence
from prison overcrowding litigation. Quarterly Journal of Economics 111:319-51.

. 1997. Using electoral cycles in police hiring to estimate the effect of police

on crime. American Economic Review 87, no. 3:270-90.

. 1998. Juvenile crime and punishment. Journal of Political Economy 106
(December): 1156-85.

Levitt, Steven, and Sudhir Venkatesh. In press. An economic analysis of a drug-
selling gang’s finances. Quarterly Journal of Economics.




The Determinants of Juvenile Crime 373

Lipsey, Mark. 1991. Juvenile delinquency treatment: A meta-analysis inquiry into
the variability of effects. In Meta-analysis for explanation: A casebook, ed.
Thomas D. Cook. Beverly Hills, Calif.: Sage.

Lochner, Lance. 1999. Education, work, and crime: Theory and evidence. Working
Paper no. 465. Rochester Center for Economic Research.

Machin, Stephen, and Costas Meghir. 2000. Crime and economic incentives. Uni-
versity College, London. Typescript.

Marvell, Thomas, and Carlisle Moody. 1994. Prison population growth and crime
reduction. Journal of Quantitative Criminology 10:109-40.

. 1996. Specification problems, police levels, and crime rates. Criminology
34:609-46.

Miller, Ted, Mark Cohen, and Shelli Rossman. 1993. Victim costs of violent crime
and resulting injuries. Health Affairs 12:186-97.

Mocan, H. Naci, and Daniel Rees. 1999. Economic conditions, deterrence, and
juvenile crime: Evidence from micro data. University of Colorado, Denver.
Typescript.

Reuter, Peter, Robert MacCoun, and Patrick Murphy. 1990. Money from crime.
Santa Monica, Calif.: Rand Drug Policy Research Center.

Ruhm, Christopher. 1996. Are recessions good for your health? Working Paper no.
5570. Cambridge, Mass.: National Bureau of Economic Research.

Sampson, Robert. 1985. Neighborhood and crime: The structural determinants of
personal victimization. Journal of Research in Crime and Delinquency 22:7-40.
Sampson, Robert, and John Laub. 1993. Crime in the making: Pathways and turn-

ing points through life. Cambridge, Mass.: Harvard University Press.

Soares, Rodrigo. 1999. Development, crime, and punishment: Accounting for the
international differences in crime rates. University of Chicago, Department of
Economics. Typescript.

Spelman, William. 1994. Criminal incapacitation. New York: Plenum.

Tauchen, Helen, Anne Witte, and Harriet Griesinger. 1994. Criminal deterrence:
Revisiting the issue with a birth cohort. Review of Economics and Statistics
76:399-412.

U.S. Bureau of the Census. Annual. Statistical abstract of the United States. Wash-
ington, D.C.

Wilson, James Q., and Richard Herrnstein. 1985. Crime and human nature. New
York: Simon & Schuster.

Wilson, James Q., and Joan Petersilia, eds. 1995. Crime. San Francisco: ICS.

Wilson, William Julius. 1987. The truly disadvantaged: The inner city, the un-
derclass, and public policy. Chicago: University of Chicago Press.

Wolfgang, Marvin, Robert F. Figlio, and Torstein Sellin. 1972. Delinquency in a
birth cohort. Chicago: University of Chicago Press.







