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I INTRODUCTION
. BACKGROUND AND PURPOSE

IN A pioneering study published ten years ago, Irma Adelman and
Frank L. Adelman [2] calculated and analyzed the time paths of the
main endogenous variables from the 1955 Klein-Goldberger (KG)
econometric model of the United States [22]. They examined several
forms of hypothetical long-term development of this system: (1) non-
stochastic simulations based on smooth extrapolations of the exoge-
nous variables; (2) stochastic simulations of “Type I,”” with random
shocks superimposed upon the extrapolated values of the exogenous
quantities; and (3) stochastic simulations of “Type II,” with random
shocks introduced into each of the fitted equations. Each of these dif-
ferent solutions was dynamic, in that it related current values of endog-
enous variables to their lagged values generated by the model from
earlier data; each also involved some tentative assumptions about secu-
lar economic trends, in that it projected the exogenous variables far
beyond the sample-period base of the KG estimates (1929-52) over
one hundred years of the “future.” The Adelmans were primarily in-
terested in learning whether the KG Model can, internally, generate
cyclical movements resembling cycles found historically in the United
States economy. The nonstochastic simulations and those using the
Type [ shocks did not produce such movements, but the stochastic
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simulations with shocks of Type Il did, as the Adelmans concluded
from comparisons of the time paths computed for the KG Model with
the NBER *‘reference cycle” measures for the series involved.

Since then—in the 1960’s—increasingly ambitious efforts have
been made to estimate economic relationships with more detailed and
complex econometric models, and the simulation experiments per-
formed upon these models have grown correspondingly in size and
scope. Simulations of a quarterly model by Duesenberry, Eckstein,
and Fromm [8] were designed to test the proneness to recession of the
U.S. economy and the effectiveness of automatic stabilizers. Later,
several quarterly models of the postwar U.S. economy were unveiled
in quick succession, notably those by L. R. Klein [22], Klein and M. K.
Evans [13], M. Liebenberg, A. A. Hirsch, and J. Popkin for the Office
of Business Economics of the Department of Commerce (OBE) [23],
the Brookings Model [9], and most recently, the FRB-MIT Model [3],
[11],[27]. The last two systems represent efforts by sizable groups of
economists, and each consists of a very large number of equations. At
the NBER, an econometric model of business cycles was formulated
in the last few years by G. C. Chow and G. H. Moore: its early sets of
estimates are currently being evaluated [6].

The present Conference is concerned with these recent models,
viewed as instruments for the analysis and prediction of general eco-
nomic fluctuations. Our study, in particular, deals with experiments
performed on some of these systems in a search for answers to the type
of question which Irma and Frank Adeliman asked with respect to the
KG system. Do these models endogenously generate cyclical behavior,
and, if so, to what extent, how, in which sectors, and over what predic-
tive span? To what degree are the fluctuations produced by external
impulses? How do such cycles as may originate in the nonstochastic
and stochastic simulations compare with the relationships observed in
the NBER business cycle studies? How do the models differ from each
other in these respects?

The materials that can now be analyzed with a view to clarifying
these issues are clearly much richer than those available in the late

1950’s. It has long been recognized, for instance, that annual data are
far less adequate in business cycle analysis than are quarterly or monthly
data. The new quarterly models, therefore, should definitely be more
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appropriate for the purposes at hand than are the older annual models
(such as the KG equation system). Furthermore, the present models
draw on longer experience with, and better knowledge of, econometric
estimation methods; and they cover larger data samples and a much
greater number and variety of macroeconomic relations. These data
were hardly tapped for studies of cyclical behavior before the present
Conference. Such simulations as were made with these models were
used primarily for general evaluation and for analyzing the effects of
specific postulated policy changes {101, [17].

Although simulation is a powerful tool of economic analysis. its
inherent limitations are substantial and should be recognized. As noted
by Irma Adelman, “Any simulation experiment produces no more than
a specific numerical case history of the system whose properties are to
be investigated™ [1, p. 272]. Hence, the inferences drawn from simula-
tion results concerning the properties of the economic system are only
as good as the model which is used as the analogue of that system. For
example, the Adelmans’ study has shown that the cyclical fluctuations
in the KG Model are due to random shocks of a certain type; to what
extent this study has verified the hypothesis that random perturbations
were the major cause of business cycles of experience, depends essen-
tially on the quality of the KG equation system as a representation of
basic relationships in the U.S. economy.

While no simulation study can avoid being limited in this sense,
evidence from studies based on different models, applications to differ-
ent periods, and so forth, may to some extent cumulate and help reduce
this weakness. This would be so if the different applications and models
were complementary in their substantially valid parts, and if the evi-
dence based on them were internally consistent. For example, should
the simulations for a variety of differently structured quarterly models
yield similar indications of the importance of exogenous erratic im-
pulses, we would regard this as additional support for the random-
shock hypothesis of cyclical behavior. In the light of possibilities of this
sort, a plausible argument can be made in favor of comprehensive and
diversified coverage of econometric model simulations in business
cycle analysis.
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1.2 PROGRAM AND DATA

According to the original plan for the Conference, the study was to
cover five models: Brookings, Wharton-EFU, OBE, FRB-MIT-
PENN. and Chow-NBER.' However, no simulation data were re-
ceived for the Brookings Model before the time scheduled for delivery
of the Conference papers, and the estimates for the Chow-NBER
Model are still incomplete. The Wharton, OBE, and FMP model-
builders have supplied us with the large amounts of required data, and
have given us excellent cooperation. In its present version, therefore,
our study covers the estimates produced by the current versions of
these three quarterly models of the postwar U.S. economy.?

Twenty-two variables were selected for the cyclical simulations.
The list includes GNP in constant (1958) dollars and five of its compo-
nents: consumption, residential construction, nonresidential fixed
investment, change in business inventories, and net exports. Also
specified for the investigation were data on G NP, personal income, and
corporate profit in current dollars, employment and the unemployment

rate, average workweek, new and unfilled orders, construction con- .

tracts and housing starts, the implicit price defiator for GNP, labor
compensation per man-hour and unit of output, money supply, and the
short- and long-term interest rates. These variables were selected
because of their importance for macroeconomic theory in general,
and business cycle analysis in particular, and in view of their cyclical
sensitivity and timing. With some exceptions and modifications, they
appear in most of the recent econometric models of intermediate or
large size.

! See references in previous section. For brevity. the Wharton Econometric Fore-
casting Unit (EFU) Model and the FRB-MIT-PENN Model will henceforth be referred
to as the Wharton and FMP Models. respectively.

? In the process of being developed and revised. each model has been undergoing
changes of varying importance and frequency. Models with relatively long histories. such
as the Wharton Model, have passed through several distinguishable versions. as des-
cribed in the paper by Evans. Haitovsky. and Treyz [12]. The OBE Model. as used in
this report and identified by the list of its equations in the paper by George Green and
associates [18]. differs from the earlier version introduced in 1966 [23]. The model var-
iants on which our analysis is based are those developed by the spring and summer sea-
sons of 1969, prior to the time when the simulation data were supplied to us by the model-
builders. These models are explained in considerable detail in other reports prepared for
this Conference [12), [14], [18]); we shall refer to this information as needed, without
reproducing it at length.
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Table 1.1 gives some descriptive detail and sources for the data
actually used to represent the selected variables in each of the cooperat-
ing systems. It shows that. on the whole, the models agree rather well
with each other in regard to coverage of the specified items. However,
there are several differences among models, and some variables have
been omitted. Thus, none of the three systems includes construction
contracts. Only the OBE Model estimates housing starts, and labor
costs per unit of real private GNP; only OBE and FMP have endoge-
nous components of money supply. Also, the concepts and industrial
coverage differ among the models for certain variables. For example,
OBE uses both new and unfilled orders for durable-goods manufactures
in real terms; Wharton, deflated unfilled orders for all manufacturing;
and FMP, unfilled orders for machinery and equipment industries, in
current dollars.

Most of the important differences in data definitions and coverage
are brought out in Table 1.1, and some minor discrepancies in units of
measurement are also annotated, but we do not claim to have identified
all factors that impair comparisons across the models. Such factors are
undoubtedly numerous and some are difficult to detect, notably the
differences in the vintage of data used, which can be quite significant,
as in the case of the frequently revised series for G NP and components.

For each of the models, three types of complete-model simulations
were examined, namely: (a) nonstochastic simulations over selected
six-quarter periods which include the dates of the turning points of
recent fluctuations in aggregate economic activity; (b) nonstochastic
simulations over the entire period covered by the models; (c) stochastic
simulations projecting the models for a period of twenty-five years,
starting at the end of the sample period.

Each set of simulations of a particular type consists of discontinu-
ous sequences (for a), or continuous time-series (for b and ¢) of esti-
mates for as many of the selected endogenous variables as are included
in the given model. One set per model is sufficient to produce the
simulations of type a; and one run, for those of type b; but for the
stochastic simulations (c¢), as many as fifty runs per model were re-
quested, with one hundred quarterly terms in each run. This was done
to examine the variability of responses of a given system to different
configurations of random shocks, and to avoid excessive reliance on
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SOURCE NOTES FOR TABLE 1.1

Line

1. OBE definition. National Income Accounts (NI1A) Table I.1. line I.
2. NIA Table 1.2, line 1.

3. 1bid., line 2.

4. 1bid., line 11, In FMP Model, hundred billion 1958 dollars.

5. 1bid., line 8.

6. Ibid., line 5.

7. 1bid., line 17.

8. NIA Table 2.1, line 1.

9. NIA Table 8.1, line I.

10. Based on monthly BLS figures. In Wharton Model, includes armed forces.

. 1bid. In FMP Model, labor-force base includes armed forces.

. Corporate profits before taxes, including inventory valuation adjustment.

. Based on monthly BLS figures. OBE: 1957-59 = 1.00. Wharton: 40

hours = 1.00 (manufacturing and nonmanufacturing).

14. Unpublished BLS series.

15. Based on monthly Census figures. Deflated by Wholesale Price Index for
durable-goods manufactures.

16. Ibid. In Wharton Model, equals unfilled orders for all manufacturing. De-
flated by corresponding Wholesale Price Index series.

17. 1bid.

18. 1bid.

19. Based on monthly Federal Reserve System data.

20. Based on monthly Moody’s Investors Service series. In FRB-MIT Model,
the A bond yield.

21. Based on monthly BLS labor income and man-hours data. In Wharton
Model. wage rate (quarterly earnings at annual rate), weighted average
for manufacturing and nonmanufacturing. In FMP Model, rate of compen-
sation in nonfarm private domestic sector."

22. Based on monthly OBE data.

23. Based on monthly Federal Reserve System data.

W N —

4 Seasonally adjusted.
b Quarterly, seasonally adjusted.

the results of any particular distribution of the shocks that could well
be highly idiosyncratic,

The sections that follow deal successively with these three types
of simulations, thus proceeding from the shortest to the longest ones.
The six-quarter simulations (a) can be viewed as conditional predictions
over selected, relatively short periods. They are conditioned on the
ex post values of the exogenous factors, and on the structure of the
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model estimated from the sample-period data, which include the turn-
ing point episodes covered here. Being reinitiated from actual base-
period values in each new run, they predict six successive quarters.
The sample-period simulations (b) are conditional, or ex post. in the
same sense, but they have much longer predictive spans: up to (ap-
proximately) 11, 14, and 20 years, for the FMP, OBE, and Wharton
Models, respectively. Finally, the stochastic simulations (c) start from
initial conditions as of the end of the sample-period, and look into the
future: a period which is for the most part unknown and —for a long
time yet—unknowable. These simulations are based on nonstochastic
projections (control solutions) of each of the models, which embody
various assumptions — some, reasonably well founded; others, made for
working purposes only. In a purely formal sense, these simulations are
ex ante model forecasts over a long stretch of time, but they were not
intended, or constructed, to serve any practical forecasting purposes.
Instead, their function is to help us evaluate some important character-
istics of the models and to compare the evolution charted in these ex-
periments with the historical movements of the economy.

1.3 SOME PROBLEMS OF MEASUREMENT AND INTERPRETATION

Different types and aspects of simulations require different
analytical methods and measures. For the six-quarter simulations
around business cycle turning points (Part 2), the emphasis is on the
reproduction of turning points, the timing of these turns, and the ampli-
tudes of cyclical swings—all in comparison with the corresponding
segments of the actual series. The measures applied to the sample-
period simulations (Part 3) range widely. from the NBER reference-
cycle patterns, cyclical timing and amplitude comparisons, through
some results of time-series decomposition and correlation and regres-
sion analysis, to selected summary measures of absolute and relative
accuracy of prediction. For the long stochastic simulations extending
into the future (Part 4), broad comparisons with the sample-period
actuals are made in terms of the average frequencies, durations, and
relative size of movements. The relative timing of the various simulated
variables is analyzed, and an attempt is made to find out whether the
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simulated series can be classified as leaders, coinciders, and laggers —
in the same way in which the historical indicators were classified.

This diversification of the techniques and tools used (still under-
stated in the above summary) reflects the difficulty of any attempt to
establish the degree of verisimilitude of a model as an analogue of the
economic system in motion. The task is necessarily intricate, for it
involves study of relationships of various kinds, between different
economic processes and over time. Incomplete knowledge of the past,
and ignorance of the future, reduce the potential attainments of the
analysis. Recurrent, diverse, cumulative, and widely diffused expan-
sions and contractions in economic activities, which underlie aggrega-
tive cyclical fluctuations, have been a persistent feature of highly
developed capitalistic economies of the modern era. To what extent
they will continue in this role in the future, no one can predict with
confidence: it depends on structural changes in the economy, the
success of economic policies (and of the underlying forecasts), inter-
national developments, and so on. All we have as a measurable criterion
for evaluating the model-results is the past evolution of the economy.
This compels a particularly cautious interpretation of any findings for
the long-term simulations.

The results for the different models are not directly comparable
for at least two reasons. First, there are differences between the sample
periods (e.g., the simulations start late in 1948 for the Wharton Model,
in 1953 for OBE, and in 1956 for FMP). This can strongly affect the
relative performance of the models. As a task for the future, it would be
most desirable to recalculate the simulations with one common sample
period for all included models. Secondly, models differ in coverage: in
particular, what is endogenous in one model may be exogenous in
another. This is a major problem for comparing models of different
scope, with respect to their predictive performance [7, Sec. E-1], but it
is not so serious for our study, which concentrates on a subset of
selected variables that are basically common to, and endogenous in, all
of the models covered. However, some points of difference ought to be
noted. Comprehensive aggregates, such as GNP, include certain exog-
enous components in each case, but they are not always exactly the
same across the models. Thus, in the Wharton Model, the parts of real
G NP originating in the farm sector, and in the government sector, are

po—
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exogenous; in the OBE Model, in addition to government purchases of
goods and services, and investment in farm structures, housing services
are treated exogenously; and in the FMP Model, only the federal part
of government expenditures is exogenous, while the state and local
government purchases are handled essentially as endogenous [13],
(18], [25]. Furthermore, exports and imports are endogenous for
Wharton, while exports are exogenous for OBE and FMP (as are mili-
tary imports). Of variables other than real expenditure components,
the money supply (M) deserves attention. In the OBE Model, M con-
sists of currency outside banks (exogenous) and demand deposits
(endogenous). The FMP Model, which is particularly concerned with
monetary factors and financial markets, also adopts this differential
treatment of the two components of M. The variable does not appear in
the Wharton Model.

Because of these differences in sample-periods and scope, large
parts of this report deal with each of the models separately. How-
ever, comparisons between the models will inevitably be made, and
some of them may be justified if they are framed with caution. We shall
have something to say on this subject in summarizing the results of the
different types of simulation.

2 SIX-QUARTER SIMULATIONS AROUND
'REFERENCE TURNS

BUILDERS of cyclical models have stressed—correctly —that their
models are short-term models, that cumulations of short-run errors
would tend to distort the results of simulations which are run continu-
ously for many quarters, and that, therefore, it would be inappropriate
to test the efficacy of the models by long-run simuilations only. Another
rationale for this contention is the argument that dynamic relationships,
such as consumption responses to cyclical swings of income, may be
structurally different in the short run and in the long run. Thus, this
type of model should be tested for its efficacy over relatively short
time-spans. Since such tests may not be very interesting over stretches
without any cyclical turns, we tested the models by a more stringent
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criterion; that is, by their performance during six-quarter periods which
include cyclical turns in general business conditions. Specifically,
simulations were carried out for six-quarter periods beginning, alterna-
tively, three quarters, two quarters, and one quarter before each busi-
ness cycle turn. In these simulations, the endogenous variables were
derived by using actual values for the quarter preceding the simulation
and letting the model determine subsequent values; exogenous vari-
ables were used throughout the simulation period at their historical
levels. The resulting configurations of twenty specified variables were
compared with the actual behavior of these variables during the cor-
responding periods. The following three behavioral characteristics of
the simulated and actual series were investigated: (a) Did cyclical
turns occur in simulated and actual behavior? (b) If so, what were the
timing relations between simulated and actual turns? (¢) What were the
comparative amplitudes of simulated and actual cycle phases?

2.1 INCIDENCE OF TURNING POINTS

For the Wharton Model, the sample period starts in the third
quarter of 1948 and ends in the fourth quarter of 1964, but the simula-
tions are extended through the first quarter of 1968. Thus, they include
four reference troughs (1949-1V, 1954-111, 1958-11, and 1961-1) and
three reference peaks (1953-11, 1957-111, and 1960-11). The Office of
Business Economics (OBE) sample period starts in 1953-11 and ends in
1966-1V, including three troughs and two peaks. The Federal Reserve-
MIT-PENN (FMP) Model has the shortest sample period, extending
from 1956 to 1966 and covering two troughs and two peaks only.

For each variable and for each turning point covered by a given
model, we compared the simulated behavior produced in the three
simulation runs with the actual behavior of the particular variable.
Chart 2.1 contains a selection of these comparisons. We reproduced
charts only for those variables and turning points which were common
to the three models. The charts are arranged in such a way that the
Wharton Model is on the left, the OBE in the middle, and the FMP on
the right. The top panel shows comparisons for the 1957 peak; the
second panel, for the 1958 trough; and so on. In each diagram, the
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CHART 2.1

Nonstochastic Six-Quarter Simulations
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CHART 2.1 (continued) ;
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Wharton

CHART 2.1 (continued)

Investment in Nonfarm Residential Structures
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CHART 2.1 (continued)

Investment in Plant and Equipment
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CHART 2.1 (continued)

Change in Business Inventories
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CHART 2.1 (continued)

Unemployment Rate

Wharton OBE FMP
57-3 - 57-3 _ 57-3
| I [
| L ! - t
[ f i
L | - |
|
X | X i X |
T T T T R A N N R B A T T T W |
58-2 _ 58-2
x I X
[ 11 | |1 P11
60-2 _ 60-2 _ 60-2
| | !
L [ - i
\ |
[ L | L X
| | |
[ R N S S O O B I O O N N I
61-1 _ 61-1 _ 61-1
L § L )
[ | L L [ L1 1 L 11
2 0 4 a4 2 0O 2 4 4 2 o0 2 a

Number of quarters before and after turning points

(continued)




<

330 * ECONOMETRIC MODELS OF CYCLICAL BEHAVIOR

dollars

Billion

55

Wharton
67-3

CHART 2.1 (continued)

Corporate Profits and Inventory Valuation Adjustment
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CHART 2.1 (continued)

Average Yield, Short Term
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CHART 2.1 (concluded)

Average Yield, Long Term
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actual is shown as a solid line; the simulation starting three quarters
before the turn is delineated by boxes ([1): the simulation starting
two quarters before the turn by x’s; and the simulation starting one
quarter before the turn by asterisks. In each case, the simulation results
are connected to the last available actual observation. Turning points
in the actuals are marked by X’s.

Qur investigation of the incidence of successfully simulated turns
must begin with the determination of cyclical turning points. This
task, never an easy one, is complicated by several circumstances. First,
the data refer to short, nonconnected periods, making it impossible to
use existing computer programs. Second, the shortness of the simula-
tion period makes it difficult to decide whether observed changes in di-
rection are cyclically significant or merely reflect random movements
of short duration. This is particularly difficult whenever the suspected
turns fall close to the beginning or the end of the six-quarter period,
causing the observable part of one of the phases to become very short
indeed. Third, it is difficult to determine whether the observable part
of the amplitude of a particular movement is large enough for it to
qualify as a cyclical phase. We resolved these problems largely by
deciding in favor of recognizing turns if this seemed at all reasonable.

The determination of turning points for the six-quarter simulations
may require consideration of events outside this period. This gives rise
to a puzzling problem: if actual series experience turning points before
or after the six-quarter period chosen for simulation, should a simula-
tion be considered successful when it shows a turn because the actual
series experiences a turn — albeit not within the six-quarter period? Or
should it be considered successful when it does not show a turn, be-
cause during the simulation period the actual shows no turn either? We
circumvented this problem by using two types of counts: the simplest
way is to take only those instances of the actual series where cyclical
turns occurred in the six-quarter period under observation and match
them with turns in the simulations. Alternatively, we used an increased
sample by utilizing our knowledge of the behavior of the actual series
shortly before and after the simulation period. Thus, if the actual series
showed a peak shortly before the beginning of the simulation period
and the simulated series continued downward, the simulation was
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presumed to have produced a peak.? Unfortunately, this procedure has
to be modified for series with long lags extending beyond the end of the
simulation period. In such situations, only those simulations which still
showed a turn in the sample period could be recognized as successful.
No assumptions could be made about simulated turns that might occur
beyond the sample period. The incidence of successfully simulated
turns is summarized in Table 2.1. The upper panel refers to the larger
sample, including the inferred prior turning points; the lower panel
refers only to those turns which actually occurred in the six-quarter
period.

On the whole, all three models were fairly successful in reproduc-
ing cyclical turns in the neighborhood of business cycle turns, particu-
larly when the more liberal definition — which includes inferred turning
points — was used. In almost all cases, the simulated series successfully
showed “‘no turns” whenever there were no turns in the actual series.
We, therefore, based the ‘‘attainment rate” for the simulation of cyclical
reversals on the number of actual turning points.

We expected simulations starting one quarter before reference
turns to reproduce more turning points than those starting two or more
quarters before. We had this expectation because we thought that one
quarter before a reference turn the cumulative strains before peaks,
and the gradual restoration of profits before troughs, are included in
the data used in the simulation. Conversely, data truncated as much as

3Take, for example, the unemployment rate at the 1957 reference peak (Chart
2.1). The actual series has a trough in the first quarter of 1957. i.e.. two quarters
before the reference peak. For the Wharton Model (furthest left in the chart) the sim-
ulation starting in 1956-1V, i.e., three quarters before the turn, also shows a trough in
1957-1. This 1s unproblematic. For the simulation starting two quarters before the ref-
erence turn. a trough can be found in the first simulated observation if we connect the
simulations with the last available actual before the start of the simulation. This trough
is still located within the six-quarter simulation period and is counted as a turn in the
larger, as well as in the more restrictive. sample. The last simulation. however. starts in
1957-11, i.e., one quarter after the trough in the actual. Although one can infer the exist-
ence of a trough from the upward direction of the simulated series. it did not occur during
the simulation period. Hence, this simulation is counted as having successfully repro-
duced a turning point in the larger sample, but neither the actual nor the simulated turn
is counted in the sample which is restricted to the six-quarter period.

The case is still more complicated for a configuration like that of the OBE simulations
of this series at the same turning point (upper panel. middle row). Here all three of the
simulations are higher than the last actual, so that in each case the inferred trough occurs
in the quarter before the simulation starts. All are counted in the extended sample; none
of the simulations and only the first two actuals are counted in the smaller sample.

TABLE 2.1

Nonstochastic Six- 1 ions- e of .
¢ Six-Quarter Simulations: Frequencies of Actual and Simulated Turning Points
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three quarters before changing business conditions should not be ex-
pected to reflect, to the same extent, the dynamic processes preceding
cyclical turns. As it turns out, these expectations have not generally
been met, either by the six-quarter periods (lower panel), or by the
extended sample periods (upper panel). The reason may be as follows:
as the beginning of the six-quarter period approaches the reference
turn, fewer specific turning points occur, both in the actual series and in
the simulated ones. This is because more specific turns occur two
quarters before reference turns (the quarter omitted as we go from
the second to the third simulation) than four quarters after reference
turns (the quarter added). This is true for the actual series (see Table
2.1, second panel, columns |, 4, and 7), as well as for the simulated
series (columns 2, 5, and 8). Whenever the simulated series lead the
actuals, as seems to be the prevailing tendency for the Wharton Model
(see Section 2.2 below), more turns get lost in the simulations than in
the actual. For the extended sample period, no turns are actually
cut off in the beginning by shifting the sample period. All the same, it
seems that for the Wharton Model, simulations starting one quarter
before peaks showed fewer turns (actual orimputed) than those starting
two quarters before. One series for which this happens rather consist-
ently is the average workweek, which is known to be a leading series.
We also expected the simulations to be more successful in repro-
ducing troughs than in reproducing peaks. The reasons for this expecta-
tion are basically that the contours of troughs are often more sharply
defined, and that the turning points are more closely clustered around
reference troughs than around reference peaks. This can be observed
particularly during the postwar period and is largely due to long-term
upward trends, government intervention to end recessions, the absence
of “drag” factors (such as backlogs, contractual obligations, gestation
periods —as they exist at peaks), and the rapid expectational changes,
based on these elements. We thought that these characteristics might
be reflected in the structure of the models and would certainly be im-
posed upon the simulations by actual reversals in the exogenous vari-

ables—much more decisively than in the neighborhood of reference
peaks. We expected that all of these elements would increase the likeli-

hood of reversals in the neighborhood of troughs falling within our
six-quarter simulation period.

TABLE 2.2
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4 There is a facet of this experiment where the wider spread of turning points in the
neighborhood of peaks does cause the six-quarter periods before troughs to differ from
the six-quarter periods before peaks: for the actual, as well as the simulated, series more
turns had to be inferred before peaks than before troughs. relative to the turns actually

* ECONOMETRIC MODELS OF CYCLICAL BEHAVIOR

TABLE 2.3

Nonstochastic Six-Quarter Simulations: Relative Frequency
of Inferred Prior Peaks and Troughs
(as per cent of all turns)?

Wharton OBE FMP
Start of Simulations Model Model Model
(n (2) 3)
At reference troughs
I 3 Q before troughs 3 3 6
2 2 Q before troughs 14 I 8
3 I Q before troughs 37 37 8
At reference peaks
4 3 Q before peaks 14 50 19
5 2 Q before peaks 15 50 25
6 1 Q before peaks 42 48 58
At all reference turns
7 3 Q before turns 8 21 13
8 2 Q before turns 15 27 16
9 I Q before turns 39 41 29

2 The inferred prior turning points in simulations (see text and
Table 2.1, note a) are expressed as percentages of all turning
points in the simulations (as listed in Table 2.1, lines 1 to 3,
columns 2, 5, and 8).

However, the evidence summarized in Table 2.2 does not show
any systematic difference between successful duplication of peaks and
of troughs.* Perhaps we should investigate to what extent this may re-
flect the failure of the models to distinguish the difference in cyclical
dynamics in the neighborhood of peaks and troughs; and to what extent
it portrays the relative weakness of the exogenous variables in im-
posing characteristic cyclical behavior on the simulation patterns.

occurring in the six-quarter period. (See Table 2.3.)
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Although the three models cannot be directly compared —for the
reasons stated in Section 1.3 above —it must be noted that in the matter
of reproducing turning points, the FMP Model has higher attainment
rates. The reason for this is not that fluctuations are more easily simu-
lated for the period 1957-61, since the better performance of the FMP
Model is retained even when comparisons for the three models are
based on this shorter period. Nevertheless, it is possible that the better
performance is caused, at least partly; by the better fits associated
with a shorter sample period.

2.2  TIMING COMPARISONS

For Tables 2.4 and 2.5, timing comparisons between the turning
points in the actual and the simulated time-series are based on ob-
served cyclical turns falling into the six-quarter periods only. That is,
we neglect the instances in which turns falling outside those periods
were inferred.

The majority of turns in the simulated series occurred within one
quarter of those in the actual series. Table 2.4 shows the percentages of
turns of the simulated series which coincided with turns in the actual
series, those one quarter away, and those yet further away from turns
in the actual series.

The relative frequency of simulated turns outside the three-quarter
span —centered around the turn in the actual—is lowest in the FMP
simulations and highest in the Wharton Model, both for peaks and for
troughs.

Given the smaller dispersion of turning points in the neighborhood
of troughs, we would have expected simulated turns at troughs to be
closer to the actual ones than simulated peaks are to actual peaks. The
evidence does not show any systematic difference in performance,
perhaps because the simulation period is so short that long leads and
lags (which are more frequent at peaks) fall outside the span of observa-
tion. Alternatively, the unexpected similarity of behavior at peaks and
troughs may be a consequence of the constancy of the lag structure
used by the models.

The incidence of leads and of lags is different for the three models.
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4 1n each line, figures add up to 100 in columns 1-3, 4-6, and 7~9 (subject to rounding errors).
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The Wharton Model shows a clear preponderance of leads in the turns
of simulated series compared to those in the actual ones; the FMP
Model shows more lags than leads; and the OBE Model does not show
any systematic preference for leads or lags (leads being more frequent
in the simulations starting three quarters and two quarters before
reference turns, with lags predominating in the simulations starting
one quarter before). The numerical findings are given in Table 2.5.
One important question is whether the models generate simulated
time-series which exhibit the same general timing characteristics as
those shown by the actual variables. In other words, do turning points
in the simulated leading series lead business-cycle turning points? Do
coinciders coincide and laggers lag? The series included in each model
were classified into leaders, coinciders, and laggers, according to their
historical performance.® For each group, leads (including inferred
leads), coincidences, and lags —expressed as a percentage of all turns
that can be matched with business-cycle turns—are shown in Table
2.6. The evidence reveals a distinct bias toward early turns in the simu-
lated series. For the Wharton Model, the majority of the simulated
series in all three groups lead at reference turns. In the OBE Model,
most of the simulated leading and coinciding series lead, while lagging
series show a tendency to coincide. The FMP Model generally pro-
duces more leads than lags, but the bias is a little less strong. The per-
centage of leaders in the simulated leading series is actually smaller
than that in the actual leading series.

The bias toward leads is substantially reduced if we exclude turns
before the start of the six-quarter period (actual turns as well as in-
ferred turns of the simulations). The evidence, presented in Table 2.7;
shows that for the actual series only those classified as leaders are
seriously affected by this exclusion. The proportion of leads for this
group is reduced from about two-thirds (if all turns are considered) to
about half (if only those in the six-quarter period are counted). Since
few long leads —1.e., turns before the start of the six-quarter simulation

5 Wharton Model, leading series: /H. [, CPR,AWW, UMD: coinciding series: GNP,
GNPS58, C, YP, LE. UN: lagging series: ISE, RS, RL. OBE Model. leading series:
same as Wharton, plus OMD. HS, and M. coinciding series: same as Wharton: lagging
series: same as Wharton plus LC/O. FMP Model. leading series: /H.lI.CPR. LH and

OUME; coinciding series: GNP, GNP58. C. Y. LE. UN: lagging series: same as Whar-
ton.
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Nonstochastic Six-Quarter Simulations: Timing Relative to Business-Cycle Turns in Leading, Coinciding and

Lagging Series; for All Turns and for Turns Occurring in 6-Quarter Period Actuals and Simulations

ECONOMETRIC MODELS OF CYCLICAL BEHAVIOR

FMP Model

OBE Model

Wharton Model

Coinci-

Coinci-

Coinci-

dences Lags Leads dences Lags Leads dences Lags

Leads

All turns®

Leading series

o0

23

59
56

21

74
83

27

67

Actuals

<t
o

86

Simulations

Coinciding series

52
17

12 33
52

18

46

46 13

41

Actuals

31

16

66

90

Simulations

Lagging series

(g}
(o}

50
17

17
40

60
39

20
43

20
18
Turns in 6-quarter period

57
23

14 29
40

37

Actuals

o
<

Simulations

Leading series

31

45

44 10 55 36
17

46
79

Actuals

10 20 33 30 37

70

Simulations

Coinciding series

50 12 32 53 15
47 34

38
55

14

49

37
88

Actuals

18

Simulations

Lagging series

35
49

53

12

21 64

15
12

57

24

31

12
36

Actuals

19

46

40

Simulations

* Includes inferred prior wrns in simulations and turns occurring outside the 6-quarter period in actuals.
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44 10 55 36 a5 3 Y
17 10

46
79

Actuals

30 37

33

20

70

Simulations

Coinciding series

50 12 32 53 15
24 47 34

38
55

49 14

37
88

Actuals

18

Simulations

Lagging series

35

53

21. 64

15
12

57

24

31

12
36

Actuals

49

19

42

46

40

Simulations

a Includes inferred prior turns in simulations and turns occurring outside the 6-quarter period in actuals.
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period—occur in the actual coinciding and lagging series, the per-
centage distributions for those two groups are not much affected. For
the simulated series, on the other hand, long leads were inferred for
coincident series, as well as for some lagging ones. Thus, the bias
toward leads is somewhat reduced by eliminating the inferred turns
from the count. However, even for turns occurring in the six-quarter
period only, leads are relatively more frequent in the simulations than
in the actuals for all groups except the laggers in the OBE Model and
the leaders in the FMP Model.

On the whole, then, the simulations discriminate only very weakly
between the historically leading, coinciding, and lagging variables. In
view of the importance of lead-lag relationships in economic dynamics,
it should be worthwhile to investigate whether there exists any con-

nection between the model formulations and the timing biases observed
in the simulations.

2.3 AMPLITUDES

Amplitude measures—in the framework of the present investiga-
tion—can obviously describe only those segments of expansions and
contractions which occur during the six-quarter simulation periods. In
spite of this truncation, it is of interest to establish whether there are
systematic differences between the observable portions of simulated
and actual amplitudes: among different varniables, cyclical phases, and
variously timed simulations.

A glance at the charts shows one fact quite clearly: in most cases,
the patterns of the simulated series are flatter—i.e., they have ampli-
tudes which are more shallow than those of the actual series. A related
finding is that the patterns of simulated phases are more similar to each
other than to the actual ones. This is particularly striking for the three
time-staggered simulations produced by the same model; but it is also
often true across models. The similarity among the time-staggered sim-
ulations may be explained by the fact that cyclical conditions vary
relatively slowly and, therefore, the initial conditions for the three sim-
ulations are fairly similar. Furthermore, forecasts for the first quarter
are typically more successful than those for later quarters. The family
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resemblance of simulations produced by different models may be due
to the fact that all models reflect only the systematic portion of cy-
clical interactions. which during any historical period, represent only a
part of economic reality. It is. of course, also possible that the three
models have some common biases and that this is the reason why they
resemble each other more than they resemble reality.

In order to give some precision to these impressions, amplitudes
were computed for the observable part of expansions and contractions
in the actual and the simulated series for each simulation that contained
a cyclical turning point.® As a first step in the analysis, we determined
the frequencies with which simulated amplitudes were smaller than,
similar to, or larger than, those of the actual series. Differences of one
percentage point and less (for UN, I/, RS, and RL, differences of 10
per cent and less in the absolute differences) were regarded as negligi-
ble, and the amplitudes were tabulated as similar. The frequencies are
summarized in Table 2.8. For each model. for each type of time-stag-
gered simulation, and for all expansions and all contractions, the fre-
quencies are expressed as a percentage of all comparisons feasible in
that class.

On the whole, simulated amplitudes underestimate actual ampli-
tudes more often than they overstate or equal actual amplitudes. As the
table shows, this is equally true for expansions and contractions, for
each of the time-staggered simulations, and for each model.” The one
exception occurred in the Wharton Model, for which this tendency is
generally somewhat less pronounced. The incidence of underestima-
tion amounts usually to more than half of all cases, except in the Whar-
ton Model, where the incidence of underestimating expansions is only
about 40 per cent. A

Let us turn from the analysis of incidences to that of measured am-
plitudes. Table 2.9 presents average expansion and average contrac-

$Since no direct comparisons between expansion and contraction amplitudes were
intended. the percentage-base bias of amplitude measures could be neglected. and rela-
tive amplitudes could simply be measured as percentage changes from initial levels. In
case of rates and differences (for UN, /1. RS. and RL). absolute changes rather than
percentage changes were computed.

7 It is also true for each cycle. for phases before and after the turn, and for most activi-
ties. A minor exception, not shown in the summary table, is the expansion preceding the
1958 peak for the FMP Model. where the simulations overestimated amplitudes for
almost all variables.
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tion amplitudes of all variables included, irrespective of comparability.
The average amplitude measures presented for each variable in each
model cover all incidents for which amplitudes could be measured:
thus, the composition of the measures is not strictly comparable among
the different variables or models. Comparability exists only insofar as
there is a corresponding expansion for each contraction, and a corre-
sponding actual phase for each simulation phase. The number of sim-
ulations included in each average amplitude is indicated in the table.
The comparisons show that for a large majority of variables, the aver-
ages of the simulated amplitudes are smaller than those of the actual
amplitudes; for about 60 per cent of the possible comparisons, they
are more than 20 per cent below the actuals. The Wharton Model sim-
ulations seem to underestimate less than the others, but comparisons
are difficult to make, because of the heterogeneous composition of the
amplitude averages.

In order to increase comparability, we present comparisons only
of those cycle phases which could be measured for the same time pe-
riod and the same well-defined economic process in all models. This
attempt to increase comparability from model to model brought about
a sharp reduction in sample size. Furthermore, for the sake of sim-
plicity, and in view of the observed similarity among the time-staggered
simulations, we used only the simulations starting two quarters before
reference turns. The results appear in Table 2.10. Again we find that
the incidence of underestimation of amplitudes by the simulations is
pervasive, particularly for contractions. The magnitudes of underes-
timation vary widely. In spite of problems of summarization, due to the
large variation in size among the amplitudes themselves, Table 2.11
provides averages for simulated and actual amplitudes, and for ab-
solute and relative differences.® Again, the summary measures show
the smaller amplitudes of the simulations. Intermodel comparison
shows that for the simulations included, the Wharton Model comes
very close to actual amplitudes during expansions. During contractions
the FMP Model gives closer approximations than do the other two

8Since the average of percentage differences gives a large weight to large percentage
differences which may be based on very small amplitudes (see, for instance, the last
expansion phase in Table 2.10), we also provide the percentage difference of the average
amplitudes (which gives larger weight to large amplitudes, e.g., corporate profits).
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models. However, comparisons among models remain very uncertain,
even for this less heterogeneous selection, since the sample is small
and the differences not very pronounced.

A major analytical interest concerns the reasons for the sweeping
tendency toward underestimation of ampiitudes shown by most simula-
tions. It has been argued that most of the explanation can be found in

TABLE

Nonstochastic Six-Quarter Simulations: Amplitude
Incidence of Underestimation

All Phases
Per Cent of All Phases
Number Compared
of Phases
Start of Simulations Compared S< A S=4A S>A
(9] ) 3) 4
Wharton Model,
1949-1961

| 3 Q before turn 104 36 28 36
2 2 Q before turn 96 51 27 22
3 1 Q before turn 70 44 34 22
4 All simulations 270 44 29 27

OBE Model
5 3 Q before turn 90 64 29 7
6 2 Q before turn 84 67 27 6
7 1 Q before turn 76 59 30 11
8 All simulations 250 63 29 8

FMP Model
9 3 Q before turn 62 62 19 19
10 2 Q before turn 72 67 15 18
11 1 Q before turn 66 61 27 12
12 All simulations 200 63 21 16
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NoTe: S and A denote amplitudes of simulated and actual series, respec-
tively. For UN, I, RS, and RL, amplitudes were computed as absolute
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of Phases —————
Compared S< A4 S
(5) (6)
}
52 33
48 52 !
35 40
135 42
45 65 ‘,
42 72
38 66
125 67
31 49 :
36 64
33 67
100 60
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the systemic tendency of regression techniques to underestimate
changes. Also, there is some bias inherent in the method used for
selecting turning points. Randomly high observations tend to be selec-
ted as peaks; and randomly low ones, as troughs —leading to an over-
statement of the cyclical component of actual amplitudes. The simu-
lated series, on the other hand, are constructed without imposition of

2.8

Comparisons Between Actual and Simulated Series,
and Overestimation

i .

d actual series, respec-
computed as absolute
, as percentage changes
|

Expansions Contractions
Per Cent of All Per Cent of All
Number Compared Phases . Number Compared Phases
of Phases of Phases
Compared S<A4 S=A S>A4 Compared S <A S=A S>A
(5) (6) ™ (8) 9) (10) (11) (12)
52 33 29 39 52 40 27 33
48 52 19 29 48 50 35 15
35 40 37 23 35 49 31 20
135 42 27 31 135 46 31 23
45 65 24 11 45 65 33 21
42 72 21 7 42 62 33 5
38 66 24 10 38 53 37 10
125 67 23 10 125 60 - 34 6
31 49 19 32 31 75 19 6
36 64 14 22 36 69 17 14
33 67 21 12 33 55 33 12
100 60 18 22 100 66 23 11
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—-1.75 090

—0.43 0.86

—0.42 0.83

.70

FOZU
—1.58
—0.36
—0.35
—0.12

U 7T

—Z.27

+0.57

—-1.75 0.67

—-0.49 0.63

—1.18
—0.31

+0.17

+0.40

-1.74 0.77

—1.34
—-0.14
—-0.27

-0.18

+0.18

+0.06

—0.46 030 +0.32

—-0.46 0.59

—-0.39 —0.49 086 +0.10

-0.19

+0.07

+0.19

+0.11

—-0.30 0.63

+0.16

—0.28 0.43

+0.15

—0.33 0.55

P o —

short (RS)

Interest rate,

long (RL)

NoOTE: S and A denote amplitudes for simulated and actual series respectively. For RS and RL, amplitudes are computed as absolute changes

between two turning points; for all other series, as percentage changes from initial levels.
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TABLE 2.11

Nonstochastic Six-Quarter Simulations: Summary Amplitude Comparisons
Between Simulated and Actual Series; 16 Comparable Phases Only

—

Simulations Actuals Avg A g

Expansions

Wharton 6.39 7.80 0.81 0.99
OBE 3.50 7.37 0.47 0.71
FMP 3.69 7.61 0.48 0.56
Contractions

Wharton —-3.56 -7.02 0.50 0.61
OBE —3.08 —6.59 0.47 0.55
FMP -4.78 —6.48 0.74 0.70

NoTE: For explanation of symbols, see footnote to Table 2.10.
SouRrck: Table 2.9.

random factors and thus their cyclical highs and lows are not “‘exag-
gerated” by such components.? It is true, however, that the described
distortion of amplitudes by random elements is weaker for quarterly
series than for monthly series, and is, perhaps, not likely to constitute a
major part of the explanation of the observed underestimation of
amplitudes.

In view of the weakness of the suggested explanation, the tendency

of the models to underestimate amplitudes requires further investiga-
tion.

¥ The effect of random factors on amplitude measures could be tested by imposition
of random elements.




356 ¢ ECONOMETRIC MODELS OF CYCLICAL BEHAVIOR

3 NONSTOCHASTIC SIMULATIONS FOR THE SAMPLE
PERIODS

THERE are three main sections in this part of our report, one for each
of the models covered. The same general format is used in each section,
the material being organized around four tables that show respectively:
(1) the average absolute and relative errors of the simulated series;
(2) selected regression and correlation statistics summarizing the rela-
tions between the simulated and the actual changes; (3) comparisons of
average cyclical amplitudes; and (4), comparisons of the cyclical timing
of the simulated and actual series. A summary section concludes this
analysis.

To compile the measures included in (3) and (4), dates of cyclical
turning points had to be identified in all of the simulated series. For the
sample-period data, this was done by the NBER computer program for
the determination of cyclical turning points, and checked independ-
ently by at least two of the co-authors of this paper, who then jointly
resolved any judgmental discrepancies involved. The process involved
a careful examination of time-series charts. These charts, although very
useful for the analysis that follows, are too numerous to be fully re-
produced here; however, we do show them for a subset of selected
variables at the beginning of each of the three main sections.

In addition, individual and average reference-cycle patterns are
discussed for all of the actual (4) and simulated (§) series. Again,
illustrations are provided in charts for the selected varables.

3.1 THE WHARTON MODEL

3.1.1 The extended sample-period simulations for this model em-
brace 79 quarters (from 1948-11II through 1968-1) and include all four
of the postwar contractions, as well as such milder retardations as those
of 1962-63 and 1966-67.

As shown in Chart 3.1, the simulated G NP series runs more often
above than below the actual series; but such differences are much less
systematic here than they are for the series in constant dollars. The

Nonstochastic Sin
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Nonstochastic Simulations for the Sample Period, Wharton Model:

Simulated and Actual Series for Selected Variables

Mitlion dollars

(1948-111-1968-1

Million dollars

T T f T f T 1 T ] I
| ‘ | | ! l
120t | Actual ! | I -
| Simulated I | ! /
100f | | | [ -
| | | | |
sol | | | | s
| | | | |
so | | CPR | | ! -
| | |
a0k JN M%ﬂﬁ | so
ENG I | | |
20 | . | | | | 70
| | | | of
L | | | | dso
| | | ! |
. I | | | —s0
| | ISE |
L | 1l ao
+ | | !
700} ’l\ [ [ ! A
| | ' | r/
sool- | | | | | 900
t | | | |
L |
500 | : GNPss | 7.,-»4: | " —8oo
400} | /s/dl< ! | 700
( N | | i |
300+ I | | | 600
| | [ 1 |
200 | | ! | 500
| | one | |
L | | [ | 400
| | | |
L [ | | 300
| | !
i | l [ 11 ! 1i i i [ 2
1948 ’ '60 '65 '68 00
(continued)




358 + ECONOMETRIC MODELS OF CYCLICAL BEHAVIOR

CHART 3.1 (concluded)
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simulated GNPS58 figures exceed the corresponding actual levels,
except for relatively brief stretches of time in 1950-51, 1955-56, and
1960. For real consumption (not shown in Chart 3.1), the levels of S
exceed those of A throughout. Consistent with these results, the S
series for the GNP price deflator (also not shown) runs first slightly
above the A4 series in 1949-56, and then increasingly below itin 1957-
68. Substantial and persistent level discrepancies of a similar sort can
also be observed for such other “‘real’” variables as plant and equip-
ment investment (/SE), net exports (NE), and employment (LE).

For several variables with large cyclical and irregular fluctuations
and relatively weaker trends, the outstanding feature of the charts is
that the variations in S tend to be smaller than those in A4, often by
large amounts. The best examples of this are furnished by the invest-
ment series, particularly in housing and inventories, and by profits and
unfilled orders (/H, ISE, I/, CPR. UMD). On the other hand, opposite
or mixed results are obtained in this respect for the unemployment rate
and the hours worked in industry (UN, AWW). There is a very satis-
factory, close comovement of S and A for the short-term interest rate
(RS), except only in 1966-67 when S underestimated both the level
and change of 4. (RS is determined only by exogenous variables which
describe the policy of the FRB.) For the long-term rate (RL), however,
S looks very much like a heavily smoothed and lagged version of A4,
a frequent effect of relating a series to its own previous value (which is
done here via the familiar Koyck transformation, with the aim of making
RL a function of present and past values of RS).

On the average, of course, variations in § must be expected to be

smaller than those in A, because the (nonstochastic) simulations do not

include the component of random disturbances that is present in the
actuals. Single-equation estimates for the sample period would be
entirely consistent with this expectation; the complete-model simula-
tions need not conform to it quite as well, because here the errors from
different equations can interact, becoming magnified in various ways,
both across the model and over time. For the same reason, the model
simulations can show persistent drifts away from the course of the
actual series, in contrast to the single-equation short-period ‘‘predic-
tions,” in which such bias is precluded by the estimation method itself.
(This point applies only to the sample-period simulations.)
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3.1.2 The prevalence of positive mean errors of levels (MEL)
shown in Table 3.1, column [, suggests that, on the average, over-
estimates outweigh underestimates in the Wharton simulations for the
sample period 1948-68 (the errors are defined as differences S, — A4,).
The opposite errors of level underestimation prevail for the price, wage,
and interest variables, as well as for personal income and unemploy-
ment (P, W, RS, RL, YP, and UN).

The MEC figures in column 2 of Table 3.1 suggest that increases
in GNP, P, and LE (employment) were on the average underestimated,
and that increases in GNP58, C, and YP were on the average over-
estimated. For variables with less pronounced trends and strong fluc-
tuations, however, the signs of the MEC’s cannot be interpreted so
simply.'® A very conspicuous and uniform characteristic of the MEC
statistics is that they are much smaller absolutely than the correspond-
ing MEL figures (compare columns 1 and 2). This reflects two facts:
(1) the errors of change are typically much smaller than the errors of
levels; (2) the errors of change vary in sign more than the errors of
levels. Consequently, the cancellation of positive against negative
figures has stronger effects on MEC than on MEL.

As usual, the mean absolute errors of levels and changes (MAEL
and MAEC) are generally much larger (disregarding sign) than the
corresponding mean errors, for here the positive and negative errors
are not permitted to cancel each other (compare column | with column
3, and column 2 with column 4).1* For all variables, the MAE figures
are larger for levels than for changes; that is, MAEL > MAEC (see

19 Errors of absolute change (defined as AS,—AA,) are negative when: (1) increases are
underestimated: (2) decreases are overestimated; or (3) the actual change is positive and
the predicted one is negative. They are positive in the three converse cases (¢f. [29.
p. S1]). Thus the sign of the mean change error (MEC in column 2) does not in itself
indicate whether changes have been under- or overestimated. For example. if both 4 and
§ were positive and rising, a negative MEC would denote understatement of the actual
Increases by the simulated series. while a positive MEC would indicate overstatement.
Should both 4 and $ be positive and declining, then the situation would be precisely the
reverse. For series that fluctuate, the outcome will depend on the relative timing. dura-
tions. and amplitudes of rises and falls in 4 and S: for series that assume negative as
well as positive values, it will also depend on the extent to which § and A agree in sign.

't Arithmetic means tell us something about the bias which occurs when a set of pre-
dictions typically understates or overstates the corresponding actual values. A set §,
for example, is unbiased if the mean error (E = § — 4, where § and 4 are the simple
averages of S, and A4,, respectively, over the entire period covered) is not significantly
different from zero (cf. [24, pp. 8-10]). If £ # 0, then there is a constant, common ele-
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columns 3 and 4). Of the two factors that were identified above as
accounting for an analogous relationship between the mean errors
(IMEL} > |MEC]), only the first one applies here: the absolute errors
of changes are typically much smaller than the absolute errors of levels.

The fact that the average errors are larger for levels than for
changes is a familiar result from the analysis of forecasts, having a
twofold explanation: («) the error of each level forecast is the algebraic
sum of the error in the base of the forecast (in the estimate of the
preceding level of the series) and the error of the predicted change: (b)
on the average. errors of the base have the same signs as the errors of
the succeeding levels (e.g., if the prediction for period ¢ is too low. that
for period (¢ + 1) is likely to be so, too). It is therefore not the common
finding that [MEL| > |[MEC|and MAEL > MAEC that is particularly
interesting but, rather, the fact that the differences involved are as
large and pervasive as Table 3. shows them to be. The explanation is
again simple but also important. When forecasts are made frequently
over short spans, the errors of base values can be, and usually are. kept
relatively small, so that the level errors are not very much larger than
the change errors. In multiperiod forecasts made over long spans of
time, however, errors for successive periods can cumulate and the
predictions can be increasingly off base. Complete-model simulations
over entire sample-periods, in which the errors of lagged dependent
variables can cumulate, are comparable to very long multiperiod fore-
casts in this respect.

For most of the aggregative variables under study, quarterly
changes are typically small relative to the levels of the series: hence,
simulation errors may well be small when compared with the levels,
but large when compared with the changes in the realizations. Typi-

ment in all errors for the given set. When E is subtracted from each observed error. the
remainder reflects the variation among the errors measured from this average. The mean
square error. which is the sum of the bias component (E*) and the variance of error
(5%). offers a comprehensive_and mathematically convenient summary measure. which
has been computed. and could be used here. (By taking the root of this MSE figure. an
average is obtained which has the proper dimension. being expressed in the same units
as the errors to be summarized.) However. for present purposes. it will be sufficient to
use the simpler measure of the mean absolute error (MAE). The MAE figures are as a
rule smaller than the root mean-square errors (RMSE) statistics for the same samples.
since RMSE gives more than proportionate weight to large, as compared with small,
errors.
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NOTES TO TABLE 3.1

@ For meaning of symbols. see Table I.1.

® The average errors. with and without regard to sign (ME and MAE). which are listed
in columns | through 4. are expressed in these units, and so are the average actual values
(MAA): hence the figures for MAE/MAA. in columns 6 and 7. are pure ratios.

¢ In percentage points. Mean of the differences: quarterly per cent change in the sim-
ulated series minus quarterly per cent change in the actual series. all taken without regard
to sign.

¢ Ratio of the figure in column 5 to the corresponding mean of actual percentage
changes.

¢ Not applicable: since net change in inventories and net foreign investment can as-
sume negative values. these series can be analyzed only in absolute. not in relative.
terms.

cally, then, the ratios of mean absolute errors of simulations to mean
absolute actual values (MAE/MAA) are quite small fractions for the
level measures and considerably larger for the changes. That is,

MAEL = MAEC
MAAL < MAAC (columns 6 and 7), although MAEL > MAEC

(implying that the MAAL figures exceed the corresponding values of
MAAC by very large amounts). As elsewhere in the analysis of pre-
dictive accuracy, the comparisons with changes are on the whole much
more meaningful than those with levels. Because the series have dif-
ferent units and levels, it is useful to express changes in the simulated
series in relative terms, and to compute their errors, correspondingly,
as deviations from the actual relative changes. The averages of the abso-
lute errors of relative changes (in percentage points) are listed in column
5. They vary between 0.9 and 1.2 for the comprehensive income and
consumption aggregates, and for the wage series (GNP, GNP58. C,
YP, and W), but are considerably larger for most of the other variables
{fixed investment, profits, and, particularly, unemployment) and
smaller for only a few (P, LE, AWW).

Since the series also differ greatly in variability. the most meaning-
ful comparisons are probably those that relate the average size of
errors to the average size of actual changes. The ratios of the relative-
change measures are generally quite similar to the ratios of the absolute-
change measures for the same variables (columns 7 and 8). The lowest
ratios (most favorable to the simulations) are those for current-dollar
GNP, YP, P, RS, and W, they fall in the range of 0.4 to 0.7. The ratios
for GNP58, C, I[H, II, UMD, and RL exceed 0.75 but are smaller
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than one. Ratios in excess of unity signify that errors are on the average
larger than the recorded changes, an adverse finding applying to the
simulations of ISE, NE, LE, UN, CPR. and AWW. On the whole. the
ratios tend to be relatively low for the more stable trend-dominated
variables and high (unfavorable) for the more volatile and fluctuating
ones.

3.1.3 The correlations between the actual and simulated /evels
of the series are, in general, quite high, as would be expected; they
exceed .90 for thirteen, and .95 for eleven, of the seventeen variables.
The lower r-coefficients, ranging from .331 to .639, are those for the
volatile series NE, UN, 11, and I H. However, the high correlations of
levels reflect mainly common trends, rather than good agreement be-
tween the shorter movements in simulations and realizations. Cor-
relations between the relative or absolute changes in § and A are
drastically lower than those between levels. They vary from practically
zero for ISE to .777 (7* = .598) for RS (Table 3.2, columns 1 and 2).
Nine of these r-coefficients are smaller than .4; five (GNP, IH, II,
NE, and YP) are larger than .4 but smaller than .6; and only three
(P, UMD, and RS) exceed .6.

Simple linear least-square regressions of actual on simulated
changes yield the statistics on the constant intercept @ and the slope
coefficient b, listed in columns 3 and 4 of Table 3.2. Ideally, the true
population parameters for the constant («) and for the slope (3) should
equal zero and one, respectively, in order for the simulation to be
both unbiased and efficient. In terms of the limited-sample statistics
available, this means that a and b should not be statistically different
from zero and one, respectively. Tests of the corresponding null
hypotheses (that « =0 and B =1, jointly or separately) are sum-
marized in columns 5 and 6.

The results are fair or good for some of the variables whose
changes were relatively well simulated, judging from the correlation
statistics: /A, 11, P, UMD, RS, and RL. Here the constants are very
small fractions, while the slope coefficients range from .72 to 1.06 and
do not appear to be significantly different from one, using the con-
ventional probability levels. Elsewhere, the intercepts are still gener-
ally small and — what is more meaningful — the differences between the
means of simulated and actual changes are for the most part small. But

TABLE 3.2

Nonstochastic Simulations for the Sample Period, Wharton Model: Correlation, Regression, and Test Statistics
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NoTes To TaBLE 3.2

2 For meaning of symbols, see Table 1.1.

" Based on relative changes in the simulated series §,, defined as (AS/S), =
(S; — S,-)/S,-,, and on relative changes in the actual series A,. defined as
(AA/A), = (A, — A,_)JA,_,. except as noted in footnote f. Correlation coeffi-
cients r are listed in column 1, adjusted determination coefficients I in col-
umn 2.

¢ The regressions are of the form (AA4/A4), = a + b(AS/S), + u,, except as
noted in footnote f.

4 See text. Some of the relevant percentage points of the F-distributions (for
m=2,n,=77)are: Foo =493, Fyos =3.12, Fy o= 2.38. and Fy 5= 1.41.

¢ See text. Some of the relevant percentage points of the t-distribution (n =
77, two-tailed test) are 2.65, 1.99, 1.67.and 1.16 (for 1, 5, 10 and 25 per cent
significance levels, respectively).

" Based on absolute changes in S, and A4,; that is, these regressions are of the
form: A4, = a + b(AS,) + u,.

* Correlation too low to give a meaningful adjusted coefficient ¥ (unad-
justed r* = .00026).

the regression coefficients » are much too low for comfort: they not
only definitely differ from one (in the downward direction), but in
several cases they are not significantly different from zero according
to the standard r-test. (This is so for ISE, UN, AWW, and C where the
slope coefficient is negative.) For these series, then, changes in § and
A are apparently uncorrelated.

Among the probable reasons for these rather disappointing results
is the effect of the “‘base errors” that were noted before, in connection
with the large differences between the accuracy of the level and that of
the change predictions, based on the § series. These base erro:s are
likely to act as errors of observation in independent variables; that is,
they would tend to lower the regression, as well as the correlation
coefficients. Whatever their source, large deviations of the slope co-
efficients from unity indicate that the simulated series provide inefficient
estimates of the actual changes.

3.1.4 Confirming and quantifying what has been broadiy ob-
served with the aid of our basic charts of the 4 and S series, Table 3.3
shows that the simulations understate the fluctuations of the actuals in
most cases. The averages listed in columns 1 to 6 are based on ampli-
tudes measured for both 4 and § over successive business-cycle ex-
pansions and contractions in the sample period. These amplitude meas-

¥
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NoOTEs TO TaBLE 3.3

The period covered by the measures in columns | through 6 extends from
the 1948-1V peak to the assumed 1966-1V peak.

2 For meaning of symbols, consult Table 1.1.

» Based on quarterly data but expressed as rate per month (quarterly rates

would be three times as large). Figures for all series except I/, NE, UN, RS
and RL are expressed as reference-cycle relatives; that is, as a percentage of
the average level of the series during each business (*‘reference”) cycle. Fig-
ures for I1, NE, UN, RS and RL are expressed in absolute units. (See Table
1.1 for unirs.)

¢ Average quarter-to-quarter percentage change, without regard to sign, in
the trend-cyclical component: a smooth. flexible moving-average of the sea-
sonally adjusted series.

ures refer to per month rates of change between standings at business-
cycle peaks and at business-cycle troughs, both expressed in per cent
of the average level of the respective series during the particular busi-
ness cycle.’? The differences between amplitudes of 4 and S depend
not only on the relative size of the cyclical swings (‘‘specific cycles”)
in the paired series, but also on the differences in their timing and con-
formity to business cycles. Thus, it is conceivable that, say, 4 showed
systematically larger specific-cycle amplitudes than did S, while no
such regular relationship applied to the reference-cycle amplitudes of
the same two series. For this to be possible, 4 and S would have to have
sufficiently different timing at the peaks and troughs of the business
cycle, and S would have to conform more closely to the general busi-
ness cycle than A does. Actually, substantial differences in timing and
conformity are not uncommon for the compared 4 and S series.

The simulations for GNP and YP show small positive, instead of
small negative, changes during contractions, while the reverse applies
to GNP58. Also, for net exports, the expansion amplitude is negative
in A, positive in S. In all other cases, the average amplitudes of 4 and
S agree in sign (compare columns | and 2, 3 and 4). This includes
eight series that show definite procyclical changes (positive in expan-
sions and negative in contractions, except for the unemployment rate,
where an inverted pattern is, of course, expected); three series that
experienced only retardations of growth rather than declines during
business contractions (C, P, and W); one series that moved downward

12 See below, Section 3.1.6.
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throughout, though less so in expansions (AW W); and one whose
movements were on the average countercyclical (/H). In most in-
stances, the average changes per month are larger for 4 than for S in
both expansion and contraction periods. In all but two cases—GNP58
and NE —the full-cycle amplitudes (i.e., expansion amplitude minus
contraction amplitude) are larger for 4 than for S. This is strong evi-
dence for the tendency of these simulations to underestimate the ob-
served cyclical movements.!3

As another average amplitude measure, one that disregards the
difference between rises and falls, and does not depend on the relative
cyclical timing and conformity of the series, we use the mean absolute
percentage change per quarter in the trend-cycle component of the
series. This is based on changes in a weighted moving average, which
contains practically all of the trend and cyclical movements and little,
if any, of the seasonal and short irregular movements in the data.'
Here the amplitude of § is smaller than that of A for twelve of the
seventeen variables; and in most of the remaining cases, the differences
between the paired measures are very small (columns 7 and 8).

The simulations, although usually underestimating the average
changes in the series, rank the variables very well according to their
typical amplitudes. The ranks based on the expansion averages
(columns 1 and 2) show a positive correlation of .934; those based on
the contraction averages (columns 3 and 4), a correlation of .919. The
correlation between the ranks based on the mean absolute percentage
changes in the trend-cycle components of S and 4 (columns 7 and 8) is
.950. (These Spearman coefficients adjusted for tied ranks —r,—are
all high enough not to be attributable to chance.)

3.1.5 The Wharton series cover four business-cycle peaks (1948-
IV, 1953-11, 1957-111, and 1960-11) and four troughs (1949-1V,
1954-111, 1958-11, and 1961-1) but in some cases their timing at the
beginning of the sample period —that is, at the 1948 peak — could not

3 However, let us remember that these amplitude differences still reflect in some
unknown degree the fact that the variance of 4 includes the random disturbance com-
ponent. while the variance of § does not.

" This is a quarterly equivalent of “*Spencer’s graduation™ (a weighted fifteen-term
formula used as an estimate of the trend-cycle component of a series in the Census
Bureau computer program of seasonal adjustment and time-series decomposition).
See Julius Shiskin. “Electronic Computers and Business Indicators"” [26. Chapter 17].
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be determined. In addition, some of these series, notably those for
inventory investment and short-term interest rates, show strong con-
tractions in 1966-67 in both the actual and simulated values. These
movements correspond to the business retardation that can be dated
as having occurred in the period 1966-1V-1967-11, and they have been
so treated here.

Table 3.4 summarizes the record of cyclical timing of the 4 and

S series for fourteen variables. The price-level series show only one
cyclical decline in 4 (in 1948-49) and none in S; the wage-rate series
have no contractions at all, in either 4 or S. Net exports data conform
poorly to business cycles, so that of the nine turning points in the 4
series for this variable, only four can be matched with reference dates;
but the S series reproduced fairly well six of these episodes in the
years 1948-58. (Afterward, its fit to A became quite inadequate, how-
ever.) Because so few comparisons of business revivals and recessions
can be made for these data, the variables P, W, and NE are not in-
cluded in Table 3.4.

The simulations for GNP,GNP58,C,LE,AWW , and UMD failed
to match the contractions of 1957-58 and 1960-61; thus, each of these
six series ‘‘skipped” four of the business-cycle turns that occurred in
the Wharton sample period (Table 3.4, column 1). The corresponding
A series, in contrast, did turn in conformity with these general eco-
nomic reversals. The simulation for personal income matched only the
1953-54 contraction and missed six reference dates at other times,
while the actual YP skipped only the two turning points marking the
1960-61 recession. For each of the other variables included in the
table, the S series skipped two turning points (typically either in 1957-
58 orin 1960-61), except that the RS simulation declined at each peak,
and rose at each trough, of the business cycles covered. The corre-
sponding actuals, on the other hand, matched these turns on practically
all occasions.

Another manifestation of lapses from conformity is found in “extra
turns,” which occur when a series shows a specific-cycle peak or
trough which cannot be matched with a business-cycle recession or
revival. For a few variables—GNP58, LE, UMD — the simulations do
show such extra turns, where the actuals have none; while in two
cases— C and /SE —the opposite applies (Table 3.4, column 2). On the

TABLE 3.4
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*Treated on the inverted plan: peaks in UN are matched

with business-cycle troughs, troughs in UN with business-

"Includes two observations relating to the 1966-67
cycle peaks.

retardation.
" Includes one lag and three leads.

i Not identified.

¢ Leads or lags of three or more quarters. Numbers
marked by asterisks refer to lags, others refer to leads at

business-cycle turns (see also notes d and h below).
¢ Includes one observation relating to the 1966-67 retar-

4 For meaning of symbols, see Table 1.1. S refers to sim-
dation.

ulations, A4 to actuals.
4 Includes two lags and one lead.

b See explanation in text.

S
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whole, however, extra turns are not an important source of discrepan-
cies between § and A.

The frequencies of leads, coincidences, and lags, and also of those
leads or lags that are longer than two quarters, are listed in columns
3 to 6 of Table 3.4 for each of the paired A and S series. It is often
easier to identify the presence of a lead or lag than to measure its dura-
tion with adequate precision, especially at the beginning and end of a
series; and the shortness of the simulated series makes this a fairly
important consideration. Moreover, we are here interested mainly in
whether the simulations agree with the actuals regarding the type of
timing that is predominant for the given variable —not in comparisons
of the length of leads and lags, which would be needlessly ambitious
and could only be spuriously precise for the available data. For these
reasons, the timing measures proper are not presented here; we show
only the frequency distributions that are based on them. However, the
entire evidence is used to determine the ‘‘dominant type of timing” of
A and S in column 7.

For some variables, the paucity of the timing comparisons at turn-
ing points, or the varied composition of these observations, or both,
make it impossible to identify the series as a leader, coincider, or lagger.
This applies to the simulations of GNP, GNP58, C, YP, and LE: all
cases in which the label “not identified” (n.i.) had to be used for the
S series, whereas the actuals, as shown by the historical evidence, are
clearly coincident. In addition, the simulations for the unemployment
rate and unfilled orders are best described as ‘“‘n.i.-trregular,” while the
actual data show UN as typically coincident and UMD as leading at
peaks and coincident at troughs. For the other variables in Table 3.4,
there is a good or fair correspondence between the timing of S and A,
except that leads are more frequent in the simulated data for RS and
lags more important in the actual data. For example, leads, often of
long duration, prevail in both 4 and S for investment in housing (/H),
and in inventories (//), while lags are more characteristic of 4 and §
for business investment in plant and equipment (/SE).

3.1.6 One way of evaluating the models’ capacity to simulate
cyclical characteristics is the use of NBER reference-cycle patterns
for simulated and actual series. These reference-cycle patterns repre-
sent the condensation of time-series data for each business cycle into
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nine cyclical stages, covering standings at business-cycie turning
points, and average standings for thirds of expansions and contrac-
tions. In trough-peak-trough cycles, the initial, middle, and terminal
turns are designated as Stages I, V, and [ X respectively. Average stand-
ings during successive thirds of business expansions are Stages II,
111, and [V; those of contractions, VI, VII, and VIII. Stage relatives
are constructed by expressing these average stage standings as per-
centages of the average value of the series over the full cycle.

In the graphic presentation, the time scale can reflect chronological
time or it can be standardized to represent all cycle phases (expansions
and contractions) as equal time-spans before and after the central
turn. A third possibility, the one used in this study, is to represent
expansions and contractions in proportion to the average duration of
these phases during the whole period covered by the series.!®

The Wharton sample-period series cover three complete trough-
peak-trough cycles: 1949-53-54, 1954-57-58, and 1958-60-61; but
acceptance of the proxy dates for a peak in 1966-1V, and for a trough
in 1967-I1 (actually, these dates identify a definite retardation in
general economic activity), enables us to use the subsequent data in a
fourth pattern for the period 1961-66-67. Similarly, with the aid of the
same pair of extra reference dates, four successive peak-trough-peak
patterns can be computed for each series: 1948-49-53, 1953-54-57,
1957-58-60, and 1960-61-66. Each set of computations inevitably
fails to cover some of the data at the beginning and end of the sample
period: in particular, the trough-to-trough patterns miss the 1948-49
contraction, and the peak-to-peak patterns miss the declines or retarda-
tion of 1966-~67. In order to maximize the informational potential of
this approach, we have computed, plotted, and inspected all the T-to-T
and P-to-P patterns that the data allow, including a pair of average
patterns for each series. For economy in presentation, the patterns
have then been combined so as to show in one diagram the behavior
of the series on both sides of each of three turns, T-P-T. Chart 3.2

15 Since this time period is different for each of the three models, the time-scales of the
charts vary among models. In the present case of quarterly data, interpolations had to
be used in dividing up the contraction phase when this phase was short.

For a full discussion of the reference-cycle patterns and their application to quarterly
data, see [S, pp. 160-70, 200-202]. For a condensed discussion of the approach. descrip-
tion of related computer programs, and interpretation of output measures see [4, Part I11).
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CHART 3.2

Nonstochastic Simulations for the Sample Period. Wharton
Model: Reference-Cycle Patterns for Simulated and
Actual Series, Selected Variables

(1949-1967)
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CHART 3.2 (continited)

Gross National Product, 1958 Dollars
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CHART 3.2 (continued)
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CHART 3.2 (continued)

Investment in Plant and Equipment
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CHART 3.2 (continued)

Corporate Profits
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CHART 3.2 (continued)
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CHART 3.2 (continued)

Short-Term Interest Rate
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CHART 3.2 (concluded)

Unemployment Rate
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presents a sample of these diagrams for selected variables, while the
discussion that follows is based on the entire material.

The method of measurement employed is such as to eliminate the
intercycle trends and to smooth out much of the short “irregular”
movements of the series within the stages of the business cycle. The
apparent effect of this detrending and smoothing is, in many cases, to
make S and 4 resemble each other much better than they do in terms
of the original data (c¢f. Charts 3.1 and 3.2). The evidence of the pat-
terns is also, in general, more favorable to the simulations than are
some of the sets of measures discussed before, notably the average
errors and correlations based on quarterly changes in S and 4.
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For the variables dominated by strong growth tendencies— GNP,
GNP58, C, YP, P, LE, and W —the patterns show clearly that S de-
creased less often and by smaller relative amounts during business
recessions than did A. Frequently, small cyclical declines in 4 are
matched by reduced rates of increase in §; but then, in most such cases,
the retardations of growth in S are so pronounced as to make the con-
trast between the patterns of behavior in expansions and contractions
nearly as marked for S as for 4. However, it is also true that the corre-
spondence between the patterns for the paired series was, on the whole,
considerably closer during expansions than during contractions. The
agreement between S and 4 was, by and large, appreciably better
during the 1953-54 recession than in the other three periods of con-
traction (including the 1966-67 retardation).

For the variables with large fluctuations and relatively weak trends,
much greater discrepancies are observed between the patterns for the
paired A and S series. Some of the largest discrepancies are found for
the investment series (/H, ISE, II), the unemployment rate, unfilled
orders, and net exports. The amplitudes of the S patterns tend to be
smaller than those of the corresponding 4 patterns (only for NE is the
opposite clearly indicated). The correspondence between the 4 and
S patterns is particularly good for the short-term interest rate, RS.

3.2 THE OBE MODEL

3.2.1 The sample period for this model is 1953-11 through
1966-1V (55 quarterly observations). It includes three business-cycle
contractions and two minor retardations.

Chart 3.3 shows that the simulated GNP series declined only
briefly in the first quarter of 1954. Because of the relatively large ampli-
tude of the decline and the slowness of the subsequent recovery, this
movement is considered to be cyclical, although one-quarter declines
are usually thought to be too short for such consideration. Only one
other interruption of the upward trend is observed in this series: it
occurred in 1959-11I, a reflection of the major steel strike, which
similarly affected the actual GNP series. During the 1957-58 and
1960-61 recessions, the simulated GNP fails to show downward
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CHART 3.3
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movements corresponding to those in actual GNP. The values of
simulated G NP exceed the recorded values only during the recession
years 1953-54 and 1958. At other times, i.e., in eleven out of the four-
teen years covered, the level of GNP was persistently underestimated
in the simulation. The amount of this underestimation is shown to have
increased at the end of the sample period, in 1965-66.

Much the same can be said about the simulation of personal in-
come in current dollars, except that, here, the 1953-54 decline lasted
two quarters. Considerably less underestimation, however, is observed
in the simulations of GNP in 1958 dollars, and of personal consump-
tion expenditures in 1958 dollars; in particular, the fits here are very
close for the years 1961-64.

The story is quite similar for other variables with strong upward
trends and relatively small fluctuations, such as the G NP price deflator,
private wage and salary compensation per man-hour, and private labor
costs per unit of output; except for the first three or four years after the
“initial shock” of starting the simulation, the levels of these series are
consistently underestimated. On the other hand, for the more volatile
variables with large fluctuations and much weaker, or less consistent,
trends, the tendency for the simulated series to run below the levels of
the actuals is not so apparent. What the charts do clearly indicate for
these series is the tendency to underestimate changes: the curves for
simulated values show fewer and smaller fluctuations than do their
counterparts for the actuals.

3.2.2 Table 3.5 confirms the prevalence of underestimation
errors in the OBE Model simulations for the sample period 1953-66.
For all but four of the twenty-one variables used, the average level of
the simulated series is lower than that of the actual series, § < A4, as
indicated by the negative signs of the mean level errors (MEL) in
column 1. (The errors of simulation are defined as the difference, sim-
ulated minus actual value.) For all but five of the variables, the mean
change errors (MEC) are negative (column 2). As noted above, in
Section 3.1.2, the sign of MEC can mean different things under differ-
ent circumstances; but where both 4 and S are positive and show pre-
dominantly rises rather than declines, negative MEC indicates that
changes were, on the average, underestimated. This is the case for
most of the variables covered by the OBE data. The variables with

TABLE 3.5

Nonstochastic Simulations for the Sample Period, OBE Model: Average Errors and Their Ratios

to Average Actual Values

(1953-11-1966-1V)

BUSIN

Ratio of MAE to Mean Absolute
Actual Values (MAA)
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« For explanation of symbols, see Table 1.1.

E and MAE), which are listed in columns 1 to 4 are expressed in these units,

" The average errors, with and without regard to sign (M
and so are the average actual values (MA A); hence the figures for MAE

/MAA, in columns 6 and 7, are pure ratios,

ge in the simulated series, minus quarterly per cent change in

¢ 1n percentage poinis. Mean of the differences: quarterly per cent chan

the actual series, all taken without regard to sign.

¢ Ratio of figure in column 5 to the corresponding mean of actual percentage changes.

lues, these series can be analyzed

< Not applicable: Since net change in inventories and net foreign investment can assume negative vd

only in absolute, not in relative terms.
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positive average errors (ISE and UMD for levels; IH, AWW, and HS
for changes; and NE and UN for both levels and changes) all have
large cyclical and irregular fluctuations in actual values. The differ-
ences between the average levels of A and § are relatively small in
most of these cases and not very important. Furthermore, measures of
average changes taken without regard to sign, or separately, for periods
of expansion and contraction (Table 3.7), suggest that the fluctuations
of § are usually smaller than those of A, even for these variables.

Table 3.5 shows that for all variables |MEL| > |[MEC| and
MAEL > MAEC; also MAEL > |MEL| and MAEC > |[MEC|
(see columns | to 4). These relationships and the underlying causes
are already familiar. (They were discussed for the Wharton Model in
Section 3.1.2, above.) The fact that the level errors exceed the cor-
responding change errors by relatively large amounts must again be
attributed to the cumulation of errors over time, which throws the §
predictions increasingly off base.

The mean absolute errors of relative change in S, as compared
with A4, vary from 0.2 to 0.7 percentage points for the comprehensive
income, consumption, and employment aggregates, and also for
prices, wages, and money. (See the entries in column 5, lines | to 3,
8 to 10, 13, and 19 to 21.) The errors for the other variables —invest-
ment outlays and commitments, unemployment, corporate profits,
and interest rates—are substantially larger in these terms, ranging
from 1.8 to 6.0 percentage points.

Another relationship that is confirmed by the figures in Table 3.5

MAEL MAEC

i < d 7). lti i
is that MAAL = MAAC (columns 6 and 7). It is the ratios for the

absolute and relative changes in the last two columns of the table (the
two values are generally close to each other) that, here as elsewhere,
deserve our particular attention. These figures are of the order of .3 to
.6 for the most comprehensive aggregates, as well as for money supply
and the price, wage, and short-term interest series. They are much
higher (.8 to .9) for the more volatile investment series, such as [SE,
/1, and HS and for various —mainly leading —indicators, such as UN,
CPR, AWW, UMD, RL, and LC/O. Only for one variable, new orders
for durables, do the ratios exceed one; that is, the average errors slightly
exceed the average actual changes.
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3.2.3 The correlations between the actual and simulated levels
of the series exceed .86 for sixteen, and .95 for twelve, of the twenty-
one variables. For the volatile series HS, UMD, UN, 11, and [H, the
r-coefficients are significantly lower, varying from .597 to .721. Again,
it is principally the common trends in 4 and S that explain the high
correlations of levels, as there is much less agreement between the
shorter movements in these series. Correlations between changes in S
and A are much lower than those between levels, although they vary a
great deal, from .185 to .980. (See Table 3.6, column 1.) The lowest
correlations, between .1 and .4, are for the price, wage, profits, and a
few other series, notably on investment (ISE, HS, and AWW). The
highest correlations, exceeding .7, are for real GNP, net exports,
short-term interest rate, and employment.

The regression results are favorable, in the sense that the inter-
cepts are small (near zero) and the slope coefficients are not clearly
different from one, for most of the variables. This is true even for some
variables for which the correlations of simulated with actual changes
are relatively low, notably UN and AWW. (See columns 3 and 4 and
also the tests in columns 5 and 6.) As these cases illustrate, a simula-
tion § (viewed as a set of predictions) can be unbiased and efficient
(i.e., have errors that are unsystematic and uncorrelated with the values
of the § series itself), although it is only weakly correlated with the
realizations 4. (That is, the residual variance in the regression of 4 on §
is large, relative to the variance of 4.) On the other hand, some of the
estimates are clearly unsatisfactory if these criteria are accepted. For
the series P, OMD, W, and LC/O, for example, the intercepts are too
large and the slope coefficients, too small.

3.2.4 Table 3.7 shows the average amplitudes of rises and falls
in the actual and simulated series, per month, in reference-cycle rela-
tives (columns 1 te 4).!% During the sample period, several actual
series with particularly dominant trends grew on the average in both
expansions and contractions, though at higher rates in the former than
in the latter (¢f. entries in columns 2 and 4 for C, YP, P, W, LC/O, and

' There are only two complete trough-to-trough reference cycles in the period
1953-66 (1954-57-58 and 1958-60-61); but, if the proxy date for a “‘peak™ in 1966-1V
is accepted, three peak-to-peak cycles can be distinguished in the same period. namely
1953-54-57, 1957-58-60, and 1960-61-66. We chose the second rather than the first
alternative in order to utilize as much of the available information as possible.

TABLE 3.6

Nonstochastic Simulations for the Saumple Period, OBE Model: Correlation, Regression, and Test Statistics

(1953-11-1966-1V')
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TABLE 3.6

Nonstochastic Simulations for the Sample Period, OBE Model: Correlation, Regression, and Test Statistics

(1953-11-1966-1V)
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Correlation of
Simulated With
Actual Changes"

Regression of Actual on Simulated Changes®

I-test

F-ratio
for 8

for (a=0, 8= 1)

Slope

Constant

Variable
Symbol*

ll!

(h)

(4)

(a)

Line

(6)

(5)

3)

(1)

1.03
0.47
1.91

0.70
0.14

.847
1.068

.266
—032

369
.494

617
710
478
.500
368

GNP
GNP58

1.83
1.24

674
747

.828
1.175

314
—.295

1.43
0.60
0.78

IH
ISE

MODEL

v,

120
326
.738

0.41

.146
—.036

1"

NE'

1.83

1.88

.87

SIMULATIONS

1.63
2.64
2.97
0.09
1.80

1.75
4.00
4.43
0.03
1.64

786
.342
1.089
1.022
630

349
.334
]
—.013
62

392
016
960
237
135

YpP 635
! 185
LE .980
UN' 501
388

CPR

11
12
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BUSING

ECONOMETRIC MODELS OF CYCLICAL BEHAVIOR

392

' L i 2 = &

(=3

134 njosqy urapy

— 0T et r————— . e—— "
o T e 4 s — e o o p——,

Bunng ASIANRIIY 9194)-30Ud13)0y Ul JIWOW 134 uwcmcu. owm._.o><

(A1-9961-11-£S61)
SWAWAAOp puaiy pun nsnjry

W JGO ‘PolId djduung sy aof SUOUDINWIS INSDYIOISUON

L't 319V

SO sopuigpduy 230404y :Jop

(A[2AN23dSal “$[3A3[ dourdYIUGIS U0 1ad ¢z pur ‘gl ‘S ‘| J10))
9171 pue ‘89°1 ‘[O°T ‘BY°T :94® (1531 PI[ivI-OM] ‘€ ¢ = #) UONNQLISIP-1 Y] JO slutod 232 uadiad JURAJJAL Y JO 2WOS ,
P =g puv 0pg
=061 =004 C0°S ="My o (g§ = Fr ‘g = 'u 10)) uonngusip- 4 3y Jo siutod 98w1uad13d JurAd|AL YD JO SWOS "
T € dqe L ut $310uU100§ Fulpuodsalind AY) DS 4-4-¢
‘171 3qe L 99s ‘sjoquifs jo Sulueaw 104

£e0 60°0 166’ oro 434 §99° 144 1Z
81T 98°C <09’ SpT 1238 44 0107 0T
[4 rd 9¢°C tob’ 909 LSO tLT M 61
LE0 80°0 16 1400 08¢” 979" T 81
v8°0 149\ 8¢C6 rad\) 189° 6C8 Y- Ll
[4A\) 81°0 0t6 €8V — Y4 SLE SH 91
SOl 1T°1 oL’ vLY LI 8" anwn Sl
1'e 1284 €6 €8¢ vLI® Sev’ anwo idl
0¢0 00 L6001 SO0’ 690° vec’ MmMmy ¢l
(9) () (+) (€) D (n
al =g 10§ ol =4 '0 =) 10§ (q) (m) o4 1 [OquiAg aury
18917 onei-4 ado|S wesuo) _ RILRLYN
«Sddury) |EMOY
,$38ury) parpnwig uo {en1dy Jo uoissaIZaY Yynm pawnuig

JOo uonejanio)

(papnjouos) 9°¢ 419V.L




393

(ponulnG)
w 49 ve’ £e” Sl Sl'— 0— 1 el a7 0l
m 8y’ 134 SO’ 10° el 148 8’ Sl d 6
3 9¢°I 9¢'1 K Y4 90" x4 LS 8’ dA 8
= Y’ 8¢° vy — SLI- 1242 190— L00’ 14') AN L
m R oL 6’ Le 89— LT— LT or 1 9
d [40ré Vil ot 0t V99— 40 99’ 44 asi S
m 8'C 8¢°1 0t — I 91° 1 vi— 00— HI 14
N 00l t£6 9¢° 148 0 1T 6t ce” D 3
) vl 16 t9’ 4% 1¢— 0 42 145 §SAND 4
m 8l 0t’l 89° 14% 80— 91" 09 0’ dND I
-
-
z (8) W (9) (s) ) (©) (2) (n
< #—( @©—-=n
_.l__.u jeniy ﬁm.:w__.:.:_m jeny UUHN_DE_W [enpRy —uwum_zr:_m _N-:u< _uuzm_:..:_w x_OQE\Aw Ui
s J1qeneA
© Juauodwo)) 334D JPAD Ing SUOIdBNUO)) suoisuedxqg
m -puai] afuey) wa)H
m 134 21njosqQy UedIN :BunnQ (SAANRIIY 310AD-25udl3)aYy Ul YIUOJA J94 3Suey) ddesoay
=)
2]

(A1-9961-11-£S61)
SIUIWINO P pUILL pun [p2112LD)

Jo sapmjduwty a8nasay JapoW JEO ‘POMIG 2)diung 2yl 40f SUONDINWIS IISDYIOISUON

L't 419vVL

(A[9AN23dS a1 ‘S[9AD| 2OURDYIUFIS 1UID 1ad ¢z pue ‘Ql ‘S ‘1 10))
rIua1ad JuBAdjRI Yl JO dWOS ,
1 =04 pue ‘0p'e
2y ¢z = 'v 10J) UOINQLNSIP-4 3y} jo sjutod a8e1ua0aad 1ULAI[AI AY) JO 2WOS |,
‘Z°€ 3qe L ul saroulooy utpuodsaliod Yl 33§ -+
“1'1 91qu.L 23S ‘s|joquAs jo Fuluedw Jod .

01°1 PUE ‘89°1 *10°Z ‘89°Z ;247 (1531 PA|IBI-OM] ‘€S = ) UOLINGLISIP-} Y1 Jo siutod 3

— :_,._u\.o_ €= mc,..v.\ ‘SO'S = :_.ar.\ ue (€S =

JIOR




f r

H

) i
394 + ECONOMETRIC MODELS OF CYCLICAL BEHAVIOR BUSINES

- c .
oy s < O N = M). The hous l¢
53t |% s|s55urnznsses | ) e poaing sery
o E 9 é ]l v Tenen o N - §. negative amplitude ﬁé
_‘:: o & < contractions (lines4;{

a0 M :

2281 3 E than in expansions (|}

<=0 | = NSO N — 0D QN 2

-0 o Z e : : — Ao N D N a employment rate, w

o= — NN —~— - : .
3 2 o | E P cyclical response is of
m - . .. -
=Q¢ S being positive in exp
" 3% | ovmeasccann= |z For ‘bus.mess-cyq
£ 218 f'l\!c‘—_\oz"\(\‘"‘_‘\'—": o A agree in sign, with
[ -~ - - — . .

5 o] <8 - UMD are negative iy

%9 4 % cases of directional

(3] = — Q

> Joline) —_

2 2122 | ¥3amormmaToas| B ’ CPR,IF{,andNE.

k E‘LC quoq:T—Q—Q? < changes in §.)

f 23 E ! During business
% z.: } S series are smaller t
< Q —_ oo =
g 7 5| - 892232\'\2823% ﬁ AWW,wherechang
= § 213 T TUTS = parison of amplitudes
N =] = .

S b 2 é cycle contractions. [

| = g = =z average contraction §

. Q o 1]

: E 8 2 | BervrwcDo—o é i unemployment rate)

w i g s | & ? T Rl ? N = 3 l seven instances, the

o o = S : .

212 3 ' 3 o i of the same magnitu¢

c . |
= E - = 2 ‘ than actual declines
= L .

3 S 5| I8oR%288928 5 =g i § throughout. In a

csleg| & || ! S T o9 average contraction !

ERES g 2= | :

O |z e =28 : for S. The two constj

8|3 ° - = - ‘ to be countercyclica

ol =
— 9] .
5w )| f £|8188=s2888=2% |5 = g resulting full-cycle g
< U§) | | rot g < tion amplitudes) are
2 £
2 ET ports and the two
Q > 0 .
B - 28 evidence for the ex
2= Zx2Q2223203| 22% 8 .
<3 S t» SSSTXXTG 5% L& underestimate fluctyl
= a< c 9 .
5E <=2 ~ o vE When the amplit
> wn £ v g . .
EZg=s cyclical turns in the
b [ .
B2 s a in trend-cycle comp
(= JIV-S T d i h
v g rn O~ — | 2802 underestimate the v3
£ —NM YTV OS XD — 2
= - Here the figure for K

}



=]

e

.62
.60

.39
.55

A5

.02
—.01

.19 .04
.18 .09
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13
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LClO
NoTEe: The period covered by the measures in columns 1 through 6 is from the peak in 1953-11 1o the assumed peak in

1966-1V (see text).
v.c See the corresponding footnotes to Table 3.3.

a For meaning of symbols, see Table 1.1.
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M). The housing series, /H and HS, responded perversely; they show
negative amplitude figures during expansions and positive ones during
contractions (lines 4 and 16). Net exports increase more in contractions
than in expansions (line 7). For all other variables — including the un-
employment rate, which is treated on the inverted plan—a strong pro-
cyclical response is observed, with the average amplitudes in the actuals
being positive in expansions and negative in contractions.
For business-cycle expansions, the average amplitudes of S and
A agree in sign, with but two exceptions. (The figures for AW W and
UMD are negative in the simulations.) For contractions, there are six
cases of directional disagreement, relating to GNP, GNP58, ISE,
CPR, IH, and NE. (All but the last two of these involve positive
changes in S.)
During business-cycle expansions, the average amplitudes of the
S series are smaller than those of the A series, except only for VE and
AWW , where changes are very small (columns 1 and 2). The com-
parison of amplitudes, however, is less easily summarized for business-
cycle contractions. In the eight cases where declines prevailed in the
average contraction amplitudes of both § and A (including the inverted
unemployment rate), average declines of A exceeded those of S in
seven instances, the only exception being RS, where the declines are
of the same magnitude. When both § and A4 showed retardations rather
than actual declines (C, YP, P, W, LC/O, and M), A increased less than
S throughout. In addition, as mentioned above, four series show
average contraction amplitudes which are negative for 4 and positive
for S. The two construction series (/H and HS), whose behavior seems
to be countercyclical for 4, are somewhat less countercyclical in §. The
resulting full-cycle amplitudes (expansion amplitudes minus contrac-
tion amplitudes) are larger for 4 than for S in all cases except net ex-
ports and the two construction series. All of this constitutes strong
evidence for the existence of a general tendency of simulations to
underestimate fluctuations during historical business cycles.

When the amplitudes are measured independently of the timing of
cyclical turns in the series, as the mean absolute percentage changes
in trend-cycle components (columns 7 and 8), the tendency for S to
underestimate the variability of 4 is again very strongly in evidence.
Here the figure for § is in each case smaller than that for A4.
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The ranks of the variables based on the average reference-cycle
amplitudes of § and A4 are positively correlated for both rises and falls,
with Spearman coefficients (adjusted for tied ranks) of .937 and .7 14,
respectively. The correlation between the ranks based on the mean
absolute percentage changes in the trend-cycle components of S and
A is 962,

3.2.5 The simulated series for nominal and real GNP fail to
reproduce the contractions of the actual series in 1957-58 and 1960-
61, which means that they skip four of the six business-cycle turns in
the OBE sample period (Table 3.8, column 1). For consumption, §
skips all six turns; and the simulations for eight other variables omit
four or two turns each, while the actuals omit none. By this criterion,
the A series conform to business cycles better than do the S series for
twelve of the eighteen variables.

Turning points that are unconnected with general economic re-
vivals and recessions constitute another class of indicators of noncon-
forming behavior. Only a few of the OBE simulations show such
episodes where the actual series have none. (See the entries for UN,
OMD, and UMD in column 2.)

" A summary of the frequency distributions of leads, coincidences,
and lags is followed here by an attempt to indicate the prevalent type
of timing for each of the series (Table 3.8, columns 3 to 7). For eight
variables, including GNP and several comprehensive, mostly coinci-
dent, indicators, the absence or paucity of turning points, or the
heterogeneity of such timing observations as can be made, prohibit
such a determination for the S series, and the labels used in these cases
are “‘no turns” (n.t.) or “‘not identified” (n.i.). For the unemployment
rate, the timing of §, instead of being coincident, is rather irregular but
mostly lagging. However, for the nine remaining variables, the corre-
spondence between the timing of § and A is, on the whole, good. And
these comparisons cover a variety of timing patterns, including some
with prevalent leads, as in housing starts and new orders; and others
with prevalent lags, as in unit labor costs and interest rates.!?

'7 It must be recognized that the determination of the timing patterns is necessarily
more uncertain for the S series than it is for the A series, because there is some additional

evidence on 4 but not on S. Wherever possible, we have checked the timing of the 4

series in the sample period against the timing of longer series for the same variables (to
cover, at least, the entire postwar period). In some cases, such comparisons could only
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Table 3.8 does not include three variables: P, W, and NE. No
cyclical turning points in either the actual or the simulated series can
be identified for the price level and the wage rate. Net exports show
five major turns in the period 1953-66 (or seven if one includes a short
decline in 1955). Only two of these can be matched with the reference
dates (relating to the 1957-58 recession), but all were reproduced in
the S series, and rather well at that.

3.2.6 Chart 3.4 shows the reference-cycle patterns of S and A
for selected variables. The patterns, again extended to show both sides
of each turn, cover the two T-to-T cycles between 1954 and 1961, the
last curve in each set representing the average of the two.

In general, the patterns show the simulations in better light than
do the measures previously discussed, probably because they involve
considerable smoothing and detrending of the data. They demonstrate
that the S series often underwent marked retardations during business
contractions, corresponding to mild declines in the A4 series: this is so
for each of the comprehensive indicators of production, income, con-
sumption, and employment— GNP, GNP58, C, YP, and LE. In this
situation, amplitude figures have different signs for § and 4, and the
timing comparisons show skipped turns for S, so that a somewhat
exaggerated impression of simulation errors may be created by these
measures, which the patterns help to correct.

For most variables, the § patterns have smaller amplitudes than
the A4 patterns, reflecting the underestimation of cyclical movements in
the S series. The relatives for S are usually higher than those for 4 in
contractions, and lower in expansions, However, apart from these
differences (which, although apparently systematic, are not always
pronounced), many of the § patterns resemble rather well the corre-
sponding patterns for 4, even where the latter show large fluctuations
with diverse timing. Good illustrations of this statement are provided
by the diagrams for corporate profits, CPR (except in 1960-61), and,
particularly, for the interest series RS and RL. On the other hand,
there are also some cases of drastic dissimilarity between the paired

be very tentative or approximate, being based on fairly short records. or on data for
related, rather than the same. variables (for example, different interest-rate series or

undeflated GNP components). However, allowing for such discrepancies as are likely

to arise in some of these cases, it is possible to conclude that our identifications for 4
generally do agree with those historical classifications that are applicable.
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CHART 3.4

Nonstochastic Simulations for the Sample Period,
OBE Model: Reference-Cvcle Patterns for Simulated
and Actual Series, Selected Variables
(1953-1964)
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CHART 3.4 (continued)

Gross National Product, 1958 Dollars
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CHART 3.4 (continued)

Investment in Plant and Equipment
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CHART 3.4 (continued)

Unfilled Orders
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CHART 3.4 (concluded)

Unemployment Rate
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patterns, notably for the inventory change, unemployment, and unfilled
orders.

3.3 THE FRB-MIT-PENN (FMP) MODEL

3.3.1 The sample period for this model is relatively short: it
begins only in 1956 and covers the eleven years through 1966, or 44
quarterly observations. Thus, the contractions and retardations in-
cluded are those that are also covered by the OBE sample-period
simulations, except for the 1953-54 recession.

Chart 3.5 shows that the simulated G NP series declined only once
for one quarter: in 1959-111, during the major steel strike. Recorded
G NP also had two two-quarter declines in 1957-58 and 1960-61, but
the S series continued to move upward during these recessions, al-
though at lower rates. Through mid-1957, the levels of § and A4 are
very close, and then, in 1957-58, 4 falls below S; but thereafter, in
1959-66 — for nearly eight years —the levels of GNP are consistently
underestimated; i.e., S, < A,.

The simulation of GNP in 1958 dollars looks better, in that here
S declined along with 4 in 1957-58 and 1960 (as well as briefly in
1959). The level comparisons give similar resuits to those for GNP
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CHA

RT 3.5

Nonstochastic Simulations for the Sample
Period, FRB-MIT-PENN Model:
Simulated and Actual Series
for Selected Variables
(1956-1966)

Miltion dollars Miition dollars
M 1 T I T I I 7
i ! f
| | ] Actual 1
100 | | Simulated \,\I
s
go ! ! '
| { |
60 | | CPR 1l
|
40}- ] ! A
| | |
eo}- ! ! dso
! |
- ! ! 470
I | |
L f | leso
' : ISE !
- ! dso
N~ |
L ! [ Hao
| | |
750 | ! 4
| | |
650~ | I
| | |
ssol | | GNP 58 n
| [ |
450 w37 Algso
| ! !
350 | ! 750
| | |
S ! deso
! ! GNP !
- ‘ diss0
! /b !
- ! Laso
/:< | |
1 11 | O N | | I | I 1350
1956 '60 '65
(continued)

405




i
406 * ECONOMETRIC MODELS OF CYCLICAL BEHAVIOR

CHART 3.5 (concluded)
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in current dollars in the period 1956-63; but in 1964-66, the S series
rises above A4, so that there is less underestimation for real, than for
nominal, GNP. The A and § series for consumption in real terms are
similarly related, except that here § shows only a retardation, not a
decline, in 1960.

There are some analogous features in the graphs for the other
trend-dominated, relatively smooth and stable variables. The one
mild decline of personal income, in 1957-58, is not reproduced in the
simulated series; also, S, < A4, persistently in 1959-66 for this aggre-
gate. Simulated employment, too, fails to match the recorded contrac-
tion in 1957-58 and underestimates actual employment, except be-
tween mid-1957 and mid-1959; but here S does move down along with
A in 1960-61. No turning points occurred in either 4 or § for the price
index and the wage rate. The price level was underestimated in 1956-
59, and again, more strongly, in 1963-66. The wage level was under-
estimated throughout and, again, more so in the last three or four years
of the sample period.

For the more cyclical variables, trends are generally weaker and
less consistent, and so are any differences between trends in § and A
and the resulting discrepancies in levels. Once more, the striking
feature of these graphs is that some fluctuations in 4 are entirely
skipped by S (for example, the 1957-59 cycle in unemployment; the
1958-61 cycle in man-hours) and others are heavily muted (e.g., the
1958-61 movements in inventory investment). For one variable in this
group —unfilled orders for machinery and equipment—a persistent
difference in levels of the two series is observed, with § exceeding
A throughout the period 1957-66. Rather close fits to A are provided
by the S series for the short- and long-term interest rates.

3.3.2 The MEL figures are negative for most variables, indi-
cating that the actual levels tend to be underestimated in the sample-
period simulations (Table 3.9, column 1).'*® There is more variation in
sign among the MEC statistics, but they, too, are negative for most of
the series with strong upward trends, reflecting the tendency of S to
have smaller rates of growth than 4 (column 2). As elsewhere, the

'8 The values of MEL are positive for /SE. NE. UN.CPR.and OUME —all variables
that had relatively weak trends and marked fluctuations in the period covered by these
simulations. _
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429
723
1.155
0.928
741
761
767
280
.570

443
694
1.194
0.141
962
768
741
764
294
555

012
o1
133
095
004
258
059
022
025
0.001

0.341
6.256
12.174
0.251
2.661
6.002
1913
0.309
0.386

07218
b.c.dv See corresponding footnotes to Table 3.1.

0.228
0.222
0.338
5.513
0.005
0.334
0.196
0.078
0.795
0.562

1.203
0.755
0.670
5.490
0.007
3.021
0.219
0.092
6.378
1.398

—0.08
—-0.01
—0.004
—0.02
0.0002
0.04
—0.02
—0.004
—-0.36
0.0006

—0.84
—0.33
0.29
4.27
—0.0004
3.01
—-0.03
—0.04
—6.38
—1.14

million
per cent
billion $
thousand hours/year
billion $
per cent
per cent
dollar
billion $

1958 = 100

P
LE
UN
CPR
LH

4 OUME

RS
2 For meaning of symbols, see Table 1.1.
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12

—— v ——
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change errors are on the average much smaller than the level errors:
i.e., IMEL| > |MEC| and MAEL > MAEC, which again is largely at-
tributable to the cumulation of errors over time (columns | through 4).
The absolute means of the relative change errors, MAERC, range
from 0.2 percentage points for P to 12.2 percentage points for CPR,
and are somewhat larger than 0.6 for GNP in current and constant
dollars (column 35).

The relative accuracy analysis once more shows the level ratios,
MAEL/MAAL, to be quite low, and much smaller than the corre-
sponding change ratios, MAEC/MAAC and MAERC/MAARC,
which tend to be similar (columns 6 through 8). The ratios of the
average change errors fall in the range between .2 and .4 for GNP,
YP, and W, and in the range .4 to .6 for GNPS58, C, P,and M: and they
exceed .6, but are less than one, for the other variables, except UN
and VE where they are alone in exceeding unity (columns 7 and 8).

3.3.3 The correlations between the simulated and actual levels
are very high for this model, exceeding .95 for twelve variables and .7
for fifteen variables; the lowest of these coefficients is that for the un-
employment rate (.67). Correlations between the changes, AS, and
AA,, are substantially lower, though still generally respectable; they
vary from .27 to .95, but all except three exceed .5, while the correla-
tions between the relative changes, (AS/S),, and (AA4/A4),, shown in
Table 3.10, are in most tnstances lower still, but not by much. The
highest of the change correlations, ranging from .6 to .8, are recorded
for the two GNP series, C, IH, YP, P, NE, M, and the two interest
rates. The lowest are those for UN and hours per man, LH, which are
close to .3 (Table 3.10, columns 1 and 2).

The regressions of actual on simulated changes give encouraging
results. For most variables, the hypothesis that « =0 and 8 =1 can-
not be rejected on any of the considered significance levels (columns
3 to 6). However, there are good grounds for rejection in the cases of
P, LE, UN, and M, and for at least some doubts concerning /SE and
CPR. Quite generally, there is little indication of bias here, and such
problems as are suggested by the tests relate principally to inefficiency;
i.e., deviations of the slope coefficients from unity (as a rule in the
downward direction).

3.3.4 Peak-to-peak reference cycles are used for the measure-
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ment of the average amplitudes in Table 3.11 because, assuming a
peak in 1966, there are two such complete cycles in the sample period
of the FMP Model (1957-58-60 and 1960-61-66), whereas there is
only one complete trough-to-trough cycle (1958-60-61).

During expansions, S rose on the average less than 4 for fourteen
variables, and declined less than 4 for the unemployment rate, whose
movement is typically countercyclical. In the single case of RL, §
increased more than 4. Both 4 and § had negative signs for investment
in housing and net exports, and their signs differed for hours per man
in the private nonfarm sector, LH. However, the average changes per
month were exceedingly small in each of these cases.

During contractions, S tended to decline less than 4 for seven
variables and to increase less than 4 for the unemployment rate. The
net exports, personal income, price level, wage-rate, and-money-supply
series continued to rise, and the corresponding simulations had still
larger average increases. For GNP58, consumption, and employment
the A series show small declines and the § series show small rises.
Finally, both 4 and § fell by about equal average amounts in the case
of /H, while for RL the decline in § was somewhat larger than that in
A. )

When amplitudes for the fuil cycle (expansion minus contraction)
are compared for simulated and actual series, actual amplitudes exceed
simulated ones in all but four cases: net exports, long term interest
rates, and the two perversely behaving series, prices and money
supply. These measures confirm the fact that cyclical fluctuations in
the actual series tend to be underestimated by those in the simulations.

The strongest expression of the tendency for the S series to vary
over time less than the actuals is provided by the mean absolute per-
centage changes in the trend-cycle components (columns 7 and 8).
According to these measures, § had a smaller average amplitude than
A for each of the included variables.

The differences in average variability across the series are repro-
duced very well in the simulations. The ranks based on the expansion
measures in columns 1 and 2 show a correlation of .967; those based
on the contraction measures in columns 3 and 4 have a correlation of
991; and those based on the trend-cycle component measures in
columns 7 and 8 have a correlation of .991.

—

TABLE 3.11
Nonstochastic Simulations for the Sample Period, FRB-MIT-PENN Model:

Average Amplitudes of Cyclical and Trend Movements

(1956-1966)
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Mean Absolute
Per Cent Change

Average Change Per Month in Reference-Cycle Relatives® During:

Trend-Cycle

Component¢

Contractions Full Cycle

Expansions

Simu-

Simu-
lated

Simu-

Simu-
lated

Variable

lated Actual

Actual

Actual

lated

Actual

Symbol?

Line

®

)]

©)

(%)

4)

3

2)

(1

S1 1.36 1.55
1.02

38
.47

.14
—-.07

.62

52
.40
.40

—.07

GNP
GNP58

OF MODEL SIMULATIONS

e}

.73

—.26
—.06
-39
—1.12

.47

1.01
2.47
2.23

.97
1.94
2.07

.48
.39
1.86
1.24
—.20

37

.03
—.40
-.50
-31

.42
—-.00

.33
1.10

I1H
ISE

.74
.36

-.07

.60
.10

—.05

1.47

91

41
—-33

—.88

1

NE

<
he!

.56
1.34

13
.08

.28
.25

1.42

.49
—.02

.25
—.12

.57
.14
.18
—.25

.50
a1
13
—.07

YP

=AY
<

42

.16
—15

.23
.01

)
A

.37
3.65

.33

12
.09

LE
UN

10

4.71

.30

.05

.02

.
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3.3.5 Table 3.11
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gard to sign, in the trend-cyclical component —a smooth,

¢ Average quarter-to-quarter percentage change, without re

flexible moving average of the seasonally adjusted series.
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3.3.5 Table 3.12 represents an attempt to identify the timing
characteristics of twelve S series produced by the FMP Model, and to
compare them with the record of the corresponding A series.

The simulated series in current dollars for GNP and YP show no
declines corresponding to those in actual G NP during the 1957-58 and
1960-61 recessions. For the price level and the wage rate, neither 4
nor § shows any cyclical contractions during the period covered. Hence
these variables are omitted from the timing comparisons of Table 3.12.
Also excluded is net exports, for which the series show pronounced
and well correlated fluctuations but poor conformity to business cycles.

Because of the shortness of the sample period and scarcity of
observations at turning points, it has been particularly difficult to infer
the timing properties of the S series for this model. For six of the twelve
variables included in Table 3.12-C, ISE, LE, UN, LH,and OUME —
our verdict in column 7 had to be ‘‘not identified.”” However, this is due
primarily to the relatively weak conformity of these simulated series,
which is shown by the frequency with which they skipped the business-
cycle turns (column 1). It does not necessarily follow that the timing of
S was very different from that of 4 for the variables concerned; in fact,
where comparisons can be made, similarities definitely prevail. Thus,
of the 38 comparisons (there were 38 turns in § and 50 in 4 for the data
covered in Table 3.12, including the “‘extra” turns), 21 indicate com-
plete agreement; i.e., coincident timing of matched turning points for
the paired series, 10 consist of leads or lags of one quarter, and only
7 involve larger timing discrepancies. Also, the average leads or lags
of A and S at the reference turns are not greatly different, being not
more than 1.5 quarters apart in any case, and less than one quarter
apart for all but three variables.

3.3.6 This section summarizes what can be learned from the
reference-cycle patterns for the FMP sample-period simulations.
Chart 3.6 presents a selection of such diagrams for the two peak-
trough-peak cycles covered (1957-58-60 and 1960-61-66) and the
corresponding average patterns; as before, each graph matches the

pattern for S against that for A.

On the whole, the patterns for the S series resemble those for the
A series rather well, but the differences between them tend, again, to be
systematic, in that the § patterns are ‘“flatter’; i.e., have the smaller
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CHART 3.6

Nonstochastic Simulations for the Sample Period, FRB-MIT-PENN
Model: Reference-Cycle Patterns for Simulated and Actual Series,

Selected Variables
(1957-1964)

Gross National Product in Plant and Equi
130 — T —7 120 —T T T
i i 4
120~ | 1o —
110, ' 100l BAEI I z
- g -
: ,_/ t T S -
100 g 907/ \ -
ez
oL ! 80 ! P s
90, n T S 'y " s s n
¥ P T 3 T
) i
120 Grc‘:ss Nana‘nal l:r?dnfct. 1958 l:)ollarsI 30— . \;ln ||lec‘1 Oxrd‘ers .
§
t | /
11o}- | - o | I
ccr !
100 — = 10 \ s
b~ 7/' .
! 1 A
-4 -
Yo} am . . L A o 100 =
T 3 T M T‘ ~<l---
90 | ~
Investment in Housing |
120 —r T 80l N L
| P T
10
Rate
100
20 -
o :,“_‘_:A—/
130 .
T
120
Unemployment Rate
10 T
1 Q.‘\ .
90 ~
80 -
.

-

o]

NoTE: Scale in reference-cycle relatives or (for unemployment rate and
short-term interest rate) in absolute deviations from cycle base. P and T stand

for peaks and troughs, respectively.

. BUSIN’

amplitudes. For seri
of 1957-58 and [9i
(as for GNP5S8). ori
YP). Yet these disg
contraction contras
strongly in the corj
ment, LE, present g
between § and A4
retardation of grow
broadly reflected in
for total hours per j
ence-cycle relativeg
as for A. ‘
Some impressiy
§ and A4 can be obsi'
subject to large flui
be said about the dinf
ularly with referend
(Interestingly, the tl
satisfactory.) For g
also bear good famﬁ
during which 4 roy
agreement between
change and the tim
the 1957-60 cycle
cycle relatives for 4
close agreement is ,
much less conformi
and the unfilled or
interestingly, it is &
expansion phase. I
between the simula
and OUME). The
porate profits is rat |
tions of the relativef
recorded values are;
agreement exists b
and the long-term i§

;
L



l
R
1

FRB-MIT-PENN
hd Actual Series,

i

nt in Plant and Equipment
h T

(it

it-Term Interest Rate
T

T

|

t

|
L
[

‘ig\hw T

—

ftemployment Rate

.~

i

-

—_

P

)

T

employment rate and
le base. P and T stand

1
i

1
I

BUSINESS CYCLE ANALYSIS OF MODEL SIMULATIONS * 419

amplitudes. For series that declined very mildly during the contractions
of 1957-58 and 1960-61. the S patterns show still smaller declines
(as for GNP58), or virtually no change (C), or very small rises (GNP,
YP). Yet these discrepancies are generally small, and the expansion-
contraction contrasts brought out in the A patterns reappear nearly as
strongly in the corresponding S patterns. The diagrams for employ-
ment, LE, present a similar picture, except for poorer correspondence
between S and A4 in the 1957-60 cycle. Prices and wages show less
retardation of growth during the two recessions covered, and this is
broadly reflected in the § patterns for these variables, too. The patterns
for total hours per man, LA, show very little change in terms of refer-
ence-cycle relatives during any of the episodes covered, for § as well
as for 4.

Some impressive similarities between the cyclical movements of
S and A4 can be observed in the patterns for several variables that are
subject to large fluctuations with diverse timing. This can certainly
be said about the difficult to estimate investment in housing /H, partic-
ularly with reference to the expansion periods 1958-60 and 196 1-66.
(Interestingly, the fit in the early 1937-58 phase is appreciably less
satisfactory.) For plant and equipment /SE, the patterns of 4 and §
also bear good family resemblance, except for the 1958-60 expansion,
during which 4 rose but § fell. Even for inventory investment, the
agreement between the patterns is good as regards the direction of
change and the timing of the turning points, although the diagram for
the 1957-60 cycle shows large discrepancies between the reference-
cycle relatives for 4 and S in all except the trough stage. A remarkably
close agreement is disclosed by the patterns for net exports. There is
much less conformity among the patterns for the unemployment rate
and the unfilled orders for machinery and equipment industries, but,
interestingly, it is again the early-1957-60 cycle (and particularly its
expansion phase, 1958-60) that accounts for the largest divergencies
between the simulated and the actual patterns in these variables (UN
and OUME). The general shape of the cyclical movements in cor-
porate profits is rather well reproduced in the § patterns, but the devia-
tions of the relatives for simulated CPR from their counterparts for the
recorded values are large during the 1957-60 cycle. Finally, very good
agreement exists between the S and A patterns for both the short-term
and the long-term interest rate.
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3.4 SUMMARY INTERPRETATIONS AND COMPARISONS

3.4.1 The cyclical aspects of the nonstochastic sample-period
simulations reviewed in this part of our study can be summarized
briefly by concentrating on the behavior of the simulations for real
GNP during each of the general business recessions covered. (See
Charts 3.1, 3.3, and 3.5.) These comparisons indicate that each model
reflects cyclical behavior substantially better in the early part of its
simulation period than in the later part. Each of the models shows the
economy (measured by real GNP) as declining during the first reces-
sion period covered (1948-49 for Wharton, 1953-54 for OBE, and
1957-58 for FMP), or at least during part of this period. The three
models also have G NP58 contracting, or at least flattening out, during
the contractions in 1953-54, 1957-58, and 1960-61, respectively. The
Wharton Model does not produce a fall in G NP58 during the recession
of 1957-58, and neither the Wharton nor the OBE Model produces one
in the 1960-61 recession. Although the FMP Model does produce
such declines in these two periods, it would be wrong to conclude that
it is better, inasmuch as the initial conditions for this model. being as of
1956-1 are much closer to these episodes than are the initial condi-
tions for Wharton and OBE. Had the FMP Model been started in
1948 or 1953, its results for the 1957-58 and 1960-61 declines might
have been similar to those obtained for the other models. Or, to put it
the other way around, if the initial conditions were selected as of a late
date (say 1956) for Wharton and OBE, then it is likely that these
models would perform better in the last two recessions, perhaps in a
way similar to the FMP predictions.'®

The important conclusion is that there appears to be a progressivve
dampening of the fluctuations the further away a model’s simulation
proceeds from its initial-conditions period. This type of movement
would be characteristic of a hypothetical economy representing a stable
macro-dynamic system insulated from external disturbances. The
diminishing oscillations in such a model originate in the divergencies

9 According to A. L. Nagar, “*Stochastic Simulation of the Brookings Econometric
Model™ {10, Chapter 12; see in particular, pp. 443-44]. ““Better predictions of 1957-58
and 1960-61 would have been observed [in the Brookings simulations] if initial condi-
tions closer to those dates had been selected.” As evidence on this point, Nagar cites
results obtained in [10, Chapter 11] and [17].
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from equilibrium that are likely to exist in any initial state of the sys-
tem; they tend to disappear as the system approaches its equilibrium
rate of growth.

The hypothesis is then naturally completed by the notion that
external disturbances, or “erratic shocks,” do, in fact, impinge upon
the economy continually. The response of the system to these irregular
but persistent shocks is such that the damped fluctuations are converted
into a maintained movement of the type historically observed as the
recurrent business cycles. Following an important paper by Ragnar
Frisch [16], this hypothesis gained a strong foothold in business-cycle
theory, and became particularly influential in regard to aggregate
econometric model-building.?

It is possible for a simple macroeconomic model to produce a
heavily damped time-path of aggregate real income (output) when
solved deterministically (i.e., without random disturbances), but to
produce a maintained quasi-cyclical movement when solved stochas-
tically (i.e., with addition of random disturbances).?' It might appear,
therefore, that the failure of nonstochastic sample-period simulations
to re-create the continuous cyclical developments that did occur at the
time need not, under the above hypothesis, constitute any adverse
evidence about the structure of the underlying model. Instead, such
results could be due to the suppression of the disturbance terms.

However, it must be noted that the simulations here reviewed use
ex post values of exogenous variables and incorporate the effects of
any changes in these variables. The latter include a large subset of
“autonomous’’ shocks, such as changes in government defense and
nondefense expenditures on goods and services, transfer payments,
tax rates, monetary base, reserve requirements, population, exports,
and so on.??2 This class of disturbances covers the major impact of
monetary and fiscal policy changes, and is presumably very important,

% Frisch, writing in 1933, credits a 1907 Swedish address by Knut Wicksell with the
first formulation of this hypothesis. Another important antecedent here is the 1927 paper
by Slutsky [28].

2 For hypothetical examples, see the 1940 paper by Haavelmo [19] and the 1952
article by G. H. Fisher [15]. The 1959 study by Irma and Frank L. Adelman [2] provides
an empirical illustration.

22 The models differ with respect to the identity and contents of exogenous variables,

as noted in Section 1.3, but it seems safe to view the autonomous shocks as generally -

important.
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particularly since these (partly nonstochastic) shocks may often cause
relatively prolonged repercussions within the economic system. What
the sample-period simulations suppress, then, is not these exogenous
factors but rather the stochastic components of the endogenous vari-
ables. The nondefinitional structural relationships among these vari-
ables involve disturbance terms that reflect the impact of a variety of
“‘unique” events, as well as errors of sampling, aggregation, and other
aspects of measurement and specification.?

We cannot be certain that it is the disregarding of these sources of
irregularity that is predominantly responsible for the errors (deviations
from A) of the nonstoci.astic sample-period simulations. It can hardly
be doubted that there are mis-specification errors in the models, which
could be just as important. The autocorrelations of the disturbance
terms in some of the original structural equations are high enough to be
disturbing. The failure of the simulations to track major cyclical
movements can often be traced to certain specific relations that seem
weak; e.g., those for inventory investment or the price levels. Under
an alternative hypothesis that business cycles are generated endoge-
nously by a deterministic economic system, the absence of confluent
specific cycles in the S series would have to be judged as indicative of
serious specification errors in the given model. (Hypotheses in this
class may well be, to a large extent, implausible or unsubstantiated,
but to dismiss all of them a priori would be illegitimate, just begging
the issue.)

The point of the argument is simply that the evidence of the non-
stochastic sample-period simulations alone is inadequate as a basis
for discriminating between the different hypotheses. If the performance
of these simulations is deemed unsatisfactory, the next logical step is to
construct and examine stochastic simulations —which could prove
considerably more realistic, thereby lending support to the random-
shock hypothesis. On the other hand, it is possible to give more em-
phasis to the similarities between the nonstochastic S series and the
actuals; that is, to the capacity of the model to reproduce the economy’s
short-term movements even when the random error terms in the

# It is the existence of the random error terms in the behavioral equations of the KG

Model that explains the introduction of shocks of Type II by the Adelmans. See [2,
Section 8].
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determination of the endogenous variables are omitted. But then one
must remember that these similarities are rather short-lived and must
ask next whether nonstochastic simulations beyond the sample period
reflect the expected type of fluctuations in any substantial measure.
And, since no one can seriously deny that models of the economy must
be treated as stochastic because of the importance of random elements
of behavior, gaps in knowledge, and inevitability of aggregation, it
would still be necessary to study stochastic simulations in an effort to
learn what difference the disturbances make or how much they matter.

Another pertinent consideration is that we are dealing here with

long-run simulations, whereas the models on which these calculations
are based were designed to serve primarily as short-term predictive
and analytical devices. Simulations of this kind, therefore, may impose
““a severe strain on the underlying assumptions and rationale used to
justify the model structure,” according to another paper prepared for
this Conference.?* Errors in lagged dependent variables may well cu-
mulate, causing increasing errors at later points of time in the sample
period. This argument, of course, relates to stochastic as well as to non-
stochastic simulations; but, in the latter, the disregard of disturbance
terms is an additional source of errors, which are subject to interaction
and cumulation over time through the effects of the lagged variables.
This factor must be recognized as a potentially severe handicap for the
nonstochastic simulations, which is likely to counteract the favorable
factors that tend to cause overstatement of the closeness of fit for sim-
ulations which cover, or largely overlap, the sample period. (Such sim-
ulations, of course, benefit from the fact that the coefficients of the
model have been estimated from data for the same period, as well as
from being based on ex post values of the exogenous variables.)

3.4.2 How do the models compare with one another in terms of
the relative accuracy of their simulations? For reasons already noted
(Section 1.3 above), this question cannot be answered with confidence
on the basis of the available materials. Table 3.13 collects some meas-
ures of the kind that would be helpful in this context, but it is not con-
clusive because of the differences in coverage among the models.

The table lists first the mean absolute errors of relative change, in

24 See [18, p. 67]; also [14, p. 147]).
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TABLE 3.13

Nonstochastic Sample-Period Simulations for Three Models: Average
Errors of Relative Change and Their Ratios to Average Values
of Actual Relative Change

Simulations for the Variables"

Model and Period GNP GNP58 P ISE UN
(nH 2) (3) 4) (5)

Mean Absolute Error of Relative Change (MAERC), in percentage points®

| Wharton, 1948-111-1968-1 1.17 112 0.27 3.12 17.80
2 OBE, 1953-11-1966-1V 0.70 0.64 0.24 1.90 6.00
3 FMP, 1956-1-1966-1V 0.61 0.65 0.22 1.79 6.26
o . : (MAERC\*
Ratio of MAERC 10 Mean Absolute Relative Change in Actuals (MAARC)
4 Wharton. 1948-111-1968-1 0.681 0.852 0.453 1.036 2,502
S OBE. 1953-11-1966-1V 0.459 0.518 0.488 0.812 0.890
6 FMP, 1956-1-1966-1V 0.377 0.524 0.429 0.746 1.155

2 For meaning of symbols, see text or Table 1.1.
" Source: Tables 3.1, 3.5, and 3.9 (see column 5 in each table).
¢ Source: Tables 3.1, 3.5, and 3.9 (see column 8 in each rable).

percentage points, for five selected variables: G NP in current and con-
stant dollars, the price level, business expenditures on plant and equip-
ment, and the unemployment rate (GNP, GNP58, P, ISE, UN). Ac-
cording to these figures, the errors of the Wharton simulations are on
the average considerably larger than those of either the OBE or the
FMP simulations, except for P, where the differences are small (com-
pare lines 1, 2, and 3). The MAERC measures for the OBE Model are
not very different from those for the FMP Model. However, the Whar-
ton simulations cover a much longer period than the others, including
the unsettled and difficult to fit developments of the late 1940’s and the
Korean War, which could account for the larger deviations between S
and A for this model.

Dividing MAERC by the mean absolute values of actual relative
change (MAARC) is a standardizing procedure which probably tends
to correct for the differences in the sample periods but does not guar-
antee an unbiased comparison. The ratios MAERC/MAARC (lines 4
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to 6) show smaller differences between the models than do the MAERC
figures, but the models would be ranked very similarly according to the
two measures. The FMP simulations show the smallest ratios, except
for GNP58 and UN, where the ratios for the OBE Model are lower.
The differences between the simulations for OBE and FMP are still
small according to the MAERC/MAARC figures; and for the price-
level simulations, the differences remain small among all three models.

3.4.3 Finally, it is also instructive to compare the models with
respect to their ability to simulate the diverse timing characteristics of
selected endogenous variables. Table 3.14 assembles the relevant evi-
dence, which indicates that the simulations do discriminate broadly
between the groups of series that are typically leading or lagging at
business-cycle turns, but that they do not carry this differentiation
nearly as far as the actual timing distributions do. For example, among
the five leading variables in the Wharton Model, leads outnumber lags
by 23 to 2, according to the actuals; and by 13 to 6, according to the

“simulations (in percentage terms, 62 to 5 and 56 to 26, respectively).

See Table 3.14, lines 1 and 2. Similarly, among the three lagging var-
iables, actual lags outnumber leads 13 to 2; whereas in the simulations,
there are 10 lags and 7 leads (the corresponding proportions here being
50 to 8 per cent for the actual, and 46 to 32 per cent for the simulated,
scores). See lines 5 and 6. The worst results are obtained for the six
roughly coincident indicators, where exact coincidences make up S|
per cent of the timing observations for the actual series, but only 9 per
cent of those for the simulated series. (The leads and lags are nearly
balanced for the latter, as shown in lines 3 and 4.)

The results for the other two models point to the same general con-
clusion. The OBE Model differentiates between the leaders and lag-
gers better than does the Wharton Model but still not as well as the
historical series (lines 9 and 10, 13 and 14). For the coinciders, the
performance of the OBE Model is poor in that coincidences constitute
a small minority of the timing comparisons for the simulated series,
while the proportions of leads and lags are both large (lines 11 and 12).
As for the FMP Model, it gives good results for the leaders, while
overstating somewhat the proportion of lags among the laggers (lines
17 and 18, 21 and 22). But the FMP simulations, too, are disappoint-
ing on the group of roughly coincident series, where they show lags to
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be more frequent than coincidences, and leads to be as frequent (lines
19 and 20). _

For each model and in each timing category, the simulated series
offer fewer observations than do the actual series, as can be seen by
comparing columns 2 and 6 in Table 3.14. This reflects our finding that
the S series “skipped’ business-cycle turns more frequently than did
the A series, particularly for the roughly coincident indicators.?

When all the variables included in the comparisons for a given
model are combined, without regard to their historical timing, the re-
sulting summary distributions show that the proportion of coincidences
was heavily underestimated in the simulations; the proportion of leads
somewhat overestimated; and that of lags, strongly overestimated. This
is observed for each of the three models (lines 7 and 8, 15 and 16, and
23 and 24). .

These findings suggest that the models are wanting in ability to
identify the leaders and laggers, and to separate them from the coin-
ciders. It is true that the procedure favors the actuals somewhat, in that
they were used in classifying the variables according to timing, but the
importance of this factor should not be exaggerated. The classification
was, in fact, based to a large extent on historical information other than
that contained in the sample-period actuals (e.g., GNP, C, or YP would
always be treated as coinciders, although leads were more, or at least
not less, frequent than coincidences in some of the periods covered).

Neither does it appear that the results are attributable to the ex-
clusion of the stochastic elements from the simulated series. Suppose
that the true timing of a variable is coincident but that this is obscured
by erratic movements which cause some turning points to be misdated
in the direction of extremes—leads or lags. Given small-sample data
—evidence limited to short time-series — misclassification could result.
Had this happened often enough, however, we should have found the
proportion of coincidences to be greater in the nonstochastic simula-
tions than in the actuals; yet, in point of fact, the opposite is found to
apply. Actually, the distinctions between the leaders and laggers are in

2 It should be noted that Table 3.14 covers only the series listed in the underlying
Tables 3.4, 3.8, and 3.12. These tables omitted a few variables for which too few —or
no—timing observations could be made for either S alone or for both S and 4. GNP and
YP (both coincident) were excluded from the comparisons for the FMP Model because
of the lack of turning points in the S series.
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large part based on sound a priori or theoretical considerations, and on
substantial empirical evidence of business-cycle history —such as re-
current, and presumably typical, timing sequences. To this extent, then,
the timing classifications represent systematic differences not random
phenomena.

The greater frequency of laggers among the § series could be due
to some induced smoothing effects; in particular, the use of distributed
lag equations. In future work, it may prove interesting to check out this
possibility.28

4 HUNDRED-QUARTER EX ANTE STOCHASTIC
SIMULATIONS

THIS part of our report presents an analysis of replicated simulations
in which random shocks are applied on a continued basis to estimated
equations of selected systems. Such simulations were received for two
models only, Wharton and OBE. As proposed in the plans for this Con-
ference, each of these simulations covers twenty-five years beyond the
model’s sample period. For the Wharton Model, fifty simulations use
serially uncorrelated random shocks, and fifty use serially correlated
shocks. For the OBE Model, there are twenty-five runs with non-
autocorrelated shocks and twenty-five runs with autocorrelated shocks.

The random shocks used in the stochastic simulations for both
models were generated according to a procedure developed by Michael
McCarthy.?” The method is such that the expected value of the var-

* Note that ordinary smoothing of a time-series by means of moving averages can shift
the timing of the turns in the series in either direction. and in random or systematic ways:
the outcome depends on the statistical structure of the series and the smoothing formula
applied. (See A. F. Burns and W. C. Mitchell, Measuring Business Cycles, pp. 316-326.)
Lags will often be produced at terminal turns of brief but large cyclical movements, es-
pecially at troughs, while leads of smoothed data may be more frequent at peaks. How-
ever, it is important to recognize that smoothing does not eliminate the irregular com-
ponent movements of a series; it merely redistributes them over time in successive values
of that series. In contrast, stochastic elements are presumably excluded from the S series
here considered.

*"See M. D. McCarthy, “Some Notes on the Generation of Pseudo Structural Errors
for Use in Stochastic Simulation Studies’ [14, Appendix].
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lance-covariance matrix of the shocks over the simulation period is
equal to the variance-covariance matrix of the observed residuals over
the sample period. In those runs where the shocks are serially corre-
lated, such lag correlations are also, for a sufficiently large number of
observations, equal to the corresponding sample values obtained for
the residual matrix.

It will be noted that these procedures differ in several respects
from the approach adopted in the Adelmans’ study, where the sim-
ulations are annual, unreplicated (from a single run), and based only
on serially uncorrelated shocks, on the assumption of zero covariance
of errors. On the whole, the innovations enrich the potential of the sim-
ulations and their analysis. But doubt has been expressed about an-
other deviation from the Adelmans’ method [18, p. 77]. They used the
ratio of the standard deviation of the residuals to the average value of
the normalized dependent variable in the sample period as the basis
for scaling their shocks in the simulation period, whereas, here, the
basis is the standard deviation of the sample-period residuals itself.
The latter standard could result in unduly smalt shocks if the variances
of the true normalized equation errors were heteroscedastic —increas-
ing over time with the levels of the simulated series.

For each model, the initial topic of discussion will be the major
properties of the nonstochastic simulations beyond the sample period;
that is, of the “‘control solution.” This is necessary in order to introduce
the main body of our analysis, which is concerned with the stochastic
simulations. We shall present measures relating to the frequency, du-
ration, and relative size of (a) rises and declines and (&) cyclical ex-
pansions and contractions in the stochastically simulated series. The
difference between the two sets is that in (a) any upward movement,
however short or small, is treated as a rise, with downward movements
of any magnitude being treated as a decline, while in (b) movements
must be sufficiently long and pronounced to qualify as ‘“specific cycle”
expansions or contractions, under the rules of NBER cyclical anal-
ysis. Thus in (a) any directional change in a series separates a rise from
a decline, which permits an entirely objective identification of these
movements; whereas in (b), the selection of the turning points between
expansions and contractions is in principle a matter for trained judg-
ment, although computer procedures for a mechanical approximation

!
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to this task have recently been designed and tested with generally good
results [4].

The distributions of both the (a) and (b) measures should be com-
pared with those of their counterparts for the sample-period actuals.
But in some of the simulated series, there are very few declines and no
cyclical contractions. This leads us to apply the measures not only to
the shocked series proper, but also to the relative deviations of these
series from the corresponding control series. The analysis is carried
out for simulations with serially uncorrelated shocks, as well as for
those with serially correlated shocks, so that the two sets can be com-
pared at each point with respect to their relative performance.

Finally, the relative timing of the simulated series is analyzed with
the aid of the cyclical turning points, as determined in (b), to see
whether the typical sequence of leading, coinciding, and lagging in-
dicators tends to be reproduced in these measures. This phase of the
analysis is also applied to both types of simulation and, as required by
the nature of the data, to either the levels or the deviations from trend
or both.

[t would have been excessively costly to execute this full program
for all the simulation runs of each model, but it would also be undesir-
able to discard much of the potentially useful information. As a com-
promise, therefore, all runs were used in the analysis of the periodici-
ties in the GNP and GNP58 series; but elsewhere, measures were
compiled and interpreted for random samples of a few simulation runs
of a given type.

4.1 THE WHARTON MODEL

4.1.1 These simulations start in 1968-111, which is already be-
yond the space of sample experience, and run for one-hundred quarters
into the future, to end in 1993-11. Initial values of predetermined varia-
bles were set at levels assumed to be realistic, and the further course of
the exogenous factors during the entire simulation period was deter-
mined so as to keep the unemployment rate within the narrow range of
3.7 to 4.7 per cent, and the short-term and long-term interest rates
within the narrow ranges of 4.4 to 4.6 per cent, and 5.3 to 5.9 per cent,




432 + ECONOMETRIC MODELS OF CYCLICAL BEHAVIOR

respectively, beginning in 1971. In other words, the exogenous varia-
bles are assumed to take on values that would keep the model economy
moving along a steady long-run growth path, at least as far as the over-
all aggregates of national income and output are concerned. The
exogenous variables reflect primarily U.S. fiscal and monetary policies.

In the first few years of the simulation period, some of the gen-
erated series show substantial disturbances, due mainly to the reper-
cussions of the anticipated settlement of the war in Vietnam. In 1970
and the first half of 1971, reductions of military personnel by 350,000
men and of spending by $11.1 billion in 1958 prices are assumed —to
follow a cease-fire.?® The tax surcharge is discontinued and civilian ex-
penditures are gradually increased, so that total government spending
in current prices does not decline (though in real terms it does decline
slightly for two quarters). The discount rate is reduced by 1/2 of 1 per-
centage point and net free reserves are maintained at $200 million.

The main consequence of the postulated changes is that the unem-
ployment rate increases sharply from 4.3 to 5.5 per cent in 1969 and
early 1970, only to fall again to nearly 4.1 per cent in mid-1972. The
short-term interest rate declines from 5.8 to 4.6 per cent; and the long-
term rate, from 6.5 to 5.7 per cent. Corporate profits wobble briefly in
1968-70, as do unfilled orders for durable manufactures and investment
expenditures on plant and equipment; also, investment in housing
pauses somewhat later, in 1971-73. But no general recession develops
as personal income, consumption, and GNP in both current and con-
stant dollars all rise steadily throughout the simulation period.

In fact, apart from the mild effects of the initial shock and transi-
tion, none of the nonstochastic simulation series that represent the
“control solution™ of the model display any significant fluctuations.
There are some minor oscillations in variables such as profits and net
exports, which are in the nature of residuals; and in the average work-
week, unemployment, and interest rates. (These last-named series —
simulated AWW, UN, RS, and RL —differ from all others in showing
downward rather than upward drifts.) But the dominant feature of any
and all of these series is simply persistent trends representing the sim-
ulated long-term growth of the economy. G NP grows from about $850

2 See the section on “Long Run Simulations™ in [14] for more detail on the assump-
tions discussed at this point and in the rest of the paragraph.
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billion to $3,160 billion, or approximately 3.7 times; GNPS58, from
$700 billion to $1,660 billion, or nearly 2.4 times. These figures sug-
gest that the projected rates of growth are, on the average, about 5.5
per cent per annum for G NP and 3.5 per cent per annum for GNP58.

It is important to recall that for the 1948-68 period, the nonsto-
chastic simulations of the Wharton Model did show a considerable de-
gree of cyclical response in several variables, including the most com-
prehensive aggregates, such as GNP, which had, at least, substantial
retardations at the time of recessions in general economic activity.
This is in marked contrast to the long post-sample-period nonstochastic
simulations now considered, which are virtually cycle free, particu-
larly for the over-all aggregates of national output, employment, and
so on. Now, the main difference between the two sets of simulations
lies in the treatment of the exogenous variables. In the 1948-68 cal-
culations, these variables take on their “‘true’ (i.e., ex post) recorded
values, which include some large and long filuctuations. In the 1968-93
control solution, exogenous variables are constrained to assume pure
trend values consistent with a long-run growth path in real GNP that
keeps the unemployment rate at close to four per cent. It is, therefore,
tempting to speculate that stronger cyclical elements might have been
obtained had the exogenous variables been subjected to shocks or
somehow made to fluctuate. It should be very interesting to test this
hypothesis by means of experiments with shocked or auto-regressively
fluctuating exogenous variables.?® To be sure, there are other feasible
explanations of the obtained results. It is possible, for example, that
specification errors in the model account largely for the differences
between the sample-period, and the post-sample-period, nonstochastic
simulations.

In any event, since the latter simulations are based on very ten-
tative projections of exogenous variables, they should be regarded
merely as a ““base-line solution,” to be used for subsequent experiments
with stochastic shocks, not as preferred long-period model predictions.
This is stressed by the authors of both the Wharton Model and the
OBE Model [14, p. 150],[18, p. 68]. But it is also necessary to empha-

2 That is, we advocate (here. as well as for the simulations of other models) the ad-

dition of “'shocks of Type 1" to the “‘shocks of Type [1.” to use the Adelmans’ termi-
nology [2].
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size two other facts: (1) it appears to be quite difficult, for either model,
to produce reasonable behavior over long stretches of time in the
chosen time-series included in the control solution; (2) at least, in
the solutions here adopted, what seemed to be a satisfactory over-all
course for the most comprehensive indicators of economic activity,
such as GNP, was “purchased” at the expense of rather implausible
behavior patterns for some other variables, notably unemployment and
the interest rates. (This second point, too, applies to both the Wharton
Model and the OBE Model. See Section 4.2.1 below.)

4.1.2 Chart 4.1 shows two randomly selected pairs of stochastic
simulations for GNP and GNP58: one drawn from the fifty runs with
non-autocorrelated shocks, and the other from the fifty runs with auto-
correlated shocks. These curves are clearly dominated by growth
trends. Inspection of similar charts for all runs discloses no important
differences among the individual simulations in this respect.

The trends in the simulated series simply reflect the assumptions
about the smooth growth in the exogenous variables that underlie the
nonstochastic control solution of the model. They represent the com-
mon component of the series, whereas the effects of the random shocks
show up in the oscillations of the series around the trends. As illus-
trated in Chart 4. 1, there is considerable variation in the rates of change
in the GNP and GNP58 simulations from quarter to quarter. In the
series with serially uncorrelated random shocks, growth is frequently
interrupted by declines. The declines are generally short and relatively
small, but they appear to be larger and more frequent in the constant-
dollar G NP series than in the current-dollar GNP series.

In the G NP simulations with autocorrelated shocks, there are few
declines and virtually none of more than one-quarter duration; many of
these series show no downward movements at all. Fluctuations are
again more frequent, and not quite so small, in the GNP58 series, but
here, too, the use of serially correlated shocks results in a reduction
of both the number and the size of the declines.

The impressions conveyed by the charts are confirmed and quan-
tified in Table 4.1, which summarizes several distributional measures.
In each of the fifty runs with serially uncorrelated random shocks (S,),
there are one-quarter declines in the GNP series; in eighteen of the
runs, one or two declines of two quarters each are also observed, but
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CHART 4.1

A Random Sample of Stochastic 100-Quarter Simulations for GNP
in Current and Constant Dollars, Wharton Model
(1968-111-1993-11)
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there are no longer contractions. Almost the reverse applies to the
rises, among which one- or two-quarter movements are relatively few,
movements of five or more quarters representing a majority. The mean
durations are approximately one and nine quarters for falls and rises,
respectively. However, there is no such contrast between the frequen-
cies of occurrence per run, which average 10.7 for rises and 9.9 for
declines (and range from 5 to 16 or 17 in either subset). Finally, the
average amplitude per quarter is 1.9 per cent for the upward move-
ments and 0.6 per cent for the downward ones (Table 4.1, lines 1 and 2).

In comparing such statistics for the simulations with figures on the
corresponding attributes of historical series, it seems appropriate to
stress the measures of frequency and duration, rather than those of am-
plitude. The random-shock hypothesis here considered asserts, in the
formulation by Frisch [16, p. 171], that “‘the majority of the economic
oscillations . . . seem to be explained most plausibly as free oscilla-
tions. . . . The most important feature of the free oscillations is that the
length of the cycles and the tendency towards dampening are deter-
mined by the intrinsic structure of the swinging system, while the in-
tensity (the amplitude) of the fluctuations is determined primarily by
the exterior impulse.” This suggests that the amplitudes of movements
in the stochastic S series would depend mainly on the simulator’s de-

cision as to the magnitude of the shocks applied; they may be quite dif-.

ferent from the amplitudes of the actuals, not because of any failure of
the model to reproduce the basic structure of the economy, but because
the impulses or shocks have not been properly scaled.

We have only one ‘‘run’ that history has performed to produce the
recorded ‘“‘actuals’; we can compare its outcome with the over-all
average from many experimental runs relating to the hypothetical fu-
ture, allowing for the dispersion of the components of that average (the
means of the individual runs). For example, the number of rises in GNP
during the sample period is confronted with the mean frequency per run
of rises in the simulated GNP series; i.e., of the corresponding aver-
ages for the individual runs. The declines are treated similarly. Ac-
cordingly, in Table 4.1, the entries for the S series in columns | and 2
are to be compared with those for 4 in column 1, and analogously for
the duration and amplitude measures (columns 3 and 4, 6 and 7, re-
spectively).
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In addition, Table 4.1 shows the standard deviations of the dura-
tions of rises and declines in the sample-period actuals. These figures
should be related to the mean standard deviations of the durations of
rises and declines in the S series (that is, to the averages of the corre-
sponding S.D. measures for the individual runs; see column §5).

During the period of nearly twenty years (1948-111-1968-1)
used for the Wharton Model calculations in Part 3 of this report, seven
declines occurred in the recorded quarterly G NP series. This does not
appear inconsistent with the mean frequency of declines per run of 9.9
in the twenty-five year S, simulations, with a standard deviation of 2.8
(Table 4.1, columns | and 2). However, the downward movements
lasted on the average 1.86 quarters in the sample-period data and only
1.05 quarters (with a very small S.D.) in the §, series for GNP (col-
umns 3 and 4). The “within run” dispersion of the durations of move-
ment in S, is smaller than the dispersion of the actual duration figures
(column 5). One-quarter declines account for over 95 per cent of all
declines in these simulations: in contrast, GNP in 1948-68 underwent
three contractions of two quarters each and one of four quarters, in ad-
dition to three one-quarter declines. As the simulated falls are shorter,
so the simulated rises are longer than the actual ones (9.0 vs. 8.1 quar-
ters; see column 3).

The mean percentage amplitudes of the declines are 0.71 for ac-
tuals and 0.55 for the S, series. For the rises, the corresponding am-
plitudes are virtually identical—1.85 and 1.88 per cent for 4 and S,
respectively (column 6).

To conclude, the simulations with serially uncorrelated random
shocks produce declines that are somewhat shorter and smaller than
the declines observed in the postwar GNP series. But the differences
are not really large. The declines are about as frequentin §, as in 4 (the
average length of rise-plus-decline is approximately the same in both
cases, 10 quarters). The amplitude differences could, perhaps, be re-
duced to negligible size by the use of somewhat stronger shocks.

On the other hand, there can be no doubt that the G NP simulations
with autocorrelated shocks (S.) differ drastically from the actual data
in that they show no recurrent fluctuations in levels. Half of these pro-
jections show no downturns at all, only continuous rises, so that the
S. series have very long expansions and just a few very short declines
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(Table 4.1, lines 3 and 4, columns 1-5). The upward movements, also,
are considerably larger, and the downward movements smaller, in S,
than in S, (columns 6 and 7). The use of autocorrelated shocks has a
powerful smoothing effect, eliminating many declines and reducing
others. The behavior patterns represented by the S, simulations seem
implausible in the light of historical experience.

Turning next to the simulations for GNP58, we observe that they
are subject to much more frequent directional changes than are the sim-
ulations for G NP: the numbers per run of both rises and falls are greater
here, and the expansions are much shorter and smaller. Differences of
the same kind also exist between the actuals for GNP and GNP58.
(All this can be seen by comparing the corresponding measures in
Table 4.1, lines 1-6 and 7-12.) However, in the simulated series these
differences are exaggerated. The simulations for GNP358 deviate from
the sample-period actuals in several respects.

First, the mean frequencies per run of rises and falls are too large
for the S, series (with non-autocorrelated shocks) and too small for the
S. series (with autocorrelated shocks), as compared with the numbers
for the recorded GNPS58 (columns | and 2). Second, the movements in
S. are shorter than those in A: the mean duration of rises and declines
are 3.6 and 1.1 for these simulations, 4.5 and 1.7 quarters for the ac-
tuals. In the S, runs, the declines are similarly short, but the expan-
sions are much longer, averaging 15 quarters (columns 3-5). Finally,
the relative amplitudes in §, exceed, and those in S, fall short of, their
counterparts in the real GNP series for the sample period. But the dif-
ferences are not large, except that the declines in the S, series are ap-
parently less than half the size of the declines in S, or A (columns 6
and 7).

Thus, the pattern of movement in GNP58 is not reproduced
closely in simulations of either type. The S, series are rather too erratic
and the S, series too smooth; i.e., the fluctuations are too frequent and
short in the former, and too infrequent and long — because of long rises
—in the latter. However, the simulations are not very far off the mark
on the average, according to some of the criteria applied. In general, the
S. series come out better in these comparisons than the S, series. It is
true (as noted in [14, p. 159]) that the average length of the rise-and-
decline sequence in the S, series — about 16 quarters —is approximately

|
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equal to the average length of business cycles in the United States (50
months in 1854-1958, or 52 months in 1945-58. for example: see [26,
p. 671]). But we are dealing here with rises and declines of any duration
rather than with the expansions and contractions of the NBER
chronology (where one-quarter declines, in particular, would generally
fail to qualify as cyclical contractions). In terms of the present meas-
ures, the average duration of movements is much shorter in the actuals
and better approximated by the S, than by the S, simulations (Table
4.1, lines 7-12, columns 3 and 4).

4.1.3 Stochastic simulations of the components of GNP in con-
stant dollars and other indicators, when based on the equations of the
Wharton Model with non-autocorrelated shocks (S,), tend to show fre-
quent directional changes, from rather short rises to still shorter de-
clines, and so on. Many of these series are highly erratic, with very
large up and down movements of short duration; others show relatively
smaller short oscillations superimposed upon longer waves; in still
others, trends are more important. There are large differences between
series for different variables. When autocorrelated shocks are used,
the resulting series (S.) are generally much smoother, though no less
differentiated. Chart 4.2 shows some randomly drawn examples of
these §, and S, simulations.

Table 4.2 lists the frequencies and average durations (AD) of
rises and declines for one set of the S, series and for two sets of the S,
series. There are no apparent reasons to suspect that the selection of
these particular runs tends to bias our results, but it may be desirable
to check up on this point with measures based on larger numbers of
different runs. The table also contains comparable data on the number
and AD of rises and declines in the recorded series for the same vari-
ables, using the sample period 1948-111-1968-1.

Given that the actual data cover less than twenty years and the

* simulated series, twenty-five years, Table 4.2 suggests that rises and

declines alternate much more frequently in §, than in A (columns | and
3). Consequently, both rises and declines are virtually all shorter in the
S, series than in the corresponding actuals (columns 2 and 4).%

The S, series have smaller frequencies of both rises and declines

30 The only exceptions are for rises in GNP, P, and declines in RL (lines 1, 17, and 32).
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CHART 4.2 (continued)
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CHART 4.2 (continued)
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CHART 4.2 (concluded)
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(fewer directional reversals) than the corresponding S, series (compare
columns 3, 5, and 7). There are only three exceptions to this among the
sixty-eight comparisons that can be made.?' Accordingly, movements
in either direction, but particularly rises, tend to be longer in the S, than
in the §, simulations. For rises, AD figures are larger for S, than for
Sc in only three of the thirty-four comparisons; for declines, they are
larger in seven instances.??

There are nineteen instances in which the average length of rises
is larger for the actuals than for the S, series, and fifteen instances in
which the reverse applies. For the most part, the upward movements in
S.. being longer than those in §,, approximate better the duration of
such movements in A. However, large deviations in either direction
are apparently not uncommon in these comparisons (see the R lines
for YP, P, LE, and W, for example). As for the AD of declines, the
S series still underestimate this dimension in most cases (26 out of 34),
according to the yardstick of the sample-period actuals, but the differ-
ences here are often small. (See the D lines, columns 2, 6, and 8.)

Table 4.3 compares the average percentage amplitudes (APA)
of quarterly rises and declines in the actuals and in the selected S, and
S, series. It shows a distinct tendency for the simulations with uncor-
related shocks to have larger APA than the sample-period realizations.
(There are only a few exceptions here, notably for GNP, ISE and the
interest-rate series; see columns 1 and 2.) In contrast, the relative
changes in the simulations with serially correlated shocks tend, just as
strongly, to be smaller than the APA for the actuals. (The only excep-
tions to this rule are found for GNP, UN, AW W, and the declines in P.
See columns 1 and 3 and 4.) %

To sum up, the evidence for the selected variables seems on the
whole more favorable to the S, than to the S, simulations, mainly be-
cause the latter are too erratic and have much smaller AD of rises than
those observed in the historical series. The corresponding figures for
S, often differ by large margins from those of 4, but apparently not in
any strongly systematic fashion. The changes in S, are too large, and
the changes in S, are too small, when compared with A. This criterion,

31 All exceptions occur in the long-term interest rate RL. See lines 27 and 28.

32 However, there are eight cases in which the AD of declines are equal for S, and §..
For rises. there are only two such cases.

33 Table 4.3 omits the variables // and NE. which can, and do, assume negative values.
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TABLE 4.3

Stochastic  100-Quarter Simulations. Wharton Model: Average Percentage
Amplitudes. Per Quarter. of Rises and Declines in Fifteen Variables, Comparison
of Three Simulation Runs and Actuals

Average Amplitude of Movement Per Quarter®

Actuals for Stochastic Simulations
the Sample (Three Runs)
Period Uncorrelated Serially Corre-
Variable Rise (R) or 1948-111- Shocks lated Shocks
Line Symbol* Decline (D) 1968-1 (Run 31) (Run 14) (Run 26)
(1 (2) (3) (4)
| GNP R 1.85 0.80 2.63 2.71
2 D 0.71 0.28 c ¢
3 GNP58 R 1.33 1.68 .80 1.10
4 D 0.68 1.18 28 0.28
5 C R 1.32 1.83 1.14 1.09
6 D 0.87 1.34 0.25 0.21
7 IH R 3.50 6.06 1.67 1.65
8 D 3.27 5.26 1.46 1.48
9 ISE R 2.83 2.51 1.28 1.13
10 D 2.74 2.02 0.66 0.60
11 YpP R 1.96 2.78 1.63 1.56
12 D 1.11 2.02 0.10 0.20
13 P R 0.55 0.84 0.35 0.58
14 D 0.39 0.60 0.53 ¢
15 LE R 0.59 : 1.35 0.45 0.48
16 D 0.36 0.77 0.08 0.19
17 UN R 6.25 78.19 12.22 14.35
18 D 497 32.18 11.15 12.11
19 CPR R 4.85 11.55 3.34 3.52
20 D 4.48 8.05 2.59 1.80
21 AWW R 0.31 0.99 0.59 0.63
22 D 0.33 1.33 0.58 0.56
23 UMD R 4.45 4.55 2.67 2.52
24 D 3.33 3.78 1.97 1.90
25 RS R 9.10 3.93 3.17 4.08
26 D 7.23 3.38 2.99 3.03
27 RL R 3.27 1.82 1.85 1.39
28 D 1.57 1.76 1.51 1.57
29 w R 1.31 1.82 1.12 1.05
30 D 0.64 2.17 0.41 0.38
2 For meaning of symbols, see Table 1.1. ¢ No declines.

> All figures are at quarterly rates.
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the APA comparisons, is given less weight in our judgment than the
criterion of the AD comparisons. If the projections for exogenous
variables were shocked, these additional disturbances could well in-
crease the APA figures for the simulations. This would then tend to
reduce the amplitude discrepancies between S, and A, but it would tend
to increase such discrepancies between §, and A.

4.1.4 Arguments have been made in favor of analyzing the long
ex ante simulations in the form of deviations from trend as represented
by ratios of the shocked series to the control series [18, pp. 78-80].
Examples of such ratio series for GNP and GNP58 are shown in
Chart 4.3. The series with non-autocorrelated shocks, like those in
Part A of the chart, are highly erratic; the sertes with autocorrelated
shocks, in Part B, are much smoother. Movements with the attributes
of “‘specific cycles’ of the NBER analysis can be identified in both
groups of the ratio series, though they are much more distinct in the
runs with autocorrelated disturbances. The turning points in these
movements were determined by the computer method of dating and
are identified on the chart. .

The series shown have been picked randomly from the fifty runs
in either category. Inspection of charts for all runs discloses numerous
and large differences of detail, but no systematic deviations from the
general characteristics noted in the previous paragraph. Any of the
ratio series is likely to show fluctuations that vary greatly in size and
duration, but these variations appear to be randomly distributed over
the simulation period, with no tendency either to decrease or increase.

Table 4.4 presents the summary measures of frequency, duration,
and relative amplitude of movements in these series, using all of the
experimental runs for GNP and GNPS58. This table, which has the
same format as Table 4.1, shows that the rises in the ratio series are on
the average very close to the declines —in terms of frequency and dura-
tion, as well as in relative size. This applies to the simulations with
non-autocorrelated and with autocorrelated shocks; to GNP and
GNP58; and to the averages and the standard deviations (compare,
column by column, the paired entries in lines 1 and 2, 3 and 4, and so
forth). This aspect of strong symmetry suggests that the control solu-
tion provides workable estimates of the trends in GNP and GNP58
for both the §, set and that of the §, stmulations.
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A Random Sample of Stochastic 100-Quarter Simulations for GNP

in Current and Constant Dollars, Ratios to Control Solutions,
Wharton Model
(1968-111-1993-11)
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Ratios of the quarterly GNP and GNP58 values to their expo-
nential trends in the sample period of the Wharton Model (1948-68)
were computed to provide measures for actuals that correspond to
those for the S-ratios. As would be expected, the results show the
declines in the recorded deviations from trend to be as frequent as—
but on the average, shorter and larger than —the rises (Table 4.4, lines
S and 6, and 11 and 12). Compared with the fluctuations in these refer-
ence series, the rises and falls in the S, ratios are much more frequent
and shorter, but of similar relative size (cf. lines 1 and 2, and 5 and 6;
also, lines 7 and 8, and 11 and 12). The S, ratio series still overestimate
the frequency — and underestimate the average duration — of movements
in the 4 series, but by much smaller margins; on the other hand, the
amplitudes of these ratios are much smaller than the corresponding
measures for S, and 4 (cf. lines 3 and 4, and 5 and 6; also, 9 and 10,
and 11 and 12).

4.1.5 Chart 4.4 illustrates the behavior of the simulated ratio
series for selected variables. The series that incorporate serially uncor-
related random shocks, S, are generally very erratic; those that incor-
porate autocorrelated shocks, S., are considerably less so. The large
irregular up-and-down variations in §, often obscure any longer move-
ments that may exist in these series. In S., the longer movements of
specific-cycle duration are more readily discernible.

As shown in Table 4.5, both rises and declines in the §, ratios are
short. varying from 1.1 to 2.1 quarters, but concentrated heavily in the
range of 1.3 to 1.7 quarters (column 2). In a stationary random series,
the expected value of the ‘“average duration of run”’ would be 1.5 unit
periods, for rises and falls alike.?* In the S, ratios, the rises are often
longer than the declines, but the differences between these AD statis-
tics are, in general, very small.

Upward and downward movements in the §. series are predomi-
nantly longer than their counterparts in the S, series. The AD figures
for S. exceed those for S, in over 80 per cent of cases (as seen by com-
paring the entries in column 2 with those in columns 3 and 4). Never-
theless, both rises and declines are still, for the most part, shorter in
the S, simulations than in the corresponding actuals. In fact, the op-

31 A run in this context denotes an uninterrupted movement in one direction (rise or
decline).
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CHART 4.4

A Random Sample of Stochastic 100-Quarter Simulations for Selected
Variables, Ratios to Control Solutions, Wharton Model
(1968-111-1993-11)
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Per cent

CHART 4.4 (continued)
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CHART 4.4 (continued)
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CHART 4.4 (concluded)
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and Declines in Rela

[PUUSE

Variable,

Rise (IL

Variable
Line  Symbol® Decling
1 GNP R
2 D
3 GNP38 R
4 D
S C R
6 D
7 IH R
8 D
9 ISE R
10 D
11 i Rl
12 D
13 NE R]
14 o
15 YP
H o
17 P R
18 g
19 LE !
20
21 UN
22
23 CPR
24
25 AWW
26
27 UMD
28
29 RS
30
31 RL
32
33 w
34 [

a For meaning of symb}




JOR

—140

—120

.Too

— 80

— 60
x

— 40

Per cent

4160

TABLE 4.5

Stochastic 100-Quarter Simulations, Wharton Model: Average Duration of Rises
and Declines in Relative Deviations from Trend in Quarters, Seventeen
Variables, Actuals and Three Simulation Runs

Actuals: Stochastic Simulations: Ratio
Ratio to to Control Solution
Exponential Uncor-

Trend related Serially Cor-
Variable Rise (R) or 1948-111- Shocks related Shocks

Line Symbol® Decline (D) 1968-1 (Run 31) (Run 14) (Run 26)
: ) 2) 3) 4)
1 GNP R 3.4 1.7 2.4 2.2
2 D 2.6 1.5 2.2 2.3
3 GNP358 R 3.8 1.7 2.3 2.1
4 D 2.7 1.5 2.4 2.0
S C R 2.2 1.7 1.5 1.5
6 D 1.9 1.3 1.5 1.7
7 IH R 3.2 1.7 2.2 2.1
8 D 3.0 1.6 1.8 2.1
9 ISE R 2.9 1.7 1.6 1.7
10 D 2.5 1.5 1.9 2.0
11 i R 3.5 1.5 2.2 2.3
12 D 3.2 1.4 1.7 2.1
13 NE R 2.5 1.7 2.1 2.2
14 D 4.8 1.5 1.4 1.9
15 YP R 3.2 1.6 2.5 1.7
16 D 2.4 1.4 2.0 1.8
17 P R 2.8 1.9 3.0 2.4
18 D 38 1.4 1.5 1.3
19 LE R 3.5 1.5 1.9 2.6
20 D 3.0 1.5 1.8 2.4
21 UN R 2.3 1.5 2.0 2.2
22 D 2.8 1.5 1.6 1.8
23 CPR R 2.5 1.3 1.8 1.5
24 D 2.2 1.3 1.9 1.6
25 AWW R 1.9 1.8 1.9 2.3
26 D 1.7 1.5 1.5 2.3
27 UMD R 5.2 1.8 2.2 3.0
28 D 3.1 1.5 2.3 3.6
29 RS R 3.1 1.6 1.8 1.7
30 D 3.2 1.6 1.9 2.1
31 RL R 2.4 1.8 1.7 2.0
32 D 3.6 2.1 2.0 1.8
33 w R 2.4 1.8 1.7 1.9
34 D 1.6 1.1 1.4 1.6

a For meaning of symbols, see Table 1.1.
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posite applies in only four instances in Table 4.5 (where sixty-eight '
comparisons can be made between columns 1, and 3 and 4). However, Stochastic  100-Quarter
the deviations between the AD measures for S, and the actuals are, in Amplitudes Per Quarter of]
about one-third of the comparisons, fairly small.? ! Fifteen lﬂj
The average percentage amplitudes (APA) of quarterly rises and \
declines are systematically larger for the S, than for the S, simulations, '
as would be expected; this is shown in Table 4.6, columns 2 to 4. There
is only one contrary case among all the comparisons here, and the
amplitude differences between the two sets of series are often large. Variable  Rise (
The relative size of movements in S, is sometimes considerably Line  Symbol? DeclinT
smaller than the relative size of movements in the sample-period
deviations from trend (A4), as illustrated by the figures for C, ISE, RS,
and RL; but frequently the opposite applies as well, e.g., in the cases of 71 GNP R
GNP58,[H,P,LE, UN, CPR, and AWW (compare columns 1 and 2). s GNPss 3‘
Elsewhere the differences between the APA figures for S, and A4 are 4 D
mostly small and of either sign (as for GNP, YP, UMD, and W). 5 C R
The average percentage changes in the S, series are, with few ex- 6 D
ceptions, smaller than those in A, mostly by relatively large margins 7 IH R]
(columns 1, and 3 and 4). The exceptions are concentrated in the 8 D
. . 9 ISE R
measures for AWW, P (declines only), and W (rises only). 10 0O
On the whole, the evidence for ratio-to-trend series conforms and 11 YP R
complements the evidence for the level series. The major conclusion to 12 0
be reached is that the stochastic simulations of the Wharton Model 13 P R
generally understate both the average durations and the average relative :; LE g
amplitudes of the sample-period actuals. There are considerable dif- 16 0
ferences among the results for the different variables, which for the 17 UN R
most part cannot be readily explained. On the other hand, the differ- 18 0
ences between the S, and the S, simulations are, for the most part, 19 CPR R
systematic as well as pronounced, and have clear technical reasons. 20 g
. . . 21 AWW R
4.1.6 We proceed with the analysis of specific-cycle movements 23 0
in the three sets of simulated series (Run 31 for §,, and Runs 14 and 26 23 UMD R
for S.; see Sections 4.1.3 and 4.1.5 above for charts of some of these 24
series in level and ratio form, with identification of their cyclical turning 25 RS
26
3 There are ten cases in which the differences between the corresponding entries in %; RL
columns 1 and 3 equal one-half of one quarter or less, and the same statement can be
made about the differences between columns 1 and 4. On the other hand. only four devia- 29 w
tions so small are found in comparing columns 1 and 2 (for §,). 30
a For meaning of symb
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TABLE 4.6

461

100-Quarter Simulations. Wharton Model: Average Percentuge

Amplitudes Per Quarter of Rises and Declines in Relative Deviations from Trend,
Fifteen Variables, Actuals and Three Simulation Runs

Actuals: Stochastic Simulations: Ratio
Ratio to to Control Solution
Exponential Uncor-
Trend related Serially Cor-
Variable Rise (R) or 1948-111- Shocks related Shocks
Line Symbol® Decline (D) 1968-1 (Run 31) (Run 14) (Run 26)
(nH (2) (3) (4)
1 GNP R 0.92 1.01 0.32 0.38
2 D 0.95 0.95 0.33 0.35
3 GNPS5S8 R 0.73 1.25 0.47 0.45
4 D 1.02 1.21 0.36 0.49
5 C R 4.57 1.16 0.46 0.85
6 D 2.95 1.42 0.47 0.81
7 IH R 3.31 5.66 1.32 1.50
8 D 2.96 5.38 1.44 1.55
9 ISE R 2.35 1.81 0.82 0.84
10 D 3.10 2.24 0.70 0.72
11 YP R 0.90 0.77 0.35 0.55
12 D 0.59 0.59 0.44 0.51
13 P R 0.34 0.45 0.20 0.23
14 D 0.28 0.48 0.45 0.40
15 LE R 0.54 1.08 0.22 0.23
16 D 0.40 0.98 0.23 0.26
17 UN R 6.25 76.57 11.72 14.69
18 D 4.66 32.07 11.49 11.42
19 CPR R 4.00 9.76 3.37 2.83
20 D 4.19 8.47 2.59 2.42
21 AWW R 0.32 1.03 0.54 0.63
22 D 0.34 1.21 0.57 0.58
23 UMD R 3.94 3.93 2.17 2.84
24 D 3.23 3.87 2.09 2.10
25 RS R 7.80 3.66 2.96 3.90
26 D 5.39 3.21 2.73 2.90
27 RL R 3.56 1.94 1.94 1.52
28 D 2.34 1.6 1.36 1.46
29 w R 0.44 1.31 0.49 0.55
30 D 2.23 2.06 0.58 0.64

2 For meaning of symbols. see Table 1.1.
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points). Of particular interest here is the relative timing of these series
for variables that have historically typified the sequence of cyclical
leaders, coinciders, and laggers.

Measuring this timing efficiently requires that a ‘“‘reference
chronology” be established for each simulation run. Some analysts of
current business conditions would use a single, comprehensive ag-
gregate such as GNP58 as a basis for dating the business cycle (re-
quiring, perhaps, a two-quarter decline, or lack of growth, in that series
as a minimum condition for identifying a business recession). However,
even in historical situations this criterion is not always available or
reliable.?® In dealing with simulations, the problem is aggravated by the
paucity of cyclical turns in the levels of the § series for GNP in current
and constant dollars. It is, therefore, desirable to use more information
in determining the reference dates, namely the evidence on the bunch-
ing in time of the specific-cycle peaks and troughs in the § series for
different variables.?”

The so-called “‘historical” diffusion indexes provide a suitable
method for organizing this evidence. After the cyclical turning points
have been identified in each of the S series in a given set, the percentage
of the series undergoing specific-cycle expansion is calculated for each
successive quarter.’® The deviations of these percentage figures from
50 are cumulated, to give a relatively smooth series —the so-called
cumulated diffusion index (CDI)—whose peaks (troughs) would be
centered on the periods with the greatest concentration of specific
cycle peaks (troughs) in the component § series.®®

Two CDI series have been computed for each of the three ran-
domly chosen sets of Wharton Model simulations: namely, an index

36 For a critique of using GNP data alone in the dating of business cycles. see [30]
and the references therein.

37 It should be noted that this traditional NBER approach was also used in [1. Sec. 9].

38 This implies that all movements contrary in direction to the cyclical phases of the
series are ignored. A positively conforming series is treated as expanding in each
quarter that falls between a specific trough and a specific peak in the data: it is treated as
contracting in each quarter situated between a peak and a trough.

3 At the culmination of business expansion, peaks tend to be most frequent and
troughs least frequent. As the contraction begins, the proportion of series expanding falls
below 50 per cent; the deviations from 50 that are cumulated in our index shift from
+ to — and the index passes through a peak. Analogous statements apply mutatis
mutandis to the situation at the trough. For more information on measurements of
cyclical diffusion, see [26, Chapters 8, 9, and 20].
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based on the S series proper, and an index based on the ratios of these
shocked series to the corresponding nonstochastic (control) series.
However, only the indexes of the second type include all seventeen
variables covered by the Wharton simulations. Unlike the simulated
ratio series (all of which are divisible into specific cycles), the levels of
the S series for some variables show only prolonged growth trends,
sporadically interrupted by a very few short—predominantly one-
quarter —declines (see Table 4.2). Series of this kind have no specific
cycles and therefore cannot be included in diffusion indexes based on
specific cycles. Thus, only ten of the seventeen variables are repre-
sented in the cumulated diffusion index (CDI) for the simulated series
of Run 14. The series included are the more volatile ones, relating to
types of investment, corporate profits, average workweek, unemploy-
ment, unfilled orders, and interest rates; excluded are the comprehen-
sive aggregates for national output, income, and consumption, and the
indicators of the general price and wage levels. The diffusion indexes
for the level series of Runs 26 and 31 have the same composition.

According to these summary diffusion measures for the simula-
tions with autocorrelated shocks (Runs 14 and 26), the average dura-
tion of expansions would be about 9 to 11 quarters; that of contrac-
tions, more than 5 quarters. In the postwar period, the mean actual
duration was approximately 12 to 16 quarters for expansions (the latter
figure includes the long expansion of the 1960’s up to the end of the
Wharton sample-period), and 3 to 4 quarters for contractions. The
figures for the S, series are, at least, of a similar order of magnitude.
However, because the simulations of the comprehensive income and
product aggregates cannot be included in this analysis, no further use
will be made of the cyclical diffusion and other measures based on the
S series proper in this paper; instead, we shall concentrate on the
corresponding measures for the ratios of shocked to control series.

Chart 4.5 shows that the indexes of cumulated percentage ex-
panding (CDI) for the ratio series have well-defined cyclical move-
ments, with contractions that are relatively long — often as long as the
expansions. There are some upward drifts in these indexes, but they

4 The average duration of expansions in the index for the S, series (Run 31) is con-
siderably larger: 20.2 quarters. The average duration of contractions in this index is
again similar, 4.5 quarters. :
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CHART 4.5

Cumulated Historical Diffusion Indexes for Selected Sets of Simulated
Series, Ratios to Control Solutions, Wharton Model
(1968-111-1993-11)
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are small and not persistent (except in the first half of the simulation
period for Run 26). In contrast, the indexes for the § series proper
have relatively short and weak contractions and strong upward trends
(cumulation due to the prevalence of expansions over contractions).
This contrast reflects differences of the same kind between the move-
ments in the levels of the simulated series on the one hand; and the
movements in the ratio series, on the other.

The diffusion indexes vary greatly with respect to the timing and
amplitudes of fluctuations, but this merely reflects fortuitous differ-
ences among the runs in the incidence of large and small shocks. What
matters, again, is the presence in these composite series of reasonably
smooth movements of cyclical dimensions. The main criterion is dura-
tion, and the averages in the accompanying tabulation show that the
fluctuations in the cumulated diffusion indexes (CDI) for the ratio
series are not very different in this respect from cycles in trend-
adjusted GNP data for the postwar period.*

Ratios to
Ratios to Control Solution, Exponential
Wharton Model: Indexes of Trend,
Cumulated Per Cent, Actual Data,
Expanding 1948-68
Run 14 Run 26 Run 31 GNP GNPS58
(1) (2) (3) (4) (5)
Average Duration of Movement, in Quarters
Expansions 9.4 7.2 12.0 12.5 11.0
Contractions 8.6 7.0 9.8 7.0 6.5
Full cycle 18.0 14.2 21.8 19.5 17.5

4.1.7 This section summarizes the results obtained by comparing
the timing of the CDI for the Wharton Runs 31, 14, and 26, with the
timing of each of the component series in the same run. In the process,
measures of conformity are also computed, in the form of the fre-

41 The figures for the historical data are sensitive to the choice of the sample period
and the figures for simulations depend on the idiosyncrasies of the given run. The devia-
tions between the tabulated measures fall comfortably within the range of such sampling
variations. Other related duration measures, based on average historical “growth
cycles” in sets of selected indicators, confirm the above conclusion.
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quencies of those turns in CDI and the simulated ratio-series that can-
not be matched (Table 4.7, columns | to 4). The distributions of leads
and lags of the simulated series at the reference (CDI) peaks and
troughs are given in Table 4.7, columns 5 to 12. The means and
medians of these distributions are listed in Table 4.8.

The frequencies of specific-cycle movements and turning points
that have no counterparts in the over-all reference index are much
greater for the series in Run 31 than for those in either of the other sets
(Table 4.7, columns 3 and 4).42 This might have been expected, since
series with autocorrelated shocks (S.) are generally much smoother
than the series with serially noncorrelated shocks (S,). On the other
hand, there is no reason why S, should score systematically worse
(or better) than S, in matching the reference turns, and there is no
evidence that they do.*® The over-all conformity record tends to be
better for the S, than for the §, series, because the former show fewer
extra turns and no greater rate of failures to match the reference turns.

Comprehensive aggregates of national product and income should
naturally be among the best conformers, with approximately coincident
timing, and the historical record fully confirms this presumption.*
Thus, it is good to find that the simulations of these variables (GNP,
GNP58, and YP) are among those with the lowest proportions of
unmatched turns in columns 2 and 4 of Table 4.7. Also in this group
are the series for two large real-expenditure components, C and /SE,
and unfilled orders, UMD (a well-behaved, cyclical “‘stock’ aggregate).
Business investment in plant and equipment, a lagging series, has had
an excellent historical record of moving with the general business
cycle. Personal income and consumption (both coinciders) have con-
formed less well in that they underwent merely retardations of growth

*2 All but one of the component series of Run 3 | have some extra turns, while there are
four series in Run 14 with no extra turns and four again in Run 26. The average per-
centages of such turns are 36.9, 19.4. and 13.6 for Runs 31, 14, and 26, respectively.

“ There are eight series that fail to match all reference turns in Run 31, efleven such
series in Run 14, and six in Run 26 (which. here as elsewhere, happens to yield particu-
larly favorable results). The average percentages of unmatched reference turns are 10.4.
16.5, and 4.5 for the three runs listed in the same order (Table 4.7, columns | and 2).

44 See [26, Chapters 3 and 7). For the latest review of the performance of these and
other indicators, see Geoffrey H. Moore and Julius Shiskin, Indicators of Business
Expansions and Contractions. Occasional Paper 103. New York, Columbia University
Press for the National Bureau of Economic Research, 1967.
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Cyclical Conformity and Timing of Simulated Ratio-Series, with Reference Chronologies Based on Cumulated
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NoTES TO TABLE 4.7.

* For meaning of symbols, see Table 1.1.

® Turns in the cumulated diffusion index (CDI1) not matched by turns in the simulated
series. For numbers of the reference turns (in CDI), see notes ¢. f, and g.

¢ Turns in the simulated series that have no matching turns in CDI.

¢ Leads and lags of three or more quarters.

¢ Nine reference turns (5 peaks and 4 troughs).

"Eleven reference turns (5 peaks and 6 troughs).

* Fourteen reference turns (7 peaks and 7 troughs).

" Inverted (peaks matched with reference troughs: troughs, with reference peaks).

rather than absolute declines in some of the recent mild recessions.
Total employment (LE) should have a very good conformity record
but does not (it has relatively large combined percentages in columns
2 and 4, which we have ranked for each run in making these compari-
sons). On the other hand, the unemployment simulations score fairly
well here, particularly for the S, runs, 14 and 26. The series for
profits, interest rates, and wages rank lowest for conformity: i.e., have
the largest total proportions of unmatched and extra turns. Actually,
price and wage levels have been poor conformers in recent business
fluctuations, although considerably better results would be obtained
for these variables in trend-adjusted or first-difference form. Profits
and, even more, interest rates (average corporate bond yields and rates
on 4- to 6-month commercial paper) have been very sensitive, not only
to major cyclical movements but to minor retardations and speedups
as well. .
4.1.8 The evidence on timing of the simulated series is substan-
tially more difficult to summarize than that on their conformity. In an
attempt to determine what, if any, are the typical timing characteristics
of these experimental data, one must take into account the relative
frequencies of leads, coincidences, and lags generated by the compari-
son of turns in the individual § series with turns in CDI (Table 4.7,
columns 5 to 12), as well as the length of the resulting average leads
or lags (Table 4.8). The timing at peaks and at troughs must be com-
pared, and the consensus (or lack of it) between the corresponding
measures for the different runs must be noted. Finally, one ought to
consider any additional uncertainties due to the paucity of timing
comparisons per run and the frequency of lapses from conformity.
Where leads and lags are in balance or (better) where coincidences

TABLE 4.8

Average Timing of Simulated Series (Ratios to Control Solutions) at Reference Dates

Based on Cunudated Diffusion Indexes, Wharton Model, Three Runs
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NoTes To TaBLE 4.8.

The average leads and lags listed in this table cover the timing observations that are
included in the frequency distributions of columns 5 to 12 of Table 4.7.

“ For meaning of symbols. see Table 1.1.

» With non-autocorrelated shocks.

¢ With autocorrelated shocks.

¢ Inverted. (See note h in Table 4.7.)

¢ Not computed for Run 31 because the series is highly erratic, and its specific cycles
(if any) could not be reliably identified.

prevail, the timing may be classified as roughly coincident (RC). The
timing averages in this class should fall in the range from —3 to +3
months (leads or lags of one quarter or less, and exact coincidences).
The medians are often more reliable than the means of the timing
observations, because the latter are sensitive to extremely long in-
dividual leads or lags, which are sometimes particularly uncertain.*®
Where leads prevail and the averages exceed 3 months with minus
signs, the timing is classified as leading (L). Where lags prevail and the
averages are similarly large, but with plus signs, the series is called
lagging (Lg). The determinations were made separately for peaks
and troughs, and for each of the runs, and they are not always the same
for a given variable. .

The following can be classified with a relatively high degree of
assurance:

(1) GNP, GNP58, C, YP, and UMD. These five variables all belong
to the RC (roughly coincident) group. In the means for GNP and
YP, lags prevail slightly, while in those for GNP58, leads prevail,
but the figures are small. The distributions in Table 4.7 and the
medians in Table 4.8 clearly indicate the RC classification at both
peaks and troughs. The same applies to C, where some short lags
appear in Run 31, which, however, is entirely compatible with the
RC classification). As for UMD, lags are somewhat more frequent
in one of the runs (14), and leads in another (26), but they are on
the whole short and the entire evidence, including the averages,
argues for inclusion of this variable in the RC category.

(2) ISE, P, and RL. These must be included in group Lg (laggers).

45 [t is for this reason that we include the counts of “‘long leads and lags™ (of three or
more quarters) in Table 4.7. columns 8 and 12.
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Lags dominate the distributions for business fixed-investment in
every case, and they are intermediate or long, except for troughs
in Run 31. Long lags prevail throughout in the timing of the price-
level simulations. For the long-term interest rates, the lags are
more variable and, on the average, much shorter.

For the remaining variables, the evidence is rather mixed, but it

indicates these additional groupings:

3)

(4)

(3)

(6)

IH, Il, CPR. Predominantly L, leaders. For housing investment,
there are long, or intermediate, leads at peaks in Run 31; and at
both peaks and troughs in Run 14. However, the average leads
are small in Run 26 and /H can be included in the RC group there;
and at troughs in Run 31, there are lags. Inventory investment is
definitely a leader in Run 14, a short leader in Run 26, but a rough
coincider in Run 31. Corporate profits have over-all mean leads
in every case, but closer inspection shows them to be definitely
leading only at peaks in Run 31 and at troughs in Run 26; else-
where, CPR is better described as a rough coincider, with some
short lags in the averages.

UN, AWW. For the most part, RC (roughly coincident). Un-
employment simulations show some tendency to lag, particularly
at peaks in Runs 31 and 14. The series for the average workweek
frequently lead, but mostly by short intervals (and A WW lags at
troughs in Run 31).

LE. Would be classified as RC in Run 31 but as Lg in Runs 14 and
26. These lags of the employment series, however, are on the whole
not long, except at peaks in Run 26.

RS and W. The simulated ratio-series for these variables are
particularly erratic, and it is difficult to identify, let alone date,
their specific-cycle movements. Hence, our results here are quite
uncertain; moreover, they vary considerably for the different epi-
sodes and sets of data. For the short-term interest rates, coinci-
dent timing prevails at peaks in Run 31, and ateither turn in Run 26,
but leads are dominant elsewhere. For the wage rate, there are
long lags in one run; offsetting lags and leads at peaks and troughs,
respectively, in another.
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There is much evidence on the historical timing-patterns of the
important economic variables under study, but it generally refers to
the series proper (usually after seasonal adjustment), rather than to
their deviations from trend or other similar transformations. Adjusting
for a rising trend would often tend to shift peaks in the series backward
—and troughs, forward —in time; adjusting for a declining trend would
have opposite effects. But such shifts seldom appear to be large [S,
Chapter 7]; and in particular, very seldom large enough to alter the
typical timing sequence of the indicator series. Also, diffusion indexes,
which are highly correlated with the rates of change in the correspond-
ing aggregates, have timing sequences that tend to parallel those be-
tween the aggregates for the same variables (see, €.g.,[26, Chapter 9]).
We shall proceed on the assumption that series of relative deviations
from trends (or control solutions) should have the same relative timing
properties as the corresponding series without any trend adjustments.
This should be, at least, a justifiable first approximation, but it will
deserve some checking in further research.

Historically, then, most of our variables are readily classifiable as
either “‘rough coinciders,” such as GNP,GNP58,YP,LE, and UN: or
“leaders,” such as I/, CPR, and AWW, or “laggers,” such as I/SE.
The above nine series are, indeed, all so designated in the basic list of
the NBER business-cycle indicators. (See reference in footnote 18.)
Real consumption expenditures, C, represent, as far as one can tell,
another series in the RC group (as does the related indicator of retail
sales). Unfilled orders for durables tended to lead at peaks and roughly
coincide, often with short lags, at troughs [26, Chapter 14]. However,
in less vigorous expansions, the lead of UMD at peaks may not be
long, and the over-all timing of this series has been denoted as roughly
coincident in the recently compiled comprehensive list of the NBER
indicators.

The timing of the simulated series reviewed earlier in this section
conforms to the historical over-all patterns for nine of these eleven
variables (counting UM D simply as in the RC group). According to the
measures in Tables 4.7 and 4.8, LE would be classified as lagging (in-
stead of RC), and AWW as roughly coincident (instead of L).

Residential construction, /H, has led at each of the four postwar
business-cycle peaks, at the last two of them by very long intervals; it
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has led by one or two quarters, or coincided, at troughs. Its conformity
record was not very good. The prevalent leading patterns of the /H
simulations, including the long leads at peaks in Runs 31 and 14, are
not in conflict with this experience.

The implicit price deflator, P, has failed to decline in any of the
three recessions since 1953, but did show retardations during each of
these episodes. Historically, the wholesale price-index (except farm
products and foods) has been a roughly coincident series. While many
prices react sluggishly, the very long lags of the P simulations appear
rather dubious when judged by past price-level behavior.

Compensation per man-hour, W, is even more dominated by up-
ward trend and resistant to cyclical declines than P. In trend-adjusted
form, this series could show a coincident-lagging timing broadly similar
to that recorded for Run 26.

The Treasury-bill rate has been classified as roughly coincident
in the comprehensive list of NBER indicators (1967), and the com-
mercial-paper rate (RS) has a very similar timing. However, according
to recent studies by Phillip Cagan, both RS and the high-grade bond
yield have tended to lag.*® The leading tendencies of the RS simulations
are at variance with the historical pattern. The simulations show the
average corporate bond yield (RL) as lagging, which agrees with the
evidence of the long series studied by Cagan (but the NBER 1967
list classifies corporate bond yields as RC on the basis of data gathered
since 1948).

To sum up, the timing of the simulations for LE, AWW, P, and
RS seems definitely at odds with the historical patterns; but for the
twelve other variables included in Tables 4.7 and 4.8, this is not the
case —according to the above comparisons. We are inclined to regard
this as a rather good total score, and would find it encouraging if con-
firmed by further testing. The latter is necessary, however, because
there are many pitfalls in this kind of analysis. Perhaps the major one is
that some of the simulated ratio-series are so erratic that it is difficult
to identify their specific cycles, and the selection of a particular
turning point date may involve considerable error. Averaging presum-

46 See P. Cagan, “The Influence of Interest Rates on the Duration of Business Cycles,”
Essays on Interest Rates, Volume | (J. M. Guttentag and P. Cagan. editors). New York,
Columbia University Press for the National Bureau of Economic Research. 1969, p. 7
(with a reference to Cagan’s earlier work).
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ably helps here, but we cannot count on all individual errors to offset
each other neatly. High proportions of unmatched turns and extra
turns, and of very long leads or lags, provide danger signals. Inspection
of charts confirms that the series for CPR, AWW, W, and the interest
rates (particularly RS) are especially volatile; hence, all generalizations
based on their behavior are most uncertain. The series with non-auto-
correlated shocks (Run 3 1) are generally more irregular than the others,
and include some additional items for which the results are similarly
dubious. Moreover, for one variable —net exports (NE)—it was im-
possible to make any meaningful cyclical measurements at all.#’ A

4.2 THE OBE MODEL

4.2.1 The post-sample-period simulations for this model begin in
1966-1 and end in 1990-1V. Several modifications in the model struc-
ture were made for the purpose of these simulations.”® As for the treat-
ment of exogenous variables, all tax rates, the discount rate, and the
time deposit rate were held at constant levels, while most of the other
factors were set to grow at the average rates of change observed for
them during the sample period. However, the growth rates of several
series, including government purchases and government employment,
were adjusted to produce results deemed to be plausible. Census popu-
lation projections were used in determining the time-paths of some
series. In the control solution, free reserves were kept at zero through-
out. The resuiting series of unborrowed reserves of banks was used

4 This series, it should be noted, conformed poorly in the past, which is not surprising;
however, the Wharton simulated ratio-series for NE have a different and rather arbitrary
appearance.

48 Capital consumption allowances were made dependent on the value of the net stock
of plant and equipment, instead of being treated as exogenous. Constant trend-increments
were added to the equations for housing starts and merchandise imports, while negative
trend expressions were eliminated from the equations for labor force participation and
hours worked. The price level of government purchases from the private sector was
made endogenous, to grow at the same percentage rate as the price level of private GNP,
excluding housing services. The empirical tax and transfer relationships used during the
sample period were replaced by equations linking taxable income to personal per capita
income, and tax payments to liabilities; for state and local payments, some arbitrary as-
sumptions about rising marginal rates and time trends had to be made. Improved equa-
tions for manufacturers’ shipments and unfilled orders were adopted, as well as certain
relatively minor changes affecting investment in plant and equipment, and some interest
rates. For more detail, see [18, Sec. 4.1).
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in the runs with stochastic shocks, where free reserves were not re-
stricted. This implies that the money stock increases smoothly through-
out in the OBE control solution: monetary policy is apparently growth-
oriented rather than cyclical [18, pp. 72-75].

The control solution of the thus modified OBE Model shows GNP
growing at annual rates varying from 7.5 to 5.7 per cent,and GNP58
growing at rates varying from 5.3 to 3.4 per cent. The rates tend to fall
off from year to year. Had they been held constant, given the projected
growth patterns for the population and labor force, the unemployment
rate would have exhibited a sharp decline. Actually, it is unemploy-
ment that is held within a narrow range of variation (it decreases from
4.2 to 3.9 per cent).

Unlike the Wharton Model control-solution, apparently no special
assumptions were made here about the transition period involving the
Vietnam War. (The starting point of these OBE simulations is 1966-1
—seven quarters earlier than the beginning of the Wharton run—and
its selection is said to have “minimized difficulties in the transition
from actual data to the model solutions™ [18, pp. 69-70].) There are,
indeed, still fewer movements other than trends in the OBE control-
solution series than in those for the Wharton Model. GNP grows per-
sistently from $736 billion in 1966 to $3,413 billion in 1990, or more
than 4.6 times. GNPS58 increases likewise from $649 billion to $1,675
billion, or nearly 2.6 times. The implied rates of growth are signifi-
cantly higher here than in the solution of the Wharton Model (see Sec.
4.1.1 above), so that the GNP series reach higher levels sooner.

Of the twenty-one variables covered, all but seven have continuous
upward trends in the OBE simulations. The others are: // and OMD
(which show slight initial declines and a few minor, sporadic irregu-
larities superimposed on their basic growth-trends); NE (which de-
clines smoothly in the first eight years, then rises smoothly for the rest
of the simulation period); UN (which trends downward, with a few dis-
continuities); A WW (which shows a short dip in 1966-68, then a rise
in the 1970’s, and a smoother decline in the 1980’s); and finally, the
interest rates RS and RL (which, like AW W, but still more smoothly,
increase in the first half and decrease in the second half of the sim-
ulation period). The behavior patterns of these seven series are for the
most part quite different for the OBE Model than for the Wharton
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Model, but they all seem rather arbitrary when compared with the his-
torical movements and, perhaps, may best be viewed as concomitants
of the search for broadly satisfactory end results in terms of the con-
trol solution for the over-all aggregates.

In short, the conclusion reached in Sec. 4.1.1 for the Wharton
Model applies here at least as strongly: the nonstochastic simulations
for the sample period (1953-66 for the OBE Model) contain substan-
tial cyclical elements, whereas the corresponding simulations for the
subsequent (largely future) period of twenty-five years contain practi-
cally no such elements. One likely reason for this is that the exogenous
variables are not permitted to fluctuate but are assumed, in many cases,
to grow strongly throughout the simulation period. Notably, the fed-
eral defense purchases and total government nondefense expenditures
on goods and services are set to increase persistently at average annual
rates of 5.4 and 10.9 per cent, respectively [18, Sec. 4.2].

4.2.2 Against this background of growth, the GNP series that
are derived by stochastic simulations of the OBE Model show, prima-
rily, strong upward trends and very few declines (as illustrated by some
randomly chosen runs in Chart 4.6). Indeed, only three of the twenty-
five runs with non-autocorrelated random shocks, §,, produce any
downward movements at all in the GNP series (Table 4.9, column 1).
Declines are much more frequent in the G NP58 series computed from
these runs (column 2), but they are very rare in both GNP and GNP58
for the simulations with autocorrelated disturbances, S; (columns 3
and 4). In all of the one-hundred series of 100 quarters each that are
covered in Table 4.9, we count only 31 declines, none longer than one
quarter (lines 2 to 4). Moreover, the few downturns that do show up
are quite small, averaging from 0.15 to 0.24 per cent per quarter for the
four sets of simulations (line 7). Being seldom interrupted, the expan-
sions in the S, series for GNP and in the S, series for both GNP and
G NP58 account for nearly the whole length of the simulation period,
averaging from 91 to 99 quarters; and in the §, series for GNP58 their
mean duration is still not less than 59 quarters (line 5).%

These results contrast sharply with the observations for actual

49 In a series with no declines, the expansion lasts 99 quarters; in one with a single one-
quarter decline and two expansions, the average length of the latter is 49 quarters These
are the most frequent outcomes for the runs considered here.
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CHART 4.6

A Random Sample of Stochastic 100-Quarter Simulations for GNP
in Current and Constant Dollars, OBE Model
(1966-1-1990-1V)
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TABLE 4.9

Stochastic Simulations for 100 Quarters Beyond the Sample Period, OBE
Model: Frequency, Duration, and Relative Size of Movements in GNP
in Current and Constant Dollars
(1966-1-1990-1V)

Simulations With
Serially Correlated

Simulations With
Serially Uncorre-

lated Shocks (S.) Shocks (§,)
GNP GNP38 GNP GNP58
Number of Series Showing— ) @) 3) 4

Distribution of series by frequency

of declines?
1 No declines 22 6 24 20
2 One decline of one quarter each 3 17 | 5
3 Two declines of one quarter each 0 1 0 0
4 Three declines of one quarter each 0 1 0 0
Average duration and amplitude®
5 Mean duration of rises¢ 93.0 59.3 99.0 91.0
6 Mean size of rises? 3.8 1.5 3.9 1.6
7 Mean size of declines! 0.15 0.18 0.24 0.17

* Twenty-five stochastic simulation runs of each type were made: hence the entries in
lines 1 to 4 of each column add up to 25.

" Each entry represents a mean of the averages for the given set of simulations. The
averages in lines 5 and 6 include 25 figures each {means for all twenty-five runs in every
case). The averages in line 7 exclude all runs with no declines; if all runs were included.
the entries in this line (from left to right) would read: 0.02,0.14,0.01,and 0.03.

¢ In quarters.

4 Per cent per quarter at quarterly rates.

GNP and GNP58 in the postwar period (see Table 4.1, lines 5 and 6,
11 and 12). The differences are smaller, but are still significant,
when the basis of the comparison is the sample period for the OBE
Model (1953-111-1966-1V). During these 54 quarterly intervals, re-
corded GNP had two one-quarter declines with average amplitude of
1.33 per cent per quarter. GNP58 had six declines (one of them of
three quarters), averaging 1.3 quarters in duration and 0.32 per cent

!
i
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in amplitude. The mean duration of rises was 17.3 quarters for GNP
and 6.6 quarters for GNPSS.

[t is clear that the simulated time-series for gross national income
and output that result from shocked solutions of the OBE Model do
not contain movements of the kind represented by the historically ob-
served cyclical fluctuations in nominal and real GNP. However, the
following two questions are pertinent: (1) Are cyclical elements also
absent in simulations of various components of GNP and other sec-
toral indicators or—if they are present—do they tend to offset each
other so as to disappear in the most comprehensive aggregates? (2) To
what extent do our results for GNP refiect a state in which cyclical
forces are latent but are overwhelmed by the strength of the assumed
growth trends? To shed some light on (1), we present an analysis of
simulations for variables other than GNP and GNP58. To attempt an
answer to (2), we shall then turn to an evaluation of ratios of the
shocked series to the control series for all variables covered by the
OBE simulations.

4.2.3 Inspection of charts indicates that frequent and relatively
large fluctuations are common in the stochastic simulations of the OBE
Model for most of the variables covered. However, there are several
variables to which this statement definitely does not apply, notably
consumption, personal income, the price level, the annual wage rate
per private employee, and the money supply (currency and demand
deposits). The simulated series for these indicators (C, YP, P, W, and
M), like those for GNP and GNP58, either show no declines at all or
very few small and short declines. In addition, the projections for em-
ployment and labor costs per unit of output (LE and LC/O) also contain
relatively few downward movements. [t will be noted that these are
all variables for which the recorded series have been particularly smooth
and dominated by strong trends. In contrast, the simulated series with
large and frequent fluctuations all refer to indicators that have varied
greatly in past business cycles, such as investment in plant and equip-
ment, housing, and inventories; unemployment, average workweek,
manufacturers’ orders for durable goods, net exports, and interest
rates.

Simulations from three runs have been included in the complete
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analysis of the results for all variables. These randomly chosen runs
are: 205 (with serially uncorrelated shocks) and 107 and 110 (both with
serially correlated shocks).?® Chart 4.7 illustrates the behavior of some
of these series (including, for future reference, the identification of such
specific-cycle turning points as can be identified).

Since the simulation period is almost twice as long as the sample
period for the OBE Model, the frequencies of rises and declines would
have to be about twice as large in the former as in the latter in order
for the average durations (A D) of rises and declines to be approximately
equal in the corresponding S and A series. Several cases of this sort
are found in Table 4.10, relating to net exports, corporate profits, new
orders, inventory investment (Run 107), employment (Run 205), the
unemployment rate (Run 110), and the wage rate (Run 205). However,
simulations for series that are typically rather volatile generally show
much more numerous alterations of rises and declines than do the ac-
tual data in the sample period —often three and more times as many.
Accordingly, the average durations of upward and downward move-
ments are, as a rule, smaller in these simulations than in the actual
series for the same variables —relating to investment, unemployment,
the average workweek, unfilled orders, and interest rates. On the other
hand, the simulations for consumption, personal income, employment,
the price and wage levels, unit labor costs, and money generally have
much longer expansions than those observed in the corresponding his-
torical series. Indeed, nearly half of these simulations show monotonic
growth, i.e., no declines at all. This includes all examined S series for
GNP, GNP58, YP, and M. However, except in these extreme cases,
the average durations of declines are not particularly underestimated
for the variables in this set, where declines are infrequent and short in
the actual series.

Thus the simulations can be divided into two groups: (1) the series
with persistent expansions and few (or no) declines; and (2) the series
in which both rises and falls are relatively frequent and short. Of the
variables listed in Table 4.10, GNP, GNP58,C, YP, P, LE, W, LC/O,
and M belong to Group 1, the others belong to Group 2. For the for-

% If and when more time and resources become available, a larger sample of simulated
series of both types should be analyzed to check on the results reported in the sections
that follow. Data collected and calculations made for this study will make such replica-
tions possible.
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CHART 4.7

A Random Sample of Stochastic 100-Quarter Simulations for

Miltion dollars
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Million dollars

CHART 4.7 (continued)
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CHART 4.7 (continued)
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mer, the average durations of rises are heavily overestimated when
compared with sample-period actuals; for the latter, they are for the
most part underestimated. The average durations of declines tend to be
underestimated in both groups of the simulated series, but particularly
in Group 2. The frequencies are as follows:

Group | Group 2
De- De-
Number of cases where — Rises clines Rises clines
AD is larger for § than for A4 25 3
AD is equal for § and A 0 6 1 1
AD is smaller for § than for 4 2 18 26 32
Total 27 27 36 36

For the most part, the simulations with serially uncorrelated
shocks (S,) have more frequent turning points and shorter rises and
falls than the simulations with serially correlated shocks (S.); the use
of autocorrelated shocks, then, has the usual effects of smoothing (com-
pare columns 3 and 4 with columns 5 and 6 and 7 and 8 in Table 4.10).
The tabulation below shows the average durations of rises and declines
in S, and S, for the two groups of series identified in the previous para-
graph.

Group 1 Group 2
De- De-
Number of cases where — Rises clines Rises clines

AD is smaller for S, than for
S |
AD is equal for S, and S,

—_—

3 17 17

7 10 3 4
AD is larger for §, thanfor S, 0 3 4 3
Total 18 18 24 24

The §, series in Group 1, having less persistent upward movements
than the S, series, overestimate the average durations of rises less in the
actuals. However, they still show much longer expansions than those
observed in these variables during the sample period, except for P, LE,

f
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and W (lines 17, 19, and 37; compare columns 2 and 4). With regard to
the duration of declines, there is little difference between the S, and
S. series of this group. In Group 2, where the length of both rises and
declines in A tends to be underestimated, the relative advantage is often
on the side of the series with autocorrelated shocks. That is, the move-
ments in S.— being on the average longer than those in S, —differ less
in duration from the movements in the actuals.

Table 4.11 shows the average per cent change per quarter of rises
and declines in actuals and in the selected § series. It covers the same
data as Table 4.10, except that // and VE, which can assume negative
values, are omitted. For the relatively smooth, trend-dominated var-
iables of Group |, the average percentage amplitudes (APA) of rises
are all larger in S than in 4. In contrast, the APA of declines are here
smaller in § than in 4, with only two exceptions. The results are quite
different for the more volatile variables in Group 2, where the average
percentage changes are smaller in § than in A for both rises and falls
in about 60 per cent of the cases, as shown by the accompanying figures.

Group | Group 2
De- De-
Number of cases where — Rises clines Rises clines
APA is larger for § than for 4 27 8 12 13
APAissmallerfor S thanfor4 0 19 18 17
Total 27 27 30 30

[n more than half of the comparisons for Group 1, the simulations
with non-autocorrelated shocks, S,, show smaller rises but larger de-
clines than their counterparts with autocorrelated shocks, S.. On the
other hand, for the variables in Group 2, both upward and downward
movements tend to be larger in the S, than in the §. series, as would be
expected of a procedure with smoothing effects (see the tabulation on
the following page).

The S, series, having on the average larger percentage amplitudes
than the S, series, often underestimate less the relative size of move-
ments in the actuals. By the same token, in those cases where the sim-
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Group 1 Group 2
De- De-
Number of cases where — Rises clines Rises clines
APA is smaller for §, than
for S, 12 2 4 3
APA is equal for S, and S, I 6 0
APA is larger for §, than
for S, 510 16 17
Total 18 18 20 20

ulations overestimate the relative amplitudes of the actuals, the S,
series often differ less from A than do the §, series. Although our sam-
ple permits twice as many comparisons for S, as for §,, the outcomes
favor S, about as often as S.. Hence, the S, series appear to have an
edge over the S, series in this respect, but this is so far merely a ten-
tative inference from limited and rather mixed evidence.

A few general conclusions can, however, be reached with consider-
able confidence. The “errors” in the GNP and GNP58 simulations
reflect, to a large extent, similar differences vis-a-vis the actuals that
are observed for the simulations of real consumption expenditures.
Simulations of other comprehensive aggregates and indexes — personal
income, employment, the general price and wage levels, the money
stock — also consist mainly of upward trends. Rises are predominantly
longer and larger for S than for 4, and declines are shorter and smaller.
Indeed, the behavior of the S series here (Group 1) contains very few
cyclical elements of the type recorded in the past. In contrast, frequent
fluctuations are characteristic of the simulations for the investment var-
iables, net exports, profits, orders, and interest rates (Group 2). These
fluctuations tend to be shorter than their sample-period counterparts
but are otherwise very diversified. The differences in relative size be-
tween the S and 4 series in Group 2 vary greatly, but not in any clearly
systematic fashion: the average percentage changes in § fall short of
those in 4 in 35 cases and exceed them in 25 cases.

4.2.4 We now turn to the analysis of ratios of the shocked to the
control series for GNP in current and constant dollars. Chart 4.8 illus-
trates the behavior of these ratio-series. It shows that they contain
frequent fluctuations, which tend to be shorter and more irregular for

Stochastic 100-Quarter Simu
Per Quarter. of Rises aj

of Thre
Risg
Variable G
Line Symbol® Decli
1 GNP 1
2 1
3 GNPS58 i
4
5 c |
6 ¥
7 IH i
8 I
9 ISE |
10 i
11 YP
12
13 P
14
15 LE
16
17 UN
18 i
19 CPR !
20 ;
21 AWW :
22 .
23 OMD ;
24 |
25 UMD
26
27 HS
28
29 RS
30
31 RL
32
33 w
34
35 LClO
36
37 M
38




I0R TABLE 4.11

swchastic 100-Quarter Simulations, OBE Model: Average Per Cent Amplitudes,

Group 2 Per Quarter. of Rises and Declines in Nineteen Variables. Comparison
D of Three Simulation Runs and Actuals
[N e-
]es Rises clines ’
i Actuals for Stochastic Simulations (Three Runs)
. the Sample Uncor-
Rise (R) Period related Serially Corre-
4 3 Variable or 1953-11-  Shocks lated Shocks
0 0 Line Symbol® Decline (D)  1966-IV _(Run205) (Run 107) (Run L10)
(1) (2) (3) (4)
16 1 —
20 20 ] GNP R 1.36 1.86 3.98 3.90
2 D 1.33 ¢ ¢ ¢
[ the actuals, the S. 3 GNP58 R 0.88 1.32 1.73 1.66
s. Although our sam- 4 D 0.32 0.01 € c
5 C R 1.17 1.39 1.77 1.39
for Sy, the outcomes 6 D 0.46 0.02 c 0.12
les appear to have an 7 IH R 2.03 1.74 1.10 1.19
so far merely a ten- 8 D 1.30 1.15 0.69 0.81
. 9 ISE R 1.41 .14 1.04 1.28
ence.
id . . 10 D 0.24 0.71 0.51 0.87
rached with consider- T Yp R 171 3.89 3.95 3.94
GNP58 simulations 12 D 0.46 c c ¢
-vis the actuals that 13 P R 0.50 0.65 0.82 0.85
) di 14 D c 0.07 e c
npuion expenditures. 15 LE R 0.28 0.50 0.44 0.43
1d indexes — personal 16 D 0.17 0.20 0.06 0.04
le ]eve]s’ the money 17 UN R 4.09 5.84 2.91 3.34
L . 18 D 2.32 5.45 3.02 3.22
es are predominantly 19 CPR R 3.72 3.32 2.51 2.22
e shorter and smaller. 20 D 2.10 152 1.09 1.22
1) contains very few 21 AWW R 0.04 0.35 0.37 0.43
In contrast, frequent 22 D . 0.07 0.36 0.42 0.40
. 23 oMD R 4.56 3.21 2.53 3.07
r the investment var- 24 D 270 3.05 234 1.98
tes (Group 2). These 25 UMD R 1.67 1.81 1.72 1.87
_period Coun[erpal‘ts 26 D 2.12 1.50 1.17 1.27
) ) . 27 HS R 1.80 5.01 3.58 2.95
s in relative size be- 28 D 1.58 4.26 322 2.28
but not in any clearly 29 RS R 9.29 4.98 4.63 4.44
zes in S fall short of 30 D 5.52 4.73 3.69 335
es 31 RL R 1.44 2.11 1.43 1.56
L : 32 D 1.98 1.64 1.24 1.13
f the shocked to the 33 w R 1.22 1.50 1.69 1.95
tlars. Chart 4.8 illus- 34 D 0.04 0.39 0.12 0.31
s that they contain 35 LCIO R 0.59 0.81 0.68 0.89
d . 36 D 0.27 0.12 0.16
more irregular for 37 M R 0.52 5.12 5.15 5.11
38 D 0.15 ¢ < <
? For meaning of symbols, see Table 1.1. ® All figures are at quarterly rate. ¢ No declines.

| |
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CHART 4.8

A Random Sample of Stochastic 100-Quarter Simulations for GNP in
Current and Constant Dollars, Ratios to Control Solutions, OBE Model
(1966-1-1990-1V)
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the simulations with serially uncorrelated random shocks than for the
simulations with serially correlated shocks. The less erratic time-paths
produced by the autocorrelated runs have been assessed by the OBE
Model builders themselves as being “‘more in line with our expecta-
tions.”” This would indicate a preference for these simulations over the
ones with non-autocorrelated disturbances.?!

Since the runs used were chosen arbitrarily, there is no reason to
suspect that the general observations do not apply to all runs. The ratio-
series contain fluctuations that are broadly comparable to specific-
cycle movements of the NBER analysis. They highlight the irregulari-
ties in the growth rates of the corresponding S series proper. The
persistent upward trends that clearly dominate these simulations (see
Chart 4.6) apparently conceal a great deal of variability in the devia-
tions of the § series from the growth paths of the hypothetical shock-
free solution.

The rises in the ratio series for GNP and G NP58 are about as long
and as large as those in the corresponding declines. As shown in Table
4.12, this near-equality of upward and downward movements in the
ratios applies to the simulations with non-autocorrelated shocks, §,,
as well as to those with autocorrelated shocks, S, (compare columns
1 and 2 and 3 and 4). The symmetry extends not only to the averages,
but also to the dispersion of the means for the different runs in each of
the four sets.

The rises and declines in the S, series are, on the average, more
frequent, shorter, and larger than the corresponding movements in the
S. series. This, too, is a firm finding to which there are no exceptions in
Table 4.12 (compare columns 1 and 3, and 5). Using serially correlated

31 See [18, p. 80). Messrs. George R. Green er ul. also stress the contrast between the
presence of “‘cyclical movements’ in the deviations ot shocked from contro! series for
G NPS58 and the absence of such movements in the shocked series themselves. They note
that ““if the criterion for the presence of cycles is that protracted downturns must occur.
then the present results do not depict cyclical behavior adequately.” This. however. is
associated with the fact that ‘these simulations incorporate very strong growth elements
in the exogenous variables, and such elements have to be overcome by the effects of sto-
chastic shocks for actual downturns to occur.”

It should be noted that absolute deviations (differences) are used in [18), whereas we
analyze relative deviations, i.e.. ratios of shocked to control series. in per cent, Qur ap-
proach has some advantages in terms of standardization of measurement units and with
respect to heteroscedasticity problems.
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shocks has simply, here as elsewhere, the effects associated with
smoothing.

In an attempt to construct comparable measures for the actuals,
ratios of the recorded values to their exponential trends were computed
from the quarterly GNP and G NP58 data for the sample period of the
OBE Model (1953-66). The average frequencies, durations, and am-
plitudes of movements in the resulting series are listed in the last two
lines of the table. .

Allowing for the difference in length between the sample period
and the simulation period, we observe that rises and declines in GNP
are, on the average, about as frequent in the S, series as they actually
were in 1953-66 (lines 3 to 6, columns [ and 2). The mean duration of
rises is somewhat smaller for these simulated series than for the ac-
tuals, and the mean duration of declines is slightly larger, but the dif-
ferences are small. On the other hand, both the upward and downward
movements in the simulated ratios with uncorrelated shocks, S, (lines
1 and 2), are much shorter than the corresponding movements in the
actual ratios (columns 3 to 4). In terms of the size of quarterly per-
centage changes, rises and declines in the A ratios are underestimated
a little less in the S, ratios than in the S, ratios (columns 5 and 6).

The comparisons for G NP58 yield results of the same general na-
ture, with one exception. Unlike the case of current dollar GNP, S, is
here not clearly superior to §, with regard to approximating the fre-
quency and average duration of rises and declines in the A ratios. When
judged by this criterion, the movements in S, are too long in about the
same measure as those in S, are too short (columns 1 and 3, lines 7 to

12).

Because of the shortness of the OBE sample-period, one might
also wish to consider the actual ratios for the Wharton sample-period,
which starts in 1948 and ends early in 1968; the measures for these
ratios are given in Table 4.4, lines 5, 6, 1 1,and 12. The trend estimates
are better for the longer Wharton period, but otherwise the measures
for the OBE period are more appropriate in the present context. The
average duration and amplitude figures for 1948-68 are larger than
those for 1953-66, and the measures for the OBE simulated ratios
generally underestimate the former. Comparison with the longer sam-
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ple-period results, for the most part, in larger discrepancies between
the averages for the S and A ratios.

4.2.5 For most of the variables covered, the stochastic simula-
tions for the OBE Model, in their original form, do show fluctuations;
that is, declines as well as rises. (See Section 4.2.3 above.) For these
variables, therefore, it is less important to use transformations of the
simulated series. Nevertheless, the analysis of relative deviations from
trend has been extended to variables other than GNP and GNPS58, for
the same reasons that suggested this approach earlier on. The datacame
from the three stochastic simulation runs which supplied the basic
measures of Tables 4.10 and 4.1 1. The method is the same as that used
in the preceding section for the G NP data. Cost-benefit considerations
argued against application of more refined and diversified techniques.3?

Chart 4.9 shows the behavior of the simulated ratio-series for se-
lected variables. The runs using uncorrelated random shocks, S,, pro-
duce more ragged series than those using serially correlated shocks,
S., as elsewhere. There is a good deal of variation even in the ratios
derived from those simulations that show almost no declines in levels
(as, e.g., in the ratio series for C, YP, or P). Again, the specific-cycle
turns marked on these graphs were selected by the computer method.

According to the information summarized in Table 4.13, move-
ments in the ratios of shocked to control series (S) tend to be shorter
than movements in the actual ratio-to-trend series (4). This applies to
rises and declines alike. The average durations (AD) are smaller for §
than for A in over four-fifths of the comparisons.

Both rises and declines tend to be longer in the ratio-series involv-
ing autocorrelated shocks (S.) than in the ratio-series involving un-
correlated shocks (S,). The AD figures are larger for S, than §, in
about 82 per cent of the cases. Accordingly, the S, series underes-
timate the length of the movements in the A ratios less than the S,
series, and even overestimate it in a few cases (notably for GNP,
GNP58, CPR and LC/O).

Table 4.14 includes 68 instances in which the average percentage

2 Different types of fitted trends are likely to be appropriate for variables with diverse
characteristics, but the benefits of such selections are uncertain, and the costs would
exceed the available time and resources.
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CHART 4.9

A Random Sample éf Stochasric 100-Quarter Simulations for Selecred
Variables, Ratios to Control Solutions, OBE Model
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TABLE 4.14

Stochastic 100-Quarter Simulations, OBE Model: Average Percentage
Amplitudes, Per Quarter, of Rises and Declines in Relative Deviations
from Trend, Nineteen Variables. Actuals and Three Simulation Runs

Actuals: Stochastic Simulations: Ratio
Ratio to to Control Solution
Exponential  Uncor-
Rise (R) Trend related Serially Cor-
Variable or 1953-11- Shocks related Shocks
Line Symbol? Decline (D) 1966-1V (Run 205) (Run 107) (Run 110)
) H ) (3) “4)
1 GNP R 0.61 0.40 0.27 0.28
2 D 0.61 0.34 0.31 0.29
3 GNPS58 R 0.60 0.30 0.25 0.24
4 D 0.50 0.36 0.22 0.23
S C R 0.50 0.33 0.34 0.30
6 D 0.41 0.38 0.31 0.31
7 IH R 1.74 1.38 1.08 0.93
8 D 1.21 1.39 0.79 091
9 ISE R 0.56 0.82 0.86 0.74
10 D 0.71 0.80 0.63 1.03
11 YP R 0.44 0.34 0.22 0.25
12 D 0.30 0.35 0.24 0.26
13 P R 0.16 0.20 0.15 0.13
14 D 0.08 0.19 0.16 0.17
15 LE R 0.17 0.23 0.21 0.15
16 D 0.21 0.26 0.15 0.21
17 UN R 3.98 5.75 2.82 3.44
18 D 2.54 5.60 3.00 3.15
19 CPR R 291 2.19 1.83 1.62
20 D 2.16 2.00 1.68 1.49
21 AWW R 0.06 0.35 0.37 0.44
22 D 0.08 0.36 0.42 0.40
23 oMD R 4.42 2.88 2.33 2.73
24 D 3.14 3.05 2.43 1.92
25 UMD R 1.43 1.90 1.48 1.70
26 D 1.62 1.43 1.55 1.35
27 HS R 1.45 4.60 3.50 2.66
28 D 1.80 4.46 2.50 2.57
29 RS R 8.65 4.96 4.62 4.41
30 D 4.05 4.70 3.70 3.43
31 RL R 1.23 1.92 1.34 1.56
32 D 1.80 1.78 1.24 1.20
33 w R 0.41 0.71 0.53 0.58
34 D 0.28 0.69 0.51 0.51
35 LCIO R 0.41 0.45 0.28 0.24
36 D 0.31 0.46 0.28 0.23
37 M R 0.33 0.16 0.16 0.12
38 D 0.43 0.13 0.16 0.13

2 For meaning of symbols. see Table 1.1.

b All figures per quarter.
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0.16 0.17
0.21 0.15
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size of quarterly movements is smaller for the simulated ratio-series
than for the corresponding actuals, and 46 instances in which the op-
posite applies. The sample data suggest that the outcome depends on
the type of simulation. The ratio-series with uncorrelated shocks (S,)
show a strong tendency to have larger amplitudes than the ratio-series
with autocorrelated shocks (S.).>® The average relative amplitudes of
S, are mostly larger —and those of S, are mostly smaller — than the cor-
responding measures for the actuals (with majorities of about 60 per
cent in either case).

4.2.6 Following the method applied to the Wharton series and
described in Section 4.1.6 above, cumulated diffusion indexes based
on specific-cycle movements in the ratios of shocked to control series,
were constructed for the three randomly chosen simulation runs of the
OBE Model. The identification and dating of the specific cycles pre-
sented greater difficulties for the ragged series with non-autocorrelated
shocks (Run 205) than for the considerably smoother series with auto-
correlated shocks (Runs 107 and 110). Accordingly, the results for the
former set are probably less dependable than those for the latter sets.

The three cumulated diffusion indexes are displayed in Chart 4.10.
Each of them includes twenty-one series; that is, all variables covered
in the OBE simulations.

As would be expected, the indexes for the different runs differ
greatly in timing and amplitude of fluctuations. As in the Wharton
Model, these indexes show distinct movements of cyclical duration.
The tabulation on p. 509 indicates that the expansions in the indexes
averaged about 6 to 7 quarters, while the expansions in the relative
deviations from trends of the postwar GNP and GNP38 series aver-
aged 11 to 12 quarters. For contractions, the mean durations are 6 to
11 quarters for the indexes and about 7 quarters for the G NP ratio-
series. The differences between these measures are sizable but lie en-
tirely within the range of historically observable variation. For example,
without the single extra-long increase in the 1960’s, the expansion aver-
ages for the G NP ratio-to-trend series would be reduced to 7 to 8 quar-
ters. Mean duration figures for the GNP simulations in current and

33 The figures in column 2 of Table 4.14 exceed the corresponding entries in columns 3
and 4 in nearly 86 per cent of the comparisons.
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CHART 4.10

Cumulated Historical Diffusion Indexes for Selected Sets of Stochastic
Simulations, Ratios to Control Solutions, OBE Model
(1966-1-1990-1V')
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constant dollars are on the whole of the same general order of mag-
nitude.®

Ratios to
Ratios to Control Solution, Exponential
OBE Model, Indexes of Trend,
Cumulated Per Cent Actual Data,
Expanding 1948-68

Run 107 Run 110 Run 205 GNP GNPS8

(D (2) 3) 4) (3)

Average Duration of Movement, in Quarters

Expansions 6.1 6.8 5.6 12.5 11.0
Contractions 5.5 9.0 10.8 7.0 6.5
Full cycle 11.6 15.8 16.4 19.5 17.5

4.2.7 Table 4.15 presents the conformity measures (frequencies
of unmatched and extra turns) for the simulated ratio-series of the
selected OBE runs. The measures result from timing comparisons
between these series and the corresponding reference (cumulated
diffusion) indexes, CDI. The table also shows the distributions of the
leads and lags involved (columns 5 to 12). The average leads and lags
are given in Table 4.16.%

The series in Run 205 have much higher proportions of extra
turning points than the series in either of the other sets (Table 4.15,
columns 3 and 4).3 This is analogous to results shown in Table 4.7
for the Wharton simulations, and the reason is already familiar: the

54 For eight runs (including three with non-autocorrelated shocks, S,, and five with
autocorrelated shocks, S.), the averages, weighted by the number of cycles per run, are
as follows. (The figures refer to ratios of shocked- to control-series and are expressed in
quarters.)

G NP: expansions, 9.7; contractions, 9.8: full cycle, 19.5.
G NP58: expansions, 9.5; contractions. 9.5: full cycle, 19.0.

The S, runs tend to show considerably longer expansions and contractions (averaging
12 to 17 quarters). The S, runs have somewhat shorter movements (averaging about 8 to
9 quarters in either direction).

35 The format of these tables is the same as that of the Tables 4.7 and 4.8 for the
Wharton Model (in Section 4.1.7 above).

36 There are 20 series with extra specific-turns in Run 205, 14 in Run 107, and 15 in
Run 110. The average percentages of such turns are 31.0, 16.0, and 21.6. respectively.
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S, series are a good deal more volatile than the S, series. Again, there
is no systematic difference between S, and S, in matching the reference
" turns.5?

Four of the simulations in Run 107, and six in Run 110, have
perfect conformity scores (no unmatched reference or extra specific-
turns), but there is only one such series (GNP) in Run 205. All of
these cases of one-to-one correspondence between the cyclical fluctua-
tions in CDI and the ratio-series relate to comprehensive-aggregates
that are expected to indicate closely the economy’s broad movements,
These include GNP in current and constant dollars, and total civilian
employment; also, the cyclically sensitive, though lagging, business
fixed-investment outlays, /SE, and YP and C, which recently have
shown rather muted (but recurrent) reactions to cyclical developments.

The worst conformity-scores (highest totals of the percentage in
columns 2 and 4 in Table 4.15) belong to the interest rates, price and
wage levels, housing starts, and new and unfilled orders. Actual data,
especially for the post-World War Il period, do show P and W to
conform poorly, and HS somewhat indifferently, but the interest rates
and orders series should have performed substantially better according
to their historical records.

4.2.8 According to the criteria specified in Section 4.1.8, the
simulated ratio-series of the OBE Model can be classified by timing,
with relatively little doubt for most variables.

(1) GNP, GNPS58, C, II, YP, LE. These series belong in the RC
(roughly coincident) group. For GNP, exact coincidences are most
frequent and lags are somewhat more numerous than leads; the
means are predominantly small positive ones (short lags), medians
zero (coincidences). For GNPS58 the measures are similar, with
somewhat more frequent leads at peaks. For C, there are a few
more leads in two of the runs, but they are, on the whole, short.
For 11, leads are quite frequent—especially at peaks—in one run
(107), and a few are long; but elsewhere, lags and coincidences are
as frequent or more, and the medians are zero throughout. The YP

57 There are |3 series that fail to match all reference-turns in Run 205, 14 such series
in Run 107, and 6 in Run 110. The average percentages of unmatched reference-turns
are 17.3, 17.2. and 13.9 for the three runs, respectively (Table 4.15, columns 1 and 2).
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series show a few longer lags in two runs, but once more the
averages are all in the RC range, and all but one of the medians are
zero. For LE, lags are more numerous than either leads or coinci-
dences, and most of the timing averages are lags of one to three
months. The LE series, then, could be classified as roughly coinci-
dent with some tendency to lag, RC-Lg.

HS,OMD. Predominantly leaders, L. There are long average leads
at troughs in Run 205, and at peaks in Run 110, for the housing
starts, and short average leads in Run 107. (However, leads and
lags balance each other at peaks in Run 205.) For new orders, all
means and most medians are leads, but they are short, from two to
five months. The leads tend to be somewhat longer at peaks than
at troughs. In at least two of the three runs, the OM D series can be
viewed as roughly coincident with a tendency to lead, RC-L.
ISE, UN, P, RL, LC/O. Generally, laggers, Lg. Most of the
individual observations for plant and equipment investment are
lags, and so are most of the averages; but they are short, in the RC
range. The same statements apply to the series for unemployment
(inverted). Both ISE and UN, therefore, qualify as roughly coinci-
dent with a tendency to lag, RC-Lg. The lags are often much longer
for the other variables in this group, particularly for P and LC/O at
peaks in Runs 205 and 110.

The evidence is somewhat more ambiguous for the remaining
variables, but it permits some further groupings and observations.
IH, CPR, AWW. The timing of these series is mainly leading or
roughly coincident, L, RC. Investment in housing leads, on the
average, by three months in Run 205, and by longer intervals in
Run 110 (especially at peaks), but it shows small mean lags else-
where. For profits, leads prevail in the averages of one run; but for
the rest, the medians are zero and the means are small lags. Much
the same applies to AWW: there are sizable leads here in one run
(107), and average coincidences and short lags in the other two
runs.

RS, W, M. These are all roughly coincident series, according to
the over-all timing averages (for “all turns”), but leads and lags —
some of them quite long—are here much more numerous than
coincidences, and just about offset each other. There.are a few
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long lags at peaks in two of the short-term interest-rate series. For
wages, lags somewhat outweigh leads; while for money, the op-
posite applies.

(6) UMD, NE. Here the timing is particularly mixed. For unfilled
orders, lags prevail in two runs, and leads in one — yielding over-all
averages of about +4 and —4 (months), respectively. Net exports,
when treated on an inverted basis, conform fairly well (on a positive
basis, very poorly).’® Lags dominate the averages for NE at peaks
in two runs; in one of which, they are rather long. Elsewhere the
timing of NVE is roughly coincident.

For the most part, the timing of the simulated ratio-series for the
OBE Model agrees broadly with the timing of the corresponding vari-
ables, as established from historical data.®® The agreement extends
beyond the roughly coincident national product, income, and con-
sumption aggregates (GNP, GNP58, YP, C) to some sensitive leading
indicators (HS, OMD) and some laggards (W, LC/O, and probably also
P). To be sure, there are deviations from this over-all correspondence
in that the behavior of some of the § series is occasionally contrary to
expectations (e.g., HS at peaks in Run 205), but the similarities do
prevail.

In several cases, the differences are more quantitative than quali-
tative and not very large. Thus LE and UN are roughly coincident
according to over-all timing averages for past data; in the OBE
simulations, they also belong in the RC group but show distinct lagging
tendencies.? /SE is recognized as a lagging indicator; in the simula-
tions, it often lags but on the average by short intervals, and hence
might be labeled RC-Lg; however, the average lag of /SE has been
very short in the past, too. Something similar might be said about the
interest rates, where RS also is coincident-lagging; here, the runs with

38 As noted in Section 4.1.8 (text and footnote 47), no meaningful timing comparisons
could be made for this variable in dealing with the Wharton simulated series (on either
basis). The rationale for the inverted treatment is that imports. which should conform
positively, enter NE with a negative sign (VE = exports minus imports).

%9 See Section 4.1.8 above for a discussion of some of these historical timing patterns
and related analytical problems.

% The unemployment rate (inverted) has often led at business-cycle peaks and lagged
at troughs; but here, UN shows some average lags at peaks, too.
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autocorrelated shocks must also be credited with having RL lag behind
RS.

Investment in housing, /A, leads in two runs, and in one case by
longer intervals at peaks: this agrees with its timing according to the
postwar data. However, in one run (107) /H shows, perversely, some
tendency to lag at peaks.

CPR—corporate profits after taxes—was included in the RC
group in the 1950 list of NBER indicators, but ten years later it was
shifted to the L group, in view of its longer leads in the postwar period.
The average lead of CPR in Run 205 agrees approximately with the
recent record, but the prevalence of coincidences and lags in Runs
107 and 110 does not.

There is evidence, too, that the timing since World War II has
become earlier for another leader, the change in business inventories,
[1. Here the apparent discrepancies are quite considerable, since the
simulations show /[ as roughly coincident, with leads about as frequent
as either exact coincidences or lags.

The average workweek, AWW, belongs to the most dependable
leaders; its median lead since 1921 has been 5 months. Only one of the
simulated series (in Run 107) has a similar timing pattern, while the
two others (in the RC or RC-Lg categories) definitely do not. The
simulations for UMD seem rather inconsistent from run to run, and
their timing is certainly quite different from that of the actuals (RC,
with leads at peaks). For net exports, it is difficult to know what to
expect: the series has not conformed well to domestic business cycles.5!

The record for the money supply, M, is also easy to interpret.
Total M has often shown retardations rather than absolute declines
during relatively mild recessions; but where timing comparisons can
be made, they suggest rough coincidence. The rate of change in M
tends to lead by irregular, but frequently long, intervals. The RC
patterns of most of the simulated series for this variable are probably
not necessarily in conflict with the historical evidence, given the type
of measurements here applied, but the long lags at peaks in one run
(205) are.

61 See lise Mintz. Cyclical Fluctuations in the Exports of the United States Since
1879. New York, Columbia University Press for the National Bureau of Economic
Research, 1967, Chapter 5. Also, see footnote 58 above.
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In summary, the timing of the simulations for //,AWW ,and UMD
disagrees with the recorded timing for these variables; and there are
also considerable partial discrepancies for a few other variables,
notably /H and CPR. The results seem to be better here than for the
Wharton Model with respect to the verisimilitude of timing for LE,
P, and RS; but the reverse applies to /I, UMD, and, perhaps, AWW,

4.3 STOCHASTIC SIMULATIONS: A SUMMARY

The main results of this part of our study are based on two sets
of measures: (1) frequency, duration, and relative amplitude of rises
and declines, and (2) conformity and timing of cyclical expansions and
contractions. They will be summarized in this order for both the
stochastic simulations proper (levels) and the relative deviations of
these S series from their presumed trends (ratios of shocked- to control-
series). The stochastic simulations must be seen against the back-
ground of the underlying control solutions and compared with sample-
period realizations in some suitable form.

4.3.1 The control solutions for both the Wharton and OBE
Models produce, for the most part, smooth series with upward trends.
There are some mild effects of the start-up shock in the Wharton
Model, but no recession develops. There are some fluctuations, down-
ward trends, or trend reversals in one or both of the control series for
eight variables (//, NE, UN, CPR, AWW, OMD, RS, and RL). The
trendlike control series contrast sharply with the nonstochastic sample-
period simulations, which do show recurrent fluctuations, although in
markedly damped form. One probable reason for this contrast lies in
the fluctuations of the exogenous variables, which are included in the
sample-period simulations but not in the ex ante stochastic simulations;
another reason (compatible with the first one) would be specification
errors of the models.

The stochastic simulations proper are strongly trend-dominated
for GNP in current and constant dollars, and for several other com-
prehensive aggregates, viz., personal income and consumption, em-
ployment, price and wage levels, and money supply. There are system-
atic differences between the series with non-autocorrelated shocks
(5,) and those with autocorrelated shocks (S.): the latter are far
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smoother than the former, hence tend to have larger average durations
(AD) and smaller average percentage amplitudes (APA) of rises and
declines. The Wharton S, series for GNP and G NP58 show somewhat
shorter and smaller declines than the historical data, while the §, series
show much fewer declines, which are all very short, and much too few
rises, which are all very long. In the corresponding OBE simulations
of either type, declines are altogether rare, short, and small.

For the other variables listed in the preceding paragraph, the AD
of rises in the sample-period actuals are often overestimated by the
S. series and underestimated by the S, series, particularly in the OBE
runs; the AD of declines tend to be underestimated by both §. and
S, figures. The series that have weaker trends and stronger fluctuations
(relating to investment processes, unemployment, average workweek,
orders, and interest rates) tend to have shorter movements than the
actuals in either direction. The §. series often underestimate the
length of the movements recorded in the historical data less than do
the §, series.

For the Wharton simulations, the APA of quarterly changes tend
to be too large in S, and too small in ., when compared with the
actuals. The OBE series have, for the most part, too small declines,
and here the §, series have the advantage of understating the APA of
the actuals less than the S, series do.

The criterion of duration is presumably more important than that
of amplitude. (See p. 438.) When this is taken into account, the
balance of our comparisons favors the S. over the §, simulations for
most variables in both models. However, the §, series yield results
which are definitely better than those of the S, sgries for GNP and
G NP58 in the Wharton Model. (In the OBE Model, neither type of
simulation gives directly acceptable approximations to the historical
behavior of these aggregates.)

Our charts and measures leave little doubt that the shocked simu-
lations of both models can produce extremely diversified behavior-
patterns in the different variables. Indeed, it appears that they accentu-
ate —and often overstate by historical standards—the persistence of
growth in national output, income, and employment aggregates on the
one hand; and the frequency of short irregular fluctuations in the more
sensitive series for investment and other partial indicators, on the
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other. It is the intermediate, cyclical movements that seem to become
blurred. But this could be due, in large measure, to the inadequate
handling or scaling of the shocks—in particular, to the neglect of
disturbances in the exogenous variables. Hence the proposal to
analyze the relative deviations of shocked-series from control-series, as
such experimental data might be expected to be more sensitive to, and
indicative of, the cyclical effects of relatively weak impulses.

It took some working familiarity with these simulated ratio-series
to recognize that the method can, and does, bring out errors of measure-
ment, as well. Short erratic movements, often of relatively large ampli-
tude, are a feature of many of the ratio-series, and the presence of
longer cyclical movements that are not mere statistical artifacts is
not always clear. Some of the control-series are probably rather arbi-
trary, and the procedure can, perhaps, reduce errors from this source.

It is particularly the ratios of §, to the control-series that are
highly erratic in many cases; the ratios for S, are much smoother. The
S, ratio-series have larger AD than the S, ratio-series in about 80
per cent of all cases, for both models; also, the former series generally
have smaller relative movements (APA) than the latter. (These ob-
servations for the ratios, it will be noted, parallel those for the levels
of the § series.) The simulated ratios tend to understate the AD of the
corresponding sample-period actuals (relative deviations from trend),
but often by much smaller margins for the S, than for the S, runs;
indeed, the deviations are very small for the former series in a sub-
stantial proportion of the comparisons. The APA of the S, ratios are
often larger, while those of the S, ratios are generally smaller, than the
corresponding amplitude measures for the actuals; and here, the dif-
ferences are frequently smaller for S, than for §,.

The trend-adjusted postwar GNP series in current and constant
dollars are, in most cases, better approximated by the S, than by the
S, ratios, in terms of the frequency and average durations of rises and
declines. Again, giving more weight to the duration than to the ampli-
tude criterion, the results for the ratio-series generally favor the §.
over the §, simulations, and do so rather more strongly than do those
findings based on the level comparisons.

4.3.2 In their original form, many of the stochastic simulations
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show only short declines —isolated or more frequent — but no recurrent
fluctuations in the nature of specific cycles. This applies particularly
to the comprehensive income, production, and employment aggregates;
and still more to the OBE than to the Wharton series (as is evident
from the charts). Accordingly, the cyclical conformity and timing
analysis could be carried out fully only for the ratios of shocked-series
to control-series, not for the shocked-series proper.

Using the ratio-series, cumulative diffusion indexes (CDI) were
constructed for three randomly chosen runs of the Wharton Model and
for three of the OBE Model. For either model, the selection includes
one set of series based on the S, simulations and two based on the S,
simulations. Each of the CDI shows reasonably well-defined cyclical
movements, whose turning point dates can be used as a reference
chronology with which to compare the timing of the simulated series
in the given set. The average durations of the specific cycles in the
CDI are of the same general order of magnitude as the average dura-
tions of cycles in the relative deviations from trends of the postwar
GNP and GNP58 series. '

The lower the proportions of those turns in CDI and the simulated
ratio-series that cannot be matched, the higher the cyclical conformity
of the series. In general, the series involving autocorrelated shocks
show fewer “extra’ turns and, therefore, have better conformity scores
than the more erratic series with serially uncorrelated shocks. Among
the best conformers, in the models as in the historical data, are the
national product and income aggregates in current and constant dollars,
and also some of the largest real-expenditure components (C, {SE);
among the poorest are the price and wage levels, and net exports. The
interest rate simulations show relatively poor conformity in both
models, and so do the Wharton series for profits, and the OBE series
for new and unfilled orders —all contrary to the actual records.

Measures of relative timing (based on comparisons at the reference
or CDI turns) show GNP, GNP58, YP, C, and UN all to be roughly
coincident, in the simulated as in the actual data. Both models agree
broadly with historical records in regard to /H and CPR, which are
predominantly leading, and /SE, RL, and W, which tend to lag. In the
Wharton Model, the average timing measures for // and UMD (leads

L
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TABLE 4.17

Stochastic 100-Quarter Simulations (Ratio-Series) for Two Models,

Absolute and Relative Frequency Distributions of Leads and Lags
at Turns in Cumulated Diffusion Indexes
(number and per cent)

Timing Observations at Business

Cycle Turns
Exact
Grouped Coinci-
Line Variables? Total Leads dences Lags
) (2) 3) 4)
Wharton Model®
Leading (5)
1 Number 159 76 42 41
2 Per cent 100.0 47.8 26.4 25.8
Coincident (6)
3 Number 192 45 82 65
4 Per cent 100.0 234 42.7 339
Lagging (3)
5 Number 89 25 19 45
6 Per cent 100.0 28.1 21.3 50.6
OBE Model®
Leading (7)
7 Number 256 111 72 73
8 Per cent 100.0 43.4 28.1 28.5
Coincident (7)
9 Number 279 62 132 85
10 Per cent 100.0 22.2 47.3 30.5
Lagging (4)
11 Number 142 34 36 72
12 Per cent 100.0 23.9 25.4 50.7

3 Classified according to the timing of actuals (historical series). The varia-
bles included in each group are those used in Table 3.14,lines 1 to6and 7 to 12
(based on Tables 3.4 and 3.8 for the Wharton and OBE Models, respectively).

b Based on Table 4.7. The count includes all observations at reference (CDI)

peaks and troughs for the three runs (31, 14, and 26) combined.

¢ Based on Table 4.15. The count includes all observations at reference
(CDI) peaks and troughs for the three runs (205, 107, and 110) combined.
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and RC) are also correct in terms of past behavior, but this is not
so in the OBE Model. On the other hand, the timing patterns of LE,
P, and RS are reproduced better in the OBE than in the Wharton
simulations. The leading tendency of AWW is largely missed in both
models. No major inconsistencies prevail in the relative timing of the
OBE simulations for OMD, HS, LC/O, and M (variables not included
in the Wharton Model).

Both models score relatively well on timing according to these
comparisons, and neither appears clearly superior to the other. From
the timing measures alone, it would not be possible to say that the
S, runs are systematically worse (or better) than the S, runs. However,
the quality of these measures seems particularly uncertain for §,,
because these series have greater frequencies of turns (all and extra)
and, hence, conform worse than do the §, series.

Table 4.17 sums up the evidence on cyclical timing of the simu-
lated ratio-series. Like Table 3.14 for the sample-period simulations,
it attempts to answer the question: How well do the models differ-
entiate between the groups of historically leading, coinciding, and
lagging indicators? These distributions classify the observations by
model and timing group only, combining the individual runs and the
measures at peaks and at troughs within these categories. The results
are reasonably satisfactory in that, in both models, leads are more fre-
quent than either lags or coincidences for the group of leading indi-
cators; and, similarly, coincidences represent the modal class for the
roughly coincident group, while lags represent the modal class for the
lagging group. Indeed, these distributions appear to be better than
those based on the sample-period simulations for Wharton and OBE
in discriminating between the timing categories, because of a superior
performance with respect to the group of coinciders (compare Table
4.17 with Table 3.14, lines 1 to 12, columns 6 to 9). However, the
differences between the leaders and the laggers are still less pronounced
here than in the distributions for the sample-period actuals (Table
3.14, columns 2 to 5).
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S CONCLUSION AND SUGGESTIONS FOR
FURTHER RESEARCH

TO COMPLETE this report, three inter-related tasks remain to be done.
We shall now sum up the main findings of this study, identify its prin-
cipal limitations, and consider its implications for future work.

S.1 SURVEYING THE RESULTS

(1) The nonstochastic simulations analyzed in Parts 2 and 3 refer
to the periods to which the models were fit and use the correct ex post
values of the exogenous variables; hence, they do not provide tests of
the predictive powers of the models. They do, however, subject the
models to rather demanding tests of a different kind, since, in simul-
taneous estimation, errors are liable to cumulate across a model and
over time. There is evidence that the calculated values do tend to drift
away, though not necessarily continuously, in simulations that cover
more than one or two business cycles. The drift is easy to spot visually
on some charts for trend-dominated variables such as G NP, where it
takes the form of increasing underestimation of growth. Generally, the
discrepancies between the levels of the simulated and actual series are
much greater than those between the corresponding quarterly changes.
The reason lies in autocorrelated errors, which cumulate, thus throw-
ing off base the long multiperiod predictions that are involved here.

(2) Simulation of turning points presents a particularly difficult
test for the models. Missed turns, large discrepancies in timing, and
drastically reduced amplitudes of fluctuation are all major sources of
error in the simulated series that are associated with directional shifts
in the actuals. For more cyclical and volatile variables, such timing and
amplitude differences result in especially large errors.

(3) The nonstochastic sample-period simulations indicate that
models such as the Wharton and OBE produce a progressively —and
heavily —damped time-path of aggregate output (real income). Only
the first one or two recessions covered have found some reflection in
the declines of the simulated GNP58 series for these models. The
FMP series, being quite short, allow no examination of whether this
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model would have simulated another contraction in GNP58 beyond
the first two rounds.

(4) It is consistent with these results that the six-quarter simula-
tions, which cover only one business-cycle turn each, disclose no
dampening or other systematic changes over time. Since each of these
short simulations starts from new (correctly measured) initial condi-
tions, any one of the included episodes has an approximately equal
chance to be replicated. Small shifts in the base have rather little effect:
the simulations are not significantly better when they start one quarter
ahead of a reference peak or trough than when they start two or three
quarters ahead. About 75 per cent of the specific-cycle turns in the ac-
tual series are matched in these short simulations when the differences
in timing are disregarded, whereas the corresponding proportion for the
long sample-period simulations is close to 65 per cent.®

(5) Common to both short and long nonstochastic simulations is a
strong tendency to underestimate the amplitudes of the observed
cyclical movements. Since these simulations exclude the component
of random disturbances which is present in the actuals, the total vari-
ance of any of them must be smaller than the variance of the cor-
responding historical series. However, the six-quarter and reference-
cycle amplitudes refer to separate cyclical episodes, as reflected in the
complete-model simulations; underestimation could well show up
much less consistently in such measures than in the over-all changes
in the § series, and it does. To the extent that the simulations under-
predict the longer cyclical movements and not just the short irregular
variations in the actuals, errors of this kind acquire a'systematic and
undesirable element.%3

(6) The simulated series are, for the most part, classifiable accord-
ing to their timing at business-cycle turns; but some of them are not,

%2 The gain from reducing the span of the calculations is considerably larger for real
GNP. where short simulations still reproduce about 70 per cent of the turning points,
while long simulations match only 55 per cent. There may be some bias in these compari-
sons in favor of the long simulations to the extent that S and 4 have corresponding turns
that either lead or lag at the reference dates by long intervals. for such observations are
included in the counts for the sample-period series but may not be included in those for
the six-quarter runs. (However, the admission of the “‘inferred prior turns' in the latter
measures —see Table 2.1 and text—should counteract some of this bias.)

8 Underestimation of changes is not per se undesirable —indeed, it is a property of

unbiased and efficient forecasts—but it can also occur in grossly incorrect predictions.
See [24. p. 18] and [29. p. 43].

)



528 + ECONOMETRIC MODELS OF CYCLICAL BEHAVIOR

because they have too few turning points. The series in this subset
consist mainly of comprehensive aggregates for GNP, employment,
personal income, and consumption—series that should have shown
good cyclical conformity and roughly coincident timing. Although the
simulations do differentiate broadly between the groups of leading,
coincident, and lagging indicators, these distinctions are much less
sharp here than in the actual data. This applies to both the short, and
the long, nonstochastic simulations. In particular, for the coincident
indicators, the simulations show a preponderance of leads and lags
that balance each other, rather than the large percentages of exact
coincidences (in quarterly terms) that typify the recorded timing dis-
tributions for these series.

(7) The ex ante simulations (control-solutions), by reaching far
into the unknown future, confront the models with difficult problems of
internal consistency. They include, for both models examined here
(Wharton and OBE), some series that are either made to behave in a
more-or-less arbitrarily predetermined fashion or are permitted to
behave in ways that would seem difficult to rationalize (as illustrated
by the simulations for unemployment and interest rates). For the com-
prehensive indicators of over-all economic activity, the nonstochastic
simulations for future periods, unlike those for the sample periods,
produce smooth trend-dominated series rather than series with recur-
rent, if damped, fluctuations. Thus these models do not generate
cyclical movement endogenously.5

(8) In the stochastic ex ante simulations many fluctuations do
occur, but they are in large part too short to qualify as cyclical move-
ments. The series with autocorrelated shocks are much smoother than
those with non-autocorrelated shocks; that is, they have longer, but
also smaller, declines, which interrupt their upward trends less fre-
quently. The use of autocorrelated shocks is helpful in many— but
not in all—cases: it works better for the more volatile series than for
the comprehensive aggregates with dominant growth trends and sub-

8 |t is important to recall that here the models are unaided by fluctuations in the
exogenous variables, which in reality — as reproduced in the sample-period simulations —
are often pronounced. The projections for these variables are essentially monotonic
growth trends, and the models evidently contain no mechanisms that would cause the
simulated system to undergo fluctuations in the absence of any shocks (either in the
exogenous quantitites or in the relationship with the endogenous variables).
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dued fluctuations. In general, the cyclical aspects of the simulated
series are much weaker than those observed in the historical series,
in contrast to the long trends and short erratic variations that are often
considerably stronger.

(9) Since the shocks used may not be adequately scaled, ratios
of the stochastically simulated to the control series were also analyzed,
in the expectation that they would show greater cyclical sensitivity.
This expectation was confirmed, but the ratio-series are also much
more erratic than the shocked-series proper, reflecting not only greater
over-all susceptibility to the effects of the shocks but presumably,
also, a telescoping of measurement errors. The ratios based on simula-
tions with serially uncorrelated shocks are particularly volatile; those
with autocorrelated shocks are substantially smoother and generally
more plausible.

(10) Cumulated diffusion indexes constructed from the ratio-
series exhibit specific cycles whose average duration is similar to that
of cycles in trend-adjusted GNP, as recorded in the postwar period.
Series that incorporate autocorrelated shocks conform better to these
reference indexes than do those with non-autocorrelated shocks. The
comprehensive indicators of national product, income, and expendi-
tures, which historically rank high on conformity, also score relatively
well according to these comparisons.

(11) There is considerable correspondence between the relative
timing of the ex ante stochastic simulations and of the historical data
for the same variables, as indicated by the average leads, coincidences,
and lags of the ratio-series at reference-cycle dates—that is, at the
major peaks and troughs in the appropriate diffusion indexes. The
distributions of the timing observations for these series are at least as
good as those for the sample-period simulations in differentiating be-
tween the groups of typical leaders and laggers —and appreciably better
in identifying the coinciders. However, the total picture is less favor-
able than these measures alone would imply, for many turns in the
more volatile ratio-series cannot be matched with the reference turns;
and some that can be, are difficult to date, so that the timing compari-
sons involved are rather uncertain.
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5.2 SOME PROBLEMS AND AGENDA

(1) One of the basic questions raised at the outset of this study
has been answered in the negative by our results for the Wharton and
OBE simulations: neither of these models endogenously produces
movements corresponding to the historical business cycles. To answer
this question for the FMP Model, nonstochastic post-sample-period
simulations would be needed.

(2) The absence of any ‘‘shocks’ or fluctuations in the projected
exogenous variables is an unrealistic feature that could, to a large
extent, be responsible for the weakness of the cyclical elements in the
stochastic simulations here examined. Further experiments should test
whether this weakness can be remedied, or reduced, by imposing more-
or-less sporadic disturbances on the exogenous factors.

(3) More-standardized simulations for the different models are
required in dealing with a comparison of the models regarding their
ability to approximate the main characteristics of major short-term
fluctuations of the economy. The need here is, at least, for a suitable
common sample-period for the different models. Such standardization
would also help to solve some analytical problems. For example, it
should then be possible to learn more about the relative “damping”
properties of the models.

(4) Every econometric model embodies a set of tentative hypoth-
eses, and these theoretical frameworks can differ in important respects
without any one of them being obviously unreasonable or inferior to
the others: economic theory is not so well developed—and anyhow,
cannot be as specific —as to preclude this situation. To the extent that
this is so, the more differentiated the models are, the greater should be
the potential gains from empirical studies of such models. From this
point of view, it is of major interest to obtain and examine the ex ante
stochastic simulations for the FMP Model, which differs importantly
from other models. Comprehensive simulation studies are needed, as
well, for the large Brookings system and for some other more modest,
but interesting, models.

(5) This leads directly to the contributions that simulation analy-
sis can make to a comparative study of specification errors in different

]
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models. While we believe this to be a promising area that should be
explored systematically, the subject is as vast and difficult as it is

important and it was largely left outside the scope of the present
report.
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DISCUSSION

IRMA ADELMAN
NORTHWESTERN UNIVERSITY

Zarnowitz et al. are to be congratulated on their unusually careful
analysis of the dynamic properties of the recent econometric models.
On the whole, their tests offer confirmation of the findings of my hus-
band and myself in our earlier paper on the dynamic properties of the
Klein-Goldberger model.! All the models tested by them were non-
cyclical in their behavior in the absence of shocks;? the amplitudes and
frequencies of oscillation in the presence of shocks were rather similar
to those in the U.S. economy. Nevertheless, the basic issue raised by
our paper (namely: Are the cycles induced by stochastic forces exoge-
nous to the models, or are the models a poor representation of the ac-
tual economy?) remains unsolved. This is so because all of the models
tested strongly resemble the Klein-Goldberger Model in their basic
structural specification of the economy. The only model whose eco-
nomic and mathematical structure is somewhat different (the MIT-
FRB Model) could not be tested, since the simulation results were not
made available to Zarnowitz et al. while their paper was being pre-
pared. If the analysis of the simulation results with the MIT-FRB
Model leads to conclusions similar to those derived from the other
models, this will, to my mind, tip the scale in favor of the hypothesis
that the origin of business cycles in the real economy is truly stochastic.

Naturally, even if the dynamic simulations — whether shocked or
nonshocked — indicate that the dynamic properties of a model resemble
those of the U.S. economy exactly, this cannot be taken as a sufficient
test of the validity of the model. The reason for this is that the dynamic
simulations are based on simultaneous solutions of the reduced forms

1 1. Adelman and F. L. Adelman, “The Dynamic Properties of the Klein-Goldberger
Model,” Econometrica (Oct., 1959), 596-625.

2 |n this connection, it is only the stochastic simulations for 25 years, using the extrap-
olated values of the exogenous variables, which are truly free of shocks over the sample
period. Both the nonstochastic simulations using actual values of the exogenous vari-
ables and the nonstochastic simulations over six quarters —starting from actual values —
contain shocks. The first set of simulations includes shocks in exogenous variables, while
the second set incorporates shocks in initial conditions.

BUSINEH

of the models, with ¢
nous; but to any giy
number of different]
is identified in the s{
eters requires equ
with specific combj
absence of both the
timates, one cannot
set of reduced formq
erties of a model is
dation of the structy
example, in the Gr
Christ review of the
must pass the analy
and the forecasting
validity as good apy
real economy.

There is some e
of Type I and Type
shock taken in isolag
that a combination
superior to either q
equations), or purel
be interesting to cn
shocks by using the ¢
to generate shocks y
would be used to fol
ables (e.g., GNP, pq[
upon specific instrug
ernment expenditur
of control functions.
the form

3 Zvi Griliches. "The
and Statistics. Vol. L. N
4+ C. F. Christ. "Aggref
XLVI (1956). 385-408.

|
y




PR

eir unusually careful
conometric models.
: findings of my hus-
mic properties of the
by them were non-
2 the amplitudes and
s were rather similar
basic issue raised by
Ihastic forces exoge-
esentation of the ac-
ise all of the models
Model in their basic
v model whose eco-
different (the MIT-
ion results were not
hper was being pre-
with the MIT-FRB
ved from the other
or of the hypothesis
y is truly stochastic.
whether shocked or
of a model resemble
taken as a sufficient
s is that the dynamic
f the reduced forms

of the Klein-Goldberger

5 years, using the extrap-
f shocks over the sample
s of the exogenous vari-
ting from actual values —
kogenous variables, while

BUSINESS CYCLE ANALYSIS OF MODEL SIMULATIONS * 535

of the models, with the lagged endogenous variables treated as endoge-
nous; but to any given reduced form there can correspond an infinite
number of differently specified structural models, even when the model
is identified in the statistical sense. Identification of structural param-
eters requires equating certain coefficients of the structural model
with specific combinations of coefficients of the reduced forms: in the
absence of both the structural specification and the reduced form es-
timates, one cannot infer a particular model structure from a specific
set of reduced forms. Therefore, an exploration of the dynamic prop-
erties of a model is not a substitute for an equation-by-equation vali-
dation of the structural specification of the model, as carried out, for
example, in the Griliches review of the Brookings Model,® or in the
Christ review of the Klein-Goldberger Model.* At a minimum, models
must pass the analytic-structural tests, the dynamic simulation tests,
and the forecasting tests before one can have some confidence in their
validity as good approximations to the behavioral relationships of a
real economy.

There is some evidence inthe Zarnowitz results that acombination
of Type 1 and Type Il shocks would perform better than either kind of
shock taken in isolation. The tests also offer some ground for the belief
that a combination of correlated and uncorrelated shocks would be
superior to either purely random (both across variables and across
equations), or purely correlated, shocks. In this connection, it would
be interesting to create a set of mixed correlated and uncorrelated
shocks by using the output of a control-model (in the engineering sense)
to generate shocks upon some of the basic input variables. The model
would be used to forecast the future levels of some of the target vari-
ables (e.g., GNP, price levels, and unemployment) and then the shocks
upon specific instrument variables (money supply, interest rates, gov-
ernment expenditures, taxes) could be determined by specifying a set
of control functions. The control function for each variable would have
the form

8 = Fi =iyl =i )

3 Zvi Griliches. “The Brookings Model: A Review Article,” Review of Economics
and Stratistics, Vol. L, No. 2 {1968), 215-234,

+ C. F. Christ, “Aggregate Econometric Models." American Economic Review, Vol.
XLVI (1956), 385-408.
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where 8/ is the shock imposed by the control authorities (Federal Re-
serve, Bureau of the Budget, and Congress) upon instrumental variable
i at time r; v¥ is the level of the jth target variable forecast for time ¢;
and v* is the desired level of that variable for that point of time. The
sign Ofa_(v(}f——lvg’) should be set by Keynesian conventional wisdom,
and the order of magnitude of the shocks would be fixed by reference to
the variance of such shocks in the past. The function F; would probably
be quadratic. Each variable in the model could then be subjected to a
shock: u{= \;p} + (1 — \;) 8/; where p! is an uncorrelated shock with
zero mean and a fixed variance; 8! is the shock calculated from the con-
trol function; and A; is a weighting factor 1 = A; = 0. Such an approach
to the generation of shocks would appear to be more realistic than either
of the two extreme specifications employed by Zarnowitz et al. By
varying \; towards unity one could also, incidentally, have a test of the
Friedman hypothesis.

Tests of the type performed by Zarnowitz et al. are important
inputs, aiding insight into both the properties of econometric models
and the dynamics of a real economy. Unfortunately, the results of the
careful tests performed upon the existing quarterly econometric model
in the present paper suggest that we have not progressed substantially
along either front during the decade since publication of the original
paper by my husband and myself.

SAUL H. HYMANS
UNIVERSITY OF MICHIGAN

1. INTRODUCTION

The main task of this Conference should be to assess the existing
econometric evidence as it bears on the causes of business cycles. An
alternative view —and one that I tend to reject—is that we are gathered
to assess various econometric models. None of the models before us is
a bad model; after all, each was built by competent economists who
were then willing to publish the model, to use it, and to submit it to the
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scrutiny of both members of the profession and the Survey of Current
Business. Each model has had moments of glory —even forecasting
real GNP correctly for two quarters in succession is enough to warm
the heart of a model-builder. And. at times, each model will surely be
very wrong. It takes very little to remember 1968.

One of the significant findings of this Conference has been the
fact that the record of ex ante forecasting by a particular model has
generally been superior to the model’s ex post forecasting performance
over the same period. The reason for this is immediately obvious to
anyone who operates a model. No operator—at least, not one with
much success as a forecaster — lets the computer center run his model.
Rather, the operator considers the model to be nothing better than the
best statement of the internal logic of the economy which he happens to
have available. While he rarely tampers with the model’s interactive
logic, he recognizes that there are relevant factors which he rhinks he
knows, and which he is sure the model does not know, about current
realities in the economy. In some way, he attempts to communicate
this information to the model. The value of an operation like Wharton-
EFA is that someone who really understands the interactions in that
model will be the one to phase in the removal of the investment tax
credit, or to take account of a strike, or to tell the model that it simply
does not understand the state of expectations in the business sector.
And what is most important, much of the relevant information which
has to be communicated to the model is simply not contained in the
values of the exogenous variables. That is why an outsider who does
no more than feed in the exogenous data is really only testing whether
the model possesses the necessary property of a dynamic structure
which keeps its endogenous motion within the extreme limits of reality.

2. SAMPLE-PERIOD TESTS

What, then, do we make of the performance of these models in the
ex post tests run by Zarnowitz, Boschan, and Moore? Specific peculi-
arities aside, the over-all performance was fairly successful. The major
intermodel discrepancy seems to have been that FMP was capable of
picking up the cyclical peak —though not the succeeding amplitude —
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in 1957. In the section on sample-period simulation, Zarnowitz,
Boschan, and Moore speculate that the superior performance of FMP
in 1957 may be due to its having been initiated in 1956, a period far
closer to the 1957 peak than the initiation period of either Wharton or
OBE. However, in the section on six-quarter simulations, the authors
point out that FMP’s superior ability to pick up turns is maintained
even when the comparison is restricted to the 1957-61 period —in
which case, all the models would have been identically initiated.

Since full data were not provided, one can only speculate about the
reason for this difference in behavior. One obvious possibility is that
FMP does have better structural equations—at least in the particular
aspects which were, at the margin, critical in reproducing the 1957
peak. A look at the available charts, the actual data, and the FMP
structure does, however, suggest a plausible alternative. In real terms,
G NP fell by $7 billion in the final quarter of 1957. Final sales, on the
other hand, declined by only $12 billion, while inventory investment
experienced a sharp drop of $5%2 billion. FMP completely misses the
decline in inventory investment, and projects real GNP to rise from
third to fourth quarter. The sense in which FMP does pick up the cycle
is in the simulation of a drop in real G NP of $6-7 billion over the two-
quarter period, 1957.4 to 1958.2, concurrent with a very small initial
drop in inventory investment from fourth to first quarter, and a larger
decline in the following quarter. The Wharton Model actually does a
much better job than this regarding the direction and timing of simu-
lated inventory investment, but it fails to show any decline in real GNP.
Wharton, of course, is simulating all of net exports endogenously —
and probably poorly enough to miss the $3%2 billion decline which
followed the artificial boost from the Suez Crisis —while FMP is being
fed an exogenous $3.3 billion decline in exports. It is therefore quite
possible that the discrepancy between the Wharton and the FMP simu-
lations in late 1957 rests largely on the differences in endogeneity of
the two models.

All three models produce distinct biases in their sample-period
simulations. This may not be of grave concern in short-term appli-
cations of the models, though it can serve to point up weaker ele-
ments in the structure. For example, the real expenditure sectors in
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the three models seem to be superior in performance to the wage-price
sectors, by and large. The models in question treat all, or most of,
government spending exogenously, and determine endogenous interest
rates largely via term-structure equations based on an exogenous short-
rate or discount rate. These major inputs to the expenditure sector are,
therefore, well determined in ex post simulations. Since the wage-price
sector is treated as only a minor input to the expenditure sector, it is
hardly surprising that the latter performs creditably. On the other hand,
small errors in output-expenditure determination are capable of result-
ing in serious distortion of the wage-price-productivity configuration.
The relative sector performances are thus not difficult to trace down.

3. STOCHASTIC SIMULATIONS

The sample-period tests revealed that under a regime of fixed-
parameter simulation, the models would respond to the true values of
the exogenous variables by cycling— but well within the limits of real-
ity. Under these circumstances, the noncyclical path in response to
twenty-five years of smooth exogenous variables is readily understood.
This situation is about as close as we can come in practice to the text-
book ideal of investigating the properties of the pure endogenous sys-
tem. It corresponds to a laboratory experiment free of external shocks,
free of differential policy errors, and free of changing expectations. All
these results, combined with the subsequent stochastic simulations,
lead me to pose the following alternative inferences.

(/) The models contain extreme specification errors. A more nearly
correct specification would produce endogenous cycles even
with smooth exogenous variables.

or (ii) The business cycle is not endogenous; rather it is the result of
a normally stable, or damped, system reacting to external in-
fluences.

[ suggest that the time has come to admit that the weight of
reasoned evidence is on the side of the latter. There is simply no clear
evidence to support the view that the business cycle results from the
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endogenous interaction of consumption and investment spending as
they are normally determined in an industrialized market economy free
of external shocks. Any stock-adjustment model which exhibits endog-
enous cycles, clearly rests on a gross denial of the ability of the busi-
ness sector to understand the realities of an aggregative natural growth-
rate. This seems particularly inappropriate as the general description
of a highly industrialized economy with concentrated market structures.

The parameters which we estimate in our models are surely not
correct—nor is the structure correct. But within the general structure,
it requires only minor changes in particular parameter values to get a
model to reproduce closely any cyclical episode which it does not
duplicate under a fixed-parameter regime. The altered parameters
cannot, however, be expected to work well in the majority of time
which lies outside the turning point areas; nor will the parameter altera-
tions adequate for one episode be those required for the next. In an
important sense, then, we live with variable parameter sets. Most of the
time, one set serves well to represent the system. At other times, the
normal set is a poor approximation.

At some junctures, the effective parameter set may change for
reasons which are not immediately clear to any observer. Such epi-
sodes are more apt to produce data outliers than anything else. They
correspond in spirit to the uncorrelated shocks which—in the Type 1
ratio simulations — generally failed to produce a path with marked simi-
larity to the cycles of experience.

The effective parameter set is almost sure to change when external
shocks conspire to push the economy steadily away from the path on
which normal expectations are fulfilled, and normal decision criteria
are- suitably rewarded. Such episodes are quite likely to result in a
cyclical response pattern. They correspond in spirit to the correlated
shocks which—in the Type II ratio simulations —succeeded in pro-
ducing a path of alternating activity with duration and timing patterns
remarkably close to those in the observed data.

We are as certain as we can be that throughout the past twenty-
five years, expectations changed markedly at certain critical times:
external factors of monetary policy, fiscal policy, and world-trade
circumstances impinged on the economy; and production technology
and demographic patterns changed substantially. And this is only an
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abbreviated list. Given the mildness of the business cycle over the
same period, how can we expect the data to reveal anything other than
a system which would be stable or damped in the absence of such
factors?

In an obvious sense, this returns us to Frisch and his emphasis on
external shocks. But more specifically, it suggests that the cycle itself
arises after the economy has already been displaced from its normal
path. The process by which the economy gropes its way back from
unfamiliar events to a self-justifying set of decisions constitutes the
cycle, as we know it. And that, in fact, returns us to Schumpeter.
Maybe that is not such a bad place to be after all.
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