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## Obesity and Risk Knowledge


#### Abstract

Obesity is an epidemic health problem in many developed countries, and it is an emerging public health concern in developing, transitional, and newly-developed countries. The purpose of this research is to investigate the relationship between individuals' knowledge concerning the health risks of obesity and their tendency to be obese (as measured by the "body mass index"). Instead of assuming that obesity is a pure physiological problem as in previous studies, we allow an individual's cost/benefit evaluation to play a role. Based on survey data from Taiwan, we investigate the relationship with the quantile regression technique. The results suggest that such a relationship does exist and it is different for males and females.


## 1 Introduction

This paper investigates the relationship between obesity, as measured by the body mass index (BMI), and obesity health risk knowledge at the individual level. By obesity health risk knowledge, we refer to an individual's awareness of the harmful health consequences that obese people are liable to incur. Other things being equal, an individual who is aware of the connection between obesity and certain harmful health consequences will have higher perceived or expected costs associated with obesity than one who is not aware of such a connection. Accordingly, the possession of knowledge on obesity's health risks prevents an individual from being overweight. By adopting this approach, we implicitly assume that individuals are rational and that obesity, to some extent, has to do with decision making involving the cost/benefit analysis concerning obesity. This departs from previous research on obesity, which mostly addresses the issue from physiological and genetic perspectives. While recognizing the roles of physiological and genetic factors, this research allows individuals' perception of obesity's costs and benefits to be the determinants of obesity.

For our empirical analysis, we employ the quantile regression method, which estimates the effects of a set of covariates on the quantiles of the BMI distribution. The quantile regression method is well suited to the study of obesity. With the adoption of the quantile regression method, we estimate the explanatory variables' effects on the BMI level over the whole distribution.

An alternative method, which can be used to analyze individuals' BMI, is the least squares method. However, this method is not sufficient in the context of obesity analysis. The least squares model concerns with a regressors' effect on the conditional mean of the dependent variable. This unfortunately does not provide enough information to make an inference on obesity. This is because there is an optimal range for an individual's BMI, and BMI is not a monotonic indicator of healthiness (too high or too low a BMI level is not ideal for health). To see that, let us consider an example, where the least squares estimation
yields a positive coefficient for a certain variable. This positive coefficient may arise from the variable's positive effect on BMI anywhere in the distribution. Yet, different percentiles where the variable takes up a statistically significant effect convey very different implications. For example, if a variable has a positive effect only at the left-half of the BMI distribution (i.e., the lower quantiles), then this variable would not be considered to be conducive to obesity. Such a variable can be considered benign, because it is negatively associated with underweight. On the other hand, if the positive effect appears at locations beyond the median (i.e., the upper quantiles), then this variable can be considered an obesity risk factor.

Another alternative would be to define an indicator of obesity using a certain cut-off point and estimate the explanatory variables' effects on this indicator. ${ }^{1}$ For example, individuals with a BMI above 25 may be defined as being overweight and above 30 as being obese, as suggested by the World Health Organization (1997). To some extent, the estimation will yield information on a variable's effect on "obesity." The deficiency of this approach is that these cut-off values are only referential rather than definitive, and obesity is more a matter of degree.

In addition, we adopt a two-stage approach to take into account the special features of the health risk knowledge indicators: ordinal, potentially endogenous, and high-dimensional. The first-stage involves the estimation of the health risk knowledge indicators with the ordered probit model, such that the response items are allowed to be ordinal. The first stage estimations produce predicted values, which are continuous measures of the health risk knowledge indicators. Since the residuals (i.e., unobserved individual heterogeneity, whose correlation with the BMI models' residuals leads to endogeneity) are excluded from these predicted values, they are exogenous with respect to the BMI models. Finally, we use factor analysis to reduce the dimension of these predicted indicators, which are found to be sufficiently summarized by only one factor for the male respondents and for the female respondents, respectively.

[^1]The results of this research have significant implications. Firstly, our results demonstrate whether or not individuals' evaluation of the costs and benefits of obesity plays a role in their tendency to be obese/overweight. If obesity risk knowledge is found to have a bearing on the tendency to be obese/overweight, then our contention that one's cost/benefit analysis has an influence on his/her status of being obese/overweight is supported. Secondly, our results are a useful reference for policy makers in designing obesity prevention policies and for medical practitioners, who may supplement regular treatments with obesity risk counseling.

The remaining part of the paper is arranged as follows. Section 2 outlines the current research's background. Section 3 reviews the literature. Section 4 describes the data used in our empirical analysis. Section 5 briefly outlines our empirical methods. Section 6 presents a discussion of the estimation results.

## 2 Background

Obesity is a worldwide challenge to public health. The prevalence and urgency of the obesity problem led the World Health Organization to declare it a "global epidemic" (see World Health Organization, 1997).

In developed countries, obesity is a major and exacerbating public health problem. For example, based on the Behavioral Risk Factor Surveillance System Survey, 19.8\% of U.S. adults in 2000 ( $20.2 \%$ for males and $19.4 \%$ for females) are obese (see Mokdad, et al., 2002). Its prevalence rate has also been increasing at an alarming pace, being only $12 \%$ in 1991 and rising to $18 \%$ in 1998 (see Nestle and Jacobson, 2000), while the prevalence rate and trend in other Western-developed countries are similar to those in the U.S. (see Taubes, 1998). Moreover, it is an emerging problem in developing, transitional, and newly-industrialized countries. For example, Zohoori, et al. (1998) show that the obesity rate among men aged 18-60 has increased dramatically from 1992 to 1996 in Russia. Similar trends are observed in Mauritius (Africa) and Thailand (see Taubes, 1998).

It is well established that obesity is associated with adverse health effects, e.g., gall bladder disease, hypertension, sleep apnea, gout, breast and endometrial cancer, colorectal cancer, and osteoarthritis (see Bray, Bouchard, and James, 1998). While developing, transitional, and newly-industrialized countries are still not alert as to the hazard, in developed countries, enormous efforts have been put on the treatment and prevention of obesity. Various treatment and prevention programs have been implemented in developed countries, for example, surgical treatment (as applied to the extremely overweight), pharmacotherapy, and behavioral modification (e.g., dietary control, exercise, and nutrition education, which could also include treatment or preventive measures against obesity). ${ }^{2}$

It is well recognized that being overweight is a result of an imbalance between energy intake and expenditure. Most obesity treatment programs focus on one or the other side of the energy intake-expenditure equation. Theoretically, any treatments focusing on decreasing one's energy intake or increasing one's energy expenditure should be effective. However, experience shows that for individuals having undergone pharmacotherapy and behavioral modification programs, a weight loss is often followed by a weight rebound (see Kramer, et al., 1989; Jeffery, et al., 1993; and Bray, 1998).

Treatment programs mostly produce short-term effects and their effectiveness dissipates in the long run (see Stunkard, 1996, for a review of the various treatment modalities). It is likely that treatment non-compliance is responsible for the transient effect of obesity treatment programs. At the initial stage after an individual joins a treatment program, because of a correction in the energy intake-expenditure imbalance, the treatment program succeeds in producing weight loss. However, as the individual's self-control or willpower fades, nonperseverance and non-compliances (e.g., absenteeism, failure to follow nutrition guidelines, or dropping out), which involve individual decisions, render these treatment programs ineffective. This suggests that the behavioral and decision making aspects of obesity cannot be

[^2]ignored.
In the public health literature, there are studies that look at the relationship between certain sociodemographic factors and obesity/overweight. They show that the amount of nutrition knowledge that an individual has does not have any statistical association with obesity, while a negative attitude toward obesity is negatively related to obesity (see Harris, 1983; and Gordon-Larsen, 2001). This is another piece of evidence lending support to our contention that individuals' evaluation about the costs of obesity/overweight is an important determinant of obesity and individual decisions are involved.

## 3 Literature Review

The study of the impacts of health risk knowledge on individual behavior is not new in the economics literature. However, the public health literature has paid less attention to individuals' response to health risk knowledge.

In the economics literature, there are numerous studies which use survey data to evaluate the public's risk perception and examine the impact of this perception on their smoking behavior. Such studies have been pioneered by Viscusi (1990, 1991, 1992, 1995), who found that the higher an individual's subjective risk is from dying from lung cancer, the less likely it is for he/she to smoke. Moreover, most individuals overestimate the risk of dying from lung cancer. Based on data from Taiwan and Spain, Liu and Hsieh (1995) and Viscusi, et al (2000) both respectively reach a similar conclusion that health risks from smoking have a negative impact on smoking. It is also found by Liu and Hsieh (1995) and Rovira, et al (2000), respectively, that the Taiwanese and Spanish public, in general, overestimate smoking risks.

Also investigating cigarette smoking behavior, Kenkel (1991) adopts an alternative indicator of how much information an individual possess, which is measured by the number of smoking-related diseases that an individual knows. The study finds that the more smoking-
related diseases that an individual knows, the less likely he/she is to smoke. Hsieh, et al (1996), based on data from Taiwan, and Jones and Kirigia (1999), based on a sample of South African women, show similar findings.

By looking at the relationship between knowledge on health risks and obesity, we implicitly assume that people are rational and the tendency to become obese is, at least to some extent, a matter of choice. This assumption is important to our interpretation of the relationship, because we believe this behavioral assumption is close to the reality. While obesity may not be a deterministic outcome of people's choice or willingness to be obese, people's choice or willingness definitely has some effects on their weight. For example, having some knowledge of the risk of being obese, an individual may implement some preventive or corrective measures, e.g., exercise and/or dietary control. These measures are likely to have at least some effects on weight.

While analysis of individuals' addictive substance consumption (e.g., cigarette) in response to their health risk perception is well researched, people's response to obesity-related risk knowledge has yet to be explored. In the economics literature, the issue of obesity in general is seldom touched upon, with a notable exception being Chou, Grossman, and Shaffer (2002), who look at the determinants of individual obesity and pay special attention to economic factors (regional density of fast-food restaurants and full-service restaurants, and the prices of meals at restaurants, food and cigarettes, etc.). Another economic study of obesity that catches our attention is that by Lakdawalla and Philipson (2002), who argue that the long-run growth in weight is due to the decline in physical activity (at home and on the job) and the lowering of food prices brought about by technological changes.

## 4 Data

Our empirical work is based on data from the survey Cardiovascular Disease Risk Factors Two-Township Study (CVDFACTS) in Taiwan. The CVDFACTS is a longitudinal survey
focusing on the relationship between the risk factors of cardiovascular diseases and the development of the diseases (see Yeh, et al., 1994). The survey was conducted in two townships in Taiwan, namely Chu-Dong and Pu-Tzu. In each of these two townships five villages were randomly selected among all villages having either a population of more than 1,000 or a population density of over 200 per square kilometer. All residents in a selected village were mailed an invitation to participate in the survey. The study and its purpose were described in the invitation letter. For those who did not respond, a maximum of three invitation letters were sent.

There are a total of five cycles. In the first cycle (September 1990) of the study, a total of 5106 ( 2235 males and 2871 females) subjects were recruited. In the second cycle (January 1994), those aged above 20 and hypertension-free, and those who had no missing data in the first cycle were followed. There were 2373 subjects ( 983 males and 1390 females) and the follow-up rate was $71 \%$. In the third cycle (January 1994-December 1996), all subjects who attended the first and/or second cycles were targeted as potential subjects. The study ended up with 5146 subjects ( 3153 males and 1993 females), who have finished a set of medical examinations and responded to a questionnaire on health practices and food intakes. The subjects of the fourth cycle (March 1997-November 1998) were limited to those who had attended the third cycle and were above age 35 , and only medical examinations were carried out. The present study uses data obtained from the fifth cycle (July 2000-Dec 2001), where a module of questions on obesity risk perceptions were included in the questionnaire. All family members (residing in the same housing unit) of subjects who had attended either the second or third cycle (totaling 5690 individuals) were invited to participate in the fifth cycle. Only 4161 individuals have actually participated in the survey.

In the health risk perception module, subjects were asked whether they think obesity will cause:
(1) apoplexy
(2) hypertension
(3) diabetes
(4) heart disease
(5) gout
(6) breast cancer
(7) ulcer

Possible answers to these questions are:
(A) very likely
(B) possible
(C) not possible and
(D) don't know

By assigning a score of 3 to item (A), 2 to item (B), 1 to item (D), and 0 to item (C), we construct a variable from each question measuring a respondent's risk knowledge concerning obesity.

After deleting missing data for the variables that we use in our empirical analysis, there are 3700 individuals in the sample, among them 1726 are males and 1974 are females. In the empirical analysis, we look at males and females separately. The rationale for the stratification of our analysis by gender is that males and females may respond to risk knowledge very differently due to the possibility of very different weights that they put on health, career, social life, and marriage.

The definitions of the variables are detailed in Table 1. The means and standard deviations of the variables used in the empirical analysis are presented for each inter-quantile range in Tables 2 and 3.

To have a closer look at the sample respondents' BMI distribution, we plot it in Figure 1, where the upper graph pertains to males and the lower one to females. In each graph the shaded area is the confidence band and the solid line in the shaded area traces the BMI value at each quantile. The horizontal solid line depicts the BMI's sample median. We can see that there is a steeper increase in the BMI toward the right tail of the distribution and there is also an increase in the variance. The female respondents' BMI distribution exhibits
a similar pattern as with the male respondents.

## 5 Empirical Methods

In this section we present our empirical strategies. We first give a brief illustration of the the quantile regression technique, through which we investigate the impacts of health risk knowledge on BMI at different points of the distribution. This is followed by a presentation of the way we account for the special features of the health risk knowledge indicators in our empirical work.

### 5.1 The Quantile Regression Technique

To gauge the association between individuals' knowledge on obesity's adverse consequences and their tendency to be overweight, we use the quantile regression model as proposed by Koenker and Bassett (1978). See Buchinsky (1998) and Koenker and Hallock (2001) for a lucid illustration. The purpose of the quantile regression is to estimate conditional quantile functions, where quantiles of a response variable's distribution are specified as functions of observed covariates. The quantile regression is a semi-parametric method, in the sense that while the conditional quantile has a linear form, it involves no assumption on the conditional distribution.

Denoting individual $i$ 's BMI as $B_{i}$, the quantile regression model pertaining to the $\theta$ th quantile can be expressed as the following:

$$
\begin{equation*}
B_{i}=\boldsymbol{\beta}_{\theta}^{\prime} \boldsymbol{X}_{i}+\epsilon_{\theta i}, \quad Q_{\theta}\left(B_{i} \mid \boldsymbol{X}_{i}\right)=\boldsymbol{\beta}_{\theta}^{\prime} \boldsymbol{X}_{i}, \tag{1}
\end{equation*}
$$

where $\boldsymbol{\beta}_{\theta}$ is a vector of coefficients, $\boldsymbol{X}_{i}$ is a vector of demographic characteristics, $\epsilon_{\theta i}$ is a stochastic term, $Q_{\theta}\left(B_{i} \mid \boldsymbol{X}_{i}\right)$ stands for the conditional quantile of $B_{i}$ given $\boldsymbol{X}_{i}, \theta$ is an index for the quantile, and $i$ is an index for the respondents. The coefficients are estimated by
solving

$$
\begin{equation*}
\min _{\boldsymbol{\beta}_{\theta}} \sum_{i} Q_{\theta}\left(B_{i}-\boldsymbol{\beta}_{\theta}^{\prime} \boldsymbol{X}_{i} \mid \boldsymbol{X}_{i}\right) . \tag{2}
\end{equation*}
$$

The $\theta$ th conditional quantile of $B_{i}$ given $\boldsymbol{X}_{i}$ is shown by $Q_{\theta}\left(B_{i} \mid \boldsymbol{X}_{i}\right)=\boldsymbol{\beta}_{\theta} \boldsymbol{X}_{i}$. The $k$ th element of vector $\boldsymbol{\beta}_{\theta}$ represents the marginal effect of the $k$ th covariate,

$$
\begin{equation*}
\beta_{\theta k}=\frac{\partial Q_{\theta}\left(B_{i} \mid \boldsymbol{X}_{i}\right)}{\partial X_{i k}} . \tag{3}
\end{equation*}
$$

In other words, $\beta_{\theta k}$ is the marginal change in the $\theta$ th conditional quantile as a result of a change in $X_{i k}$.

The most important feature of this framework is that the regressors' marginal effect, $\boldsymbol{\beta}_{\theta}$, may vary over different quantiles. For a given set of regressors $\boldsymbol{X}_{i}$, we estimate a set of coefficients $\left\{\boldsymbol{\beta}_{\theta}, \theta=0.05,0.01, \ldots 0.95\right\}$, pertaining to the nineteen quantiles.

In the quantile regression models, the vector of regressors $\boldsymbol{X}_{i}$ contains an indicator of a respondent's obesity health risk knowledge (which is elaborated below) and some socioeconomic variables. The socioeconomic variables include a respondent's age and its square (denoted AGE and AGESQ), marital status (denoted MARRIED), degree of satisfaction with one's own health condition (denoted HEALTH), years of education (denoted EDUCATION), income level and its square (denoted INCOME and INCOMESQ), hours of work per week (denoted WORK), and housework hours per day (denoted HOUSEWORK); and whether a respondent has a religious preference or not (denoted RELIGION) and whether or not he/she is a vegetarian or not (denoted VEGETARIAN). See Table 1 for a detailed description of the variables.

To account for the possibility of heteroskedasticity for the disturbance term $\epsilon_{\theta i}$, we use the bootstrap method to compute the parameters' confidence bands (see Buchinsky, 1995 and 1998). To compute the confidence bands, we draw 1000 bootstrap samples. Each bootstrap sample contains the same number of observations as the original samples (i.e., 1726 for the male sample and 1974 for the female sample).

### 5.2 Health Risk Knowledge

We have seven indicators for health risk knowledge. These indicators take ordinal integer values, with possible values ranging from 0 to 3 , indicating the different likelihood of adverse outcomes. Moreover, these indicators are likely to be correlated with the unobserved individual heterogeneity (i.e., the residual term) in the BMI regression model.

These features of the health risk knowledge indicators create three problems in the empirical work. ${ }^{3}$ First of all, given that the health risk knowledge indicators are ordinal, if we use these indicators as regressors in our regressions, then strong restrictions will be imposed on their effects on individuals' BMI (e.g., the effect of "very likely" will have an effect twice as large as that of "possible"). Secondly, the correlation between one's health risk knowledge and his/her BMI leads to the endogeneity problem, which causes biasedness for the coefficient estimates in the BMI regressions. The endogeneity of an individual's knowledge on obesity's health risks may arise from the fact that there are unobserved factors which affect both one's tendency to be overweight and one's risk perception. ${ }^{4}$ Finally, if we use all seven indicators simultaneously as regressors in a regression, there is likely to be multicollinearity. This is because these indicators are very likely to be correlated. In this subsection, we describe the way we deal with the special features of the health risk knowledge indicators in order to avoid the problems mentioned above.

## Two-Stage Approach and Ordered Probit Model

To take into consideration the first two problems, we adopt a two-stage regression approach, with an ordered probit model used in the first-stage estimation. Denoting a particular health risk knowledge variable for individual $i$ as $H_{k i}$, where $k=1, \ldots 7$, the model can be

[^3]written as:
\[

$$
\begin{align*}
& H_{k i}=j, \quad \text { if } \quad \mu_{k j}<H_{k i}^{*} \leq \mu_{k j+1}, \quad j=1, \ldots, 4 ;  \tag{4}\\
& H_{k i}^{*}=\boldsymbol{\delta}_{k}^{\prime} \boldsymbol{Z}_{i}+u_{k i} ;  \tag{5}\\
& \mu_{k 0}=-\infty, \quad \mu_{k 4}=\infty  \tag{6}\\
& u_{k i} \sim N(0,1) \quad \text { (standard normally distributed) } \tag{7}
\end{align*}
$$
\]

where $\mu_{k j}$ and $\boldsymbol{\delta}_{k}$ are parameters to be estimated, $\boldsymbol{Z}_{i}$ is a vector of individual characteristics, the parameter restrictions (6) and distribution assumption (7) are imposed for parameter identification, and the random variable $u_{k i}$ is allowed to be correlated with the residual of the BMI regression model $\epsilon_{\theta i}$, i.e., endogeneity is accounted for. Variable $H_{k i}^{*}$ stands for a continuous latent measure of individual $i$ 's perceived likelihood for the $k$ th adverse health outcome to occur.

Under the ordered probit model, individual $i$ 's answer to a health risk knowledge question is determined by his/her value of $H_{k i}^{*}$. For example, he/she perceives the likelihood for the $k$ th adverse outcome to be "possible" (i.e., $H_{k i}=2$ ) if $\mu_{2}<H_{k i}^{*} \leq \mu_{3}$. Thus, the ordered probit model allows us to obtain a continuous representation of an ordinal variable.

It is noted that variable $H_{k i}^{*}$ is unobservable to the econometrician since $u_{k i}$ is unobservable, but this does not pose a problem for us. This is because $u_{k i}$ is to be removed from $H_{k i}^{*}$ so as to avoid the endogeneity problem anyway. ${ }^{5}$ That is, to account for endogeneity we use the predicted variable $\widehat{H}_{k i}^{*}=\boldsymbol{\delta}_{k}^{\prime} \boldsymbol{Z}_{i}$, instead of the actual latent variable $H_{k i}^{*}$, to measure health risk knowledge. See Levin (2001) and Arias, Hallock, and Sosa-Escudero (2001) for similar instrumental variable estimators in the context of quantile regressions, and Amemiya (1982), Powell (1983), and Chen and Portnoy (1996) for the asymptotics of the two-stage quantile regression estimators.

In the presence of endogeneity, we need to use instruments to achieve identification of the health risk knowledge's effects. In general, these instruments need to be correlated with the

[^4]endogenous variable, but uncorrelated with the error term of the model of interest, where the endogenous variables are present as regressors. In the current study, four variables are used as instruments: (1) whether a respondent reads newspapers regularly or not (denoted NEWSPAPER); (2) whether a respondent watches TV news broadcasts regularly or not (denoted TVNEWS); (3) a respondent's frequency of meeting friends (denoted FRIENDS); and (4) whether a respondent participates in community activities or not (denoted COMMUNITY). These four variables are all related to a respondent's exposure to information.

The variables NEWSPAPER and TVNEWS are proxies of the possibility for a respondent's information coming from the media. It is likely that if a respondent reads newspapers or watches news broadcasts regularly, then he/she has more information about the harmful effects of obesity. The other two variables FRIENDS and COMMUNITY pertain to a respondent's exposure to information through inter-personal interactions. While information from inter-personal interactions is more likely to be imprecise, it is likely to have a greater impact on the receiver, because it is from people he/she trusts or knows. The rationale for using these four variables as instruments is that they are related to a respondent's possible sources of information. There is a greater chance that one's possible information channels are related to the amount of information that he/she has, while they may not directly affect his/her health condition. A more detailed description of these variables is in Table 1.

In addition to the four instruments, the vector of regressors $\boldsymbol{Z}_{i}$ in the ordered probit models contains all exogenous variables in the BMI model as regressors.

## Factor Analysis

The ordered probit model enables us to create exogenous and continuous measures of health risk knowledge $\widehat{H}_{k i}^{*}$. However, the problem of dimensionality still exists. If we use all of these measures in our regressions, there will be multicollinearity. To reduce the dimension of these measures, we resort to factor analysis. Factor analysis is a statistical technique aiming at finding a small number of orthogonal common factors that linearly summarize a
set of original variables. That is,

$$
\begin{equation*}
\widehat{H}_{k i}^{*}=\sum_{f=1}^{C} b_{k f} F_{f i}+e_{k i}, \tag{8}
\end{equation*}
$$

where $F_{f i}$ is the $f$ th common factor, $b_{k f}$ is the $f$ th factor's loading for the $k$ th predicted health risk knowledge, and $e_{k i}$ is the $k$ th predicted health risk knowledge's unique factor (analogous to the residual in a regression model). The common factors $F_{f i}$ and the factor loadings $b_{k f}$ are to be estimated. It is noted that, in addition to being orthogonal to each other, these common factors are normalized to have a zero mean.

Factor analysis involves the choice of common factors to be extracted from the original variables. We employ here the Kaiser criterion, which is the most widely-used criterion (see Dunteman, 1989, pp22-23). The Kaiser criterion retains factors which have eigenvalues greater than 1.0. ${ }^{6}$

After the performance of factor analysis, we have a set of estimated common factors $\left\{\widehat{F}_{f 1}, \ldots, \widehat{F}_{f C}\right\}$. These common factors are used as measures of a respondent's health risk knowledge in the BMI quantile regression models. It is noted that the common factors are functions of the predicted values, which are generated variables. In general, when they are used as regressors in a regression model, their coefficients' covariance matrix are complicated analytically. In the current study we avoid the derivation of the covariance matrix analytically by using the bootstrap method to compute the empirical covariance matrix.

## Test for Overidentification Restrictions

The reliability of our estimation results hinges on the validity of our instruments (i.e., our exclusion restrictions). To make sure that our instruments are valid, we conduct an overidentification restriction test. Our test is in the spirit of Hausman's (1983, page 433) test of overidentification restriction for linear simultaneous equation models. In the context of a linear simultanous equation model the validity of instruments $\boldsymbol{Z}_{i}$ implies that the structural

[^5]equation's residual $\epsilon_{i}$ is independent of all the exogenous regressors, i.e., $\mathrm{E}\left(\epsilon_{i} \mid \boldsymbol{Z}_{i}\right)=0$. Under Hausman's (1983) approach a structural equation's predicted residual $\widehat{\epsilon}_{i}$ is regressed on all the exogenous variables $\boldsymbol{Z}_{i}$, and the condition $\mathrm{E}\left(\widehat{\epsilon}_{i} \mid \boldsymbol{Z}_{i}\right)=0$, i.e., the sample analog of the orthogonality condition, is tested.

In the context of the quantile regression model the validity of the instruments requires that the residual $\epsilon_{\theta i}$ is orthogonal to all the exognenous variables $\boldsymbol{Z}_{i}$ at the $\theta$ th quantile, i.e.,

$$
\begin{equation*}
Q_{\theta}\left(\epsilon_{\theta i} \mid \boldsymbol{Z}_{i}\right)=0 \tag{9}
\end{equation*}
$$

which is analogous to the linear simultaneous equation model's orthogonality condition $\mathrm{E}\left(\epsilon_{i} \mid \boldsymbol{Z}_{i}\right)=0$. We test the orthogonality condition (9) by regressing the predicted residual $\hat{\epsilon}_{\theta i}$ on all the exogenous variables $\boldsymbol{Z}_{i}$, that is,

$$
\begin{equation*}
\widehat{\boldsymbol{b}}_{\theta}=\underset{\boldsymbol{b}_{\theta}}{\operatorname{Arg} \min } \sum_{i} Q_{\theta}\left(\widehat{\epsilon}_{\theta i}-\boldsymbol{b}_{\theta}^{\prime} \boldsymbol{Z}_{i}\right), \tag{10}
\end{equation*}
$$

where $\widehat{\epsilon}_{\theta i}$ is obtained from our two-stage instrumental variable quantile regresion at the $\theta$ th quantile, and $\boldsymbol{Z}_{i} \equiv\left\{\boldsymbol{X}_{i} \boldsymbol{Z}_{1 i}\right\}$, with $\boldsymbol{Z}_{1 i}$ being the instruments. The validity of the instruments requires $\widehat{\boldsymbol{b}}_{\theta}=\mathbf{0}$, i.e., $\widehat{\epsilon}_{\theta i}$ is orthogonal to $\boldsymbol{Z}_{1 i}$.

To test for $\widehat{\boldsymbol{b}}_{\theta}=\mathbf{0}$, we adopt the chi-square test of Koenker and Bassett (1982, page 49). Our null hypothesis is:

$$
\mathrm{H}_{0}: \widehat{\boldsymbol{b}}_{\theta}=\mathbf{0}
$$

and under the null the test statistic is

$$
\begin{equation*}
\tau_{\theta}=\widehat{\boldsymbol{b}}_{\theta}^{\prime} \boldsymbol{\Omega}^{-1} \widehat{\boldsymbol{b}}_{\theta} \sim \chi_{q}^{2} \tag{11}
\end{equation*}
$$

where $\boldsymbol{\Omega}$ is the covariance matrix of $\widehat{\boldsymbol{b}}_{\theta} .{ }^{7}$ Under the null, the test statistic $\tau_{\theta}$ is chi-square distributed with degree of freedom $q$, which is equal to the number of instruments minus the number of endogenous variables (that is, $q=4-1$ in our case).

[^6]
## 6 Empirical Results

The ordered probit estimation results are presented in Tables 4 and 5. These results show that for male respondents the instruments TVNEWS and COMMUNITY are statistically significant in almost all regressions, while for female respondents NEWSPAPER is significant in most regressions. The presence of statistically significant instruments suggests that identification is likely to be achieved. These results also imply that males and females rely on different sources of information.

The factor analysis results are presented in Tables 6-8. The factor loadings for males and females are displayed in Tables 7 and 8. In Table 6, for both males and females there is only one factor with an eigenvalue greater than 1.0. This suggests that only one factor is sufficient to summarize all the seven predicted health risk knowledge variables for the male and the female respondents. Thus, in the quantile regressions of the BMI for both the male and female respondents, we include only one common factor. The two common factors (labeled RISK hereafter) identified for males and females are summarized in Table 9.

Before discussing the estimation results, we examine the validity of our overidentification restrictions. The test statistics of the overidentification restrictions test are displayed in Table 10. We accept the null hypothesis that the overidentification restrictions are valid at the $\theta$ th quantile when the $p$-value of the test statistic $\tau_{\theta}$ is sufficiently above conventional significance levels. We see in Table 10 that at almost all $\theta$ 's the test statistics' $p$-values are well above conventional significance levels. This suggests that for almost all of our quantile regression models the overidentification restrictions are valid. An exception is that for the male subsample at $\theta=0.85$, where the $p$-value of the test statistic is 0.0615 . This $p$-value is low, although not exceedingly so. This calls for cautions in interpreting the results pertinent to the male subsample at $\theta=0.85 .{ }^{8}$

The estimation results are visually summarized in Figures 2-5. Each plot in the figures

[^7]depicts the coefficient estimates of a given explanatory variable based on the 0.05-0.95 quantile regression models. The solid line, dotted with crosses, in the middle of the shaded area traces the coefficient estimates. The shaded area represents the $90 \%$ confidence region of the quantile regression coefficient estimates. The horizontal dotted line (traced by circles) shows the zero-level. For a given quantile, if the confidence interval covers the zero-line, then the coefficient estimate at that quantile is statistically insignificant at the $10 \%$ level. To demonstrate the differences between the quantile regression results and the linear regression results, we also plot the linear regression coefficient (i.e., the solid horizontal line) and its confidence bands (i.e., the dashed horizontal line) for each explanatory variable.

## Effects of Health Risk Knowledge

The results pertaining to the risk knowledge variable are presented in Figures 2. We first look at the males' results, which are reported in the upper panel of the figure. The graph shows that for quantile regressions at the 0.05-0.65 quantiles, the zero horizontal line is below the confidence region. That is, these coefficient estimates are positive and statistically significant at the $10 \%$ level for males. This implies that health risk knowledge is associated with an increase in the BMI for males whose BMI is either around the median or below the median (i.e., below the 0.65 conditional quantiles of the male BMI distribution). It is noted that the 0.65 quantile of the males' marginal BMI distribution is 24.99 , meaning that the possession of health risk knowledge is associated with an increase in BMI for male individuals who are not overweight (but nearly so). ${ }^{9}$ From the fact that this positive effect occurs at the medium and lower quantiles, we can infer that for males who have more knowledge on the association between obesity and adverse health outcomes, they are less likely to be underweight.

The positive effect of health risk knowledge on the BMI's medium to lower quantiles seems not very intuitive. This positive effect may arise from the fact that those who are

[^8]knowledgeable about the health risk of obesity are more likely to be also well-informed concerning nutrition.

The coefficient of health risk knowledge is statistically insignificant at the upper percentiles of BMI distribution (the 70th-90th), yet, its coefficient monotonically decreases beyond the 70th percentile. At the 95 th percentile, the coefficient equals -1.48 , which is statistically significant. That is, an increase in health risk knowledge by 1 is associated with a decrease in the BMI by 1.48. This suggests that the relationship between a male individual's BMI and his health risk knowledge is unequivocal at the very right tail of the distribution. ${ }^{10}$ The pattern of health risk knowledge's coefficient over the upper quantiles implies that mildly overweight male individuals are not responsive to the risks of obesity. Perhaps they do not think that those adverse health outcomes would afflict those who are mildly overweight. However, for males who are close to the conventional definition of being obese, the health risks of obesity are well heeded.

It is worth mentioning that the linear regression coefficient estimate (marked in the figure by a horizontal line) is statistically insignificant (as its confidence interval covers the zerolevel horizontal line). If we rely on the linear regression results for inference, then we may incorrectly draw the conclusion that the effect of health risk knowledge is negligible. This is compelling evidence for the study of individuals' BMI to adopt the quantile regression approach.

## Effects of Risk Knowledge for Females

Now we turn to the effects of obesity risk knowledge on females' BMI level. The results are plotted in the lower panel of Figure 2, which shows that the results for females are very different from those for males. The health risk knowledge's coefficient fluctuates around zero, and it is statistically insignificant at all percentiles. This implies that for female respondents, the possession of health risk knowledge is not associated with any non-trivial changes in the

[^9]BMI at any percentile of the sample distribution.

## Effects of Demographic Variables for Males

The results pertaining to the effects of the demographic variables on males' BMI distribution are presented in Figure 4. The results indicate that one's age has a quadratic effect on the BMI level for males, as demonstrated by the results pertaining to the variables $A G E$ (which has a positive coefficient at all percentiles) and $A G E S Q$ (which has a negative coefficient at all percentiles). This quadratic effect is quite consistent across the distribution except for the upper percentiles when both $A G E$ and $A G E S Q$ become insignificant from the 85 th percentile onwards. This is consistent with the results of Chou, Grossman, and Saffer (2002), who use linear least squares to estimate American individuals' BMI.

The effect of MARRIED is positive at almost all percentiles in the distribution of the male respondents' BMI, but it is statistically insignificant. By contrast, the coefficient of HEALTH is negative and it is statistically significant at some upper percentiles. This implies that for a male individual whose BMI is above the median, a decrease in his BMI is associated with an increase in his degree of satisfaction with his own health. It is noted that we do not interpret the relationship between HEALTH and the BMI distribution to be one of causality. The rationale for us to include the variable is to hold the health status constant in the regressions.

The years of eduction (denoted EDUCATION) have a significantly negative impact on the BMI distribution, except for the 80th-95th percentiles, where the effect is statistically insignificant. By putting income (denoted INCOME) and its square (denoted INCOMESQ) together in the regression, we intend to capture income's quadratic effect, as found by Chou, Grossman and Saffer (2002). However, the coefficients are statistically insignificant for all percentiles in our estimation.

The coefficient of RELIGION (i.e., whether having a religious preference or not) is positive for all percentiles except that for the 95 th, and it is positive and statistically significant for
some percentiles. That is, having a religious preference is associated with a higher BMI level. ${ }^{11}$ As indicated by VEGETARIAN's negative coefficient, male vegetarians have a lower BMI level. This negative association is statistically significant for the 20th -75 th percentiles.

The variables WORK (denoting amount of work time) and HOUSEWORK (denoting amount of housework time) are used to capture an individual's level of daily activity. However, in contrast to Chou, Grossman and Saffer's (2002) linear regression result that expected weekly hours have a negative (but tapering off) effect on an individual's BMI, we find that those two variables are statistically insignificant for almost all percentiles.

## Effects of Demographic Variables for Females

There are some similarities between the effects of demographic variables on the distribution of the BMI for females and those for males. For example, the effect of age (that pertaining to $A G E$ and $A G E S Q$ ) is quadratic, the statistically significant negative effect of education (denoted EDUCATION) occurs for individuals at the upper percentiles, and the effect of marital status (denoted MARRIED), income (denoted INCOME and INCOMESQ), work time (denoted WORK), and housework time (denoted HOUSEWORK) are all statistically insignificant. However, in contrast to males, having a religious preference (i.e., RELI$G I O N=1$ ) or being a vegetarian (i.e., VEGETARIAN=1) does not show a positive effect and negative effect, respectively, which are found for males. Furthermore, while the satisfaction with one's health (denoted HEALTH) has a statistically significant negative coefficient at the upper percentiles of the male BMI distribution, its coefficient is statistically negligible for females.

In sum, the results allude to the fact that it is more difficult to predict females' BMI using their socioeconomic characteristics. Moreover, for variables with statistically significant coefficients for females (i.e., AGE, AGESQ, and EDUCATION), their effects are similar to those for males.

[^10]
## 7 Conclusion

This paper investigates the relationship between individuals' risk knowledge and their tendency to be obese/overweight. We use the quantile regression method to detect the association between individuals' risk knowledge and their BMI level. The technique does not impose any distributional assumption on the regression model. Moreover, with this technique we can examine the relationship between risk knowledge and the BMI at each quantile of the distribution. This is especially useful for analyzing BMI, because the relationship between an individual's health and BMI level is not monotonic and there is an optimal BMI range. By using the quantile regression technique we can show how risk knowledge is associated with BMI, especially for the range of BMI which is considered to be medically unfavorable.

The quantile regression results suggest that for males the relationship between obesity health risk knowledge and BMI is positive and statistically significant below the mid-range of the BMI distribution. It becomes almost negligible around the upper percentiles, and significantly negative at the extreme right tail of the BMI distribution. That is, the negative relationship shows up for individuals who are extremely overweight. The results indicate that, conditional on all other regressors, males around and below the medium of the BMI distribution are less underweight if they possess more health risk knowledge. Actually, this may not be the direct effect of health risk knowledge of obesity, but arises from the positive correlation between health risk knowledge and the nutritional information that one possesses.

The relationship between health risk knowledge and BMI above the mid-range of the BMI distribution suggests that male individuals start to heed the health risks of obesity only when they are extremely overweight. We suspect that male individuals (even those who acknowledge that obesity can lead to harmful health consequences) do not consider it likely that the adverse health outcomes can plague mildly overweight individuals. To examine the empirical relevancy of our speculation, we need further research. One obvious way to investigate this speculation is to conduct a survey asking respondents whether being mildly
overweight would lead to any adverse health consequences.
The evidence pertaining to males is useful for health authorities in designing policies. Authorities would be able to reduce the likelihood for an individual to be overweight by implementing programs to enhance the general public's awareness of the harmful effects of obesity. Moreover, medical practitioners could supplement regular treatments of obesity with counseling on obesity's adverse consequences in order to augment treatment effectiveness.

Our results on the effect of health risk knowledge suggest that for males the cost/benefit evaluation plays a role in determining one's obesity status. In contrast, among females, knowledge of obesity's detrimental consequences on health does not have any discernible effect on BMI at all. Furthermore, the results show that it is more difficult to predict females' BMI using their socioeconomic characteristics. These results call for additional efforts and alternative approaches in order to understand the pattern and determinants of females' health behavior.
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Table 1: Definition of Variables

| Variable Name | Definition |
| :---: | :---: |
| BMI | A respondent's Body Mass Index; |
|  | BMI $=$ Weight in Kilograms/(Height in Meters) ${ }^{2}$. |
| AGE | A respondent's age. |
| AGESQ | $A G E$ squared. |
| MARRIED | A respondent's marital status; |
|  | MARRIED $=1$ if married, MARRIED $=0$ otherwise. |
| HEALTH | A respondent's degree of satisfaction with own health condition, ranging 0-100. |
| EDUCATION | A respondent's years of education. |
| INCOME | A respondent's own income level. |
| INCOMESQ | INCOME squared. |
| RELIGION | Whether a respondent has a religious preference or not; RELIGION $=1$ if yes, RELIGION $=0$ otherwise. |
| VEGETARIAN | Whether a respondent is vegetarian or not; VEGETARIAN $=1$ if yes, VEGETARIAN $=0$ otherwise. |
| WORK | A respondent's hours of work per week. |
| HOUSEWORK | A respondent's housework hours per day. |
| NEWSPAPER | Whether a respondent reads newspapers regularly or not; NEWSPAPER $=1$ if yes, NEWSPAPER $=0$ otherwise. |
| TVNEWS | Whether a respondent watches TV news broadcasts regularly or not; TVNEWS $=1$ if yes, TVNEWS $=0$ otherwise. |
| FRIENDS | A respondent's frequency of meeting friends; |
|  | FRIENDS $=1$ if not at all, |
|  | FRIENDS $=2$ if seldom, |
|  | FRIENDS $=3$ if once every one or two months, |
|  | FRIENDS $=4$ if several times per month, |
|  | FRIENDS $=5$ if once per week, |
|  | FRIENDS $=6$ if more than two times per week. |
| COMMUNITY | Whether a respondent participates in community activities or not; COMMUNITY $=1$ if yes, COMMUNITY $=0$ otherwise. |

Table 2: Inter-Quantile Means and Standard Deviations for Males.

|  | Mean (Standard Deviation) |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 0\%-10\% | 10\%-20\% | 20\%-30\% | 30\%-40\% | 40\%-50\% | 50\%-60\% | 60\%-70\% | 70\%-80\% | 80\%-90\% | 90\%-100\% |
| BMI | 18.61 | 20.50 | 21.66 | 22.53 | 23.31 | 24.11 | 24.92 | 25.82 | 27.15 | 30.37 |
|  | (0.93) | (0.39) | (0.27) | (0.22) | (0.24) | (0.23) | (0.24) | (0.30) | (0.50) | (2.84) |
| AGE | 46.86 | 48.31 | 51.62 | 51.01 | 52.94 | 54.07 | 54.61 | 54.50 | 54.39 | 53.23 |
|  | (21.34) | (20.12) | (18.38) | (18.21) | (17.10) | (15.63) | (14.52) | (15.22) | (14.58) | (15.17) |
| AGESQ | 2648.26 | 2736.12 | 3000.59 | 2931.22 | 3093.39 | 3166.99 | 3192.02 | 3200.90 | 3169.28 | 3061.95 |
|  | (2054.20) | (1925.46) | (1796.12) | (1856.21) | (1759.92) | (1594.79) | (1554.90) | (1587.97) | (1534.62) | (1547.83) |
| MARRIED | 0.60 | 0.62 | 0.73 | 0.73 | 0.78 | 0.84 | 0.88 | 0.84 | 0.85 | 0.84 |
|  | (0.49) | (0.49) | (0.45) | (0.45) | (0.41) | (0.37) | (0.33) | (0.37) | (0.36) | (0.37) |
| HEALTH | 71.80 | 73.35 | 73.21 | 74.88 | 73.25 | 71.04 | 72.23 | 72.62 | 71.42 | 70.49 |
|  | (12.75) | (11.41) | (12.68) | (12.66) | (12.77) | (11.95) | (12.85) | (13.86) | (12.22) | (13.51) |
| EDUCATION | 11.27 | 11.28 | 11.36 | 11.05 | 10.93 | 10.97 | 10.50 | 10.68 | 10.25 | 9.90 |
|  | (3.85) | (3.90) | (3.99) | (4.01) | (4.22) | (3.61) | (4.12) | (3.85) | (3.98) | (3.90) |
| INCOME | 2.82 | 3.13 | 3.21 | 3.45 | 3.72 | 3.63 | 3.70 | 3.65 | 3.53 | 3.18 |
|  | (1.90) | (2.04) | (2.27) | (2.28) | (2.19) | (2.13) | (2.21) | (2.34) | (2.33) | (2.12) |
| INCOMESQ | 11.59 | 13.92 | 15.42 | 17.06 | 18.64 | 17.69 | 18.55 | 18.77 | 17.82 | 14.56 |
|  | (12.86) | (15.21) | (17.18) | (17.99) | (17.34) | (17.32) | (17.71) | (19.91) | (18.80) | (16.16) |
| RELIGION | 0.76 | 0.83 | 0.80 | 0.83 | 0.86 | 0.89 | 0.87 | 0.87 | 0.90 | 0.87 |
|  | (0.43) | (0.38) | (0.40) | (0.38) | (0.35) | (0.31) | (0.34) | (0.34) | (0.30) | (0.34) |
| VEGETARIAN | 0.05 | 0.09 | 0.10 | 0.08 | 0.09 | 0.08 | 0.06 | 0.07 | 0.07 | 0.06 |
|  | (0.21) | (0.28) | (0.31) | (0.27) | (0.29) | (0.27) | (0.24) | (0.25) | (0.26) | (0.24) |
| WORK | 21.64 | 23.56 | 23.32 | 24.42 | 24.34 | 27.27 | 25.88 | 29.27 | 28.77 | 28.40 |
|  | (26.12) | (26.08) | (25.54) | (27.57) | (26.44) | (27.02) | (27.88) | (27.37) | (28.31) | (28.07) |
| HOUSEWORK | 0.54 | 0.45 | 0.40 | 0.54 | 0.41 | 0.50 | 0.46 | 0.34 | 0.44 | 0.41 |
|  | (1.22) | (0.81) | (0.81) | (1.30) | (0.78) | (0.85) | (0.87) | (0.84) | (0.85) | (1.12) |
| NEWSPAPER | 0.55 | 0.65 | 0.66 | 0.65 | 0.70 | 0.71 | 0.68 | 0.71 | 0.73 | 0.61 |
|  | (0.50) | (0.48) | (0.48) | (0.48) | (0.46) | (0.46) | (0.47) | (0.45) | (0.44) | (0.49) |
| TVNEWS | 0.88 | 0.90 | 0.88 | 0.89 | 0.91 | 0.94 | 0.95 | 0.94 | 0.97 | 0.90 |
|  | (0.33) | (0.30) | (0.33) | (0.32) | (0.28) | (0.24) | (0.23) | (0.24) | (0.17) | (0.30) |
| FRIENDS | 3.47 | 3.40 | 3.32 | 3.61 | 3.64 | 3.62 | 3.74 | 3.69 | 3.62 | 3.78 |
|  | (1.64) | (1.55) | (1.54) | (1.58) | (1.58) | (1.59) | (1.62) | (1.60) | (1.65) | (1.65) |
| COMMUNITY |  | 0.23 | 0.25 | 0.23 | 0.29 |  |  | $0.32$ | $0.29$ | 0.23 |
|  | (0.36) | (0.42) | (0.43) | (0.42) | (0.45) | $(0.43)$ | $(0.47)$ | $(0.47)$ | (0.45) | (0.42) |
| Apoplexy Risk | 1.18 | 1.24 | 1.27 | 1.33 | 1.30 | 1.26 | 1.31 | 1.17 | 1.29 | 1.25 |
|  | (0.72) | (0.63) | (0.74) | (0.65) | (0.64) | (0.71) | (0.69) | (0.69) | (0.68) | (0.65) |
| Blood Pressure Risk | 1.25 | 1.30 | 1.34 |  |  | 1.32 | 1.37 | 1.21 | 1.34 | 1.24 |
|  | (0.70) | (0.62) | (0.71) | (0.67) | $(0.64)$ | (0.66) | (0.65) | (0.68) | (0.65) | (0.66) |
| Heart Disease Risk | 1.25 | 1.29 | 1.35 | 1.34 | 1.31 | 1.27 | 1.32 | 1.24 | 1.30 | 1.27 |
|  | (0.71) | (0.64) | (0.69) | (0.69) | (0.63) | (0.70) | (0.68) | (0.64) | (0.65) | (0.65) |
| Diabetes Risk | 1.11 | 1.09 | 1.20 | 1.20 | 1.14 | 1.09 | 1.13 | 1.06 | 1.18 | 1.15 |
|  | (0.74) | (0.73) | (0.75) | (0.75) | (0.72) | (0.70) | (0.75) | (0.72) | (0.70) | (0.72) |
| Ulcer Risk | 0.46 | 0.45 | 0.48 | 0.52 | 0.56 | 0.55 | 0.58 | 0.49 | 0.52 | 0.47 |
|  | (0.70) | (0.70) | (0.70) | (0.72) | (0.73) | (0.70) | (0.74) | (0.68) | (0.72) | (0.68) |
| Gout Risk | 0.74 | 0.71 | 0.91 | 0.85 | 0.78 | 0.87 | 0.92 | 0.81 | 0.90 | 0.87 |
|  | (0.77) | (0.73) | (0.82) | (0.77) | (0.77) | (0.79) | (0.77) | (0.75) | (0.77) | (0.76) |
| Breast Cancer Risk | 0.29 | 0.19 | 0.30 | 0.29 | 0.22 | 0.30 | 0.30 | 0.17 | 0.22 | 0.30 |
|  | (0.55) | (0.46) | (0.57) | (0.58) | (0.46) | (0.56) | (0.50) | (0.40) | (0.49) | (0.57) |

Table 3: Inter-Quantile Means and Standard Deviations for Females.

|  | Mean (Standard Deviation) |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 0\%-10\% | 10\%-20\% | 20\%-30\% | 30\%-40\% | 40\%-50\% | 50\%-60\% | 60\%-70\% | 70\%-80\% | 80\%-90\% | 90\%-100\% |
| BMI | 18.09 | 19.97 | 20.98 | 21.95 | 22.83 | 23.72 | 24.59 | 25.64 | 27.08 | 30.54 |
|  | (1.00) | (0.34) | (0.27) | (0.27) | (0.25) | (0.27) | (0.25) | (0.33) | (0.55) | (2.56) |
| AGE | 38.13 | 42.36 | 47.72 | 50.74 | 51.59 | 54.59 | 56.45 | 56.50 | 56.41 | 55.22 |
|  | (18.23) | (16.47) | (15.50) | (14.96) | (13.55) | (13.19) | (12.33) | (12.73) | (12.92) | (13.35) |
| AGESQ | 1784.17 | 2064.39 | 2516.36 | 2797.69 | 2844.46 | 3152.80 | 3338.33 | 3353.10 | 3348.30 | 3226.34 |
|  | (1649.95) | (1533.94) | (1544.46) | (1540.68) | (1407.52) | (1399.11) | (1374.18) | (1383.60) | (1434.27) | (1402.01) |
| MARRIED | 0.47 | 0.67 | 0.74 | 0.75 | 0.79 | 0.79 | 0.82 | 0.82 | 0.79 | 0.75 |
|  | (0.50) | (0.47) | (0.44) | (0.43) | (0.41) | (0.41) | (0.39) | (0.38) | (0.41) | (0.43) |
| HEALTH | 71.59 | 73.83 | 72.84 | 70.73 | 72.05 | 70.58 | 70.69 | 70.94 | 69.88 | 69.09 |
|  | (14.36) | (13.05) | (11.79) | (12.11) | (12.48) | (13.03) | (12.94) | (11.95) | (14.39) | (13.35) |
| EDUCATION | 11.30 | 11.06 | 10.43 | 9.24 | 9.00 | 8.77 | 7.84 | 7.88 | 7.43 | 7.32 |
|  | (4.21) | (4.38) | (4.23) | (4.55) | (4.00) | (4.00) | (3.90) | (4.14) | (4.19) | (4.15) |
| INCOME | 2.80 | 2.80 | 2.91 | 2.66 | 2.50 | 2.38 | 2.47 | 2.44 | 2.41 | 2.18 |
|  | (1.61) | (1.93) | (1.88) | (1.77) | (1.80) | (1.86) | (1.67) | (1.76) | (1.64) | (1.57) |
| INCOMESQ | 10.40 | 11.56 | 12.02 | 10.16 | 9.45 | 9.13 | 8.89 | 9.04 | 8.46 | 7.19 |
|  | (10.83) | (14.38) | (13.15) | (11.85) | (11.49) | (13.30) | (0.69) | (2.50) | (0.94) | (9.50) |
| RELIGION | 0.79 | 0.89 | 0.89 | 0.88 | 0.93 | 0.91 | 0.91 | 0.93 | 0.90 | 0.90 |
|  | (0.41) | (0.32) | (0.31) | (0.33) | (0.26) | (0.29) | (0.28) | (0.25) | (0.30) | (0.30) |
| VEGETARIAN | 0.07 | 0.15 | 0.14 | 0.12 | 0.14 | 0.21 | 0.18 | 0.18 | 0.19 | 0.19 |
|  | (0.26) | (0.36) | (0.35) | (0.33) | (0.35) | (0.41) | (0.39) | (0.39) | (0.39) | (0.39) |
| WORK | 24.72 | 21.49 | 23.35 | 18.87 | 18.62 | 17.88 | 18.68 | 15.11 | 17.24 | 17.81 |
|  | (26.47) | (25.29) | (25.96) | (23.50) | (24.69) | (25.01) | (26.48) | (22.56) | (25.43) | (27.02) |
| HOUSEWORK | 1.40 | 1.43 | 1.45 | 1.72 | 1.78 | 1.87 | 1.64 | 1.92 | 1.51 | 1.87 |
|  | (2.10) | (1.80) | (1.58) | (2.12) | (1.91) | (2.53) | (1.75) | (2.01) | (1.75) | (4.49) |
| NEWSPAPER | 0.58 | 0.52 | 0.61 | 0.50 | 0.56 | 0.50 | 0.51 | 0.44 | 0.46 | 0.42 |
|  | (0.50) | (0.50) | (0.49) | (0.50) | (0.50) | (0.50) | (0.50) | (0.50) | (0.50) | (0.49) |
| TVNEWS | 0.82 | 0.87 | 0.90 | 0.87 | 0.90 | 0.89 | 0.89 | 0.89 | 0.89 | 0.89 |
|  | (0.38) | (0.33) | (0.30) | (0.33) | (0.30) | (0.31) | (0.31) | (0.31) | (0.31) | (0.32) |
| FRIENDS | 3.58 | 3.16 | 3.45 | 3.45 | 3.39 | 3.39 | 3.49 | 3.24 | 3.49 | 3.49 |
|  | (1.51) | (1.49) | (1.59) | (1.60) | (1.63) | (1.64) | (1.66) | (1.64) | (1.69) | (1.77) |
| COMMUNITY | 0.19 | 0.23 | 0.27 | 0.28 | 0.29 |  |  |  | $0.26$ | 0.28 |
|  | (0.40) | (0.42) | (0.44) | (0.45) | (0.46) | (0.45) | $(0.44)$ | (0.45) | $(0.44)$ | (0.45) |
| Apoplexy Risk | 1.30 | 1.38 | 1.26 | 1.26 | 1.27 | 1.17 | 1.24 | 1.20 | 1.15 | 1.06 |
|  | (0.67) | (0.65) | (0.70) | (0.67) | (0.66) | (0.75) | (0.66) | (0.72) | (0.71) | (0.71) |
| Blood Pressure Risk | 1.36 | 1.44 | 1.33 | 1.32 | 1.30 | 1.25 | 1.27 | 1.19 | 1.15 | 1.11 |
|  | (0.67) | (0.62) | (0.68) | (0.66) | (0.63) | (0.72) | (0.64) | (0.69) | (0.70) | (0.70) |
| Heart Disease Risk | 1.31 | 1.40 | 1.33 | 1.29 | 1.28 | 1.28 | 1.29 | 1.18 | 1.16 | 1.08 |
|  | (0.71) | (0.66) | (0.67) | (0.67) | (0.66) | (0.72) | (0.64) | (0.70) | (0.69) | (0.74) |
| Diabetes Risk | 1.18 | 1.22 | 1.12 | 1.09 | 1.17 | 1.13 | 1.09 | 1.02 | 0.94 | 1.01 |
|  | (0.76) | (0.72) | (0.74) | (0.75) | (0.69) | (0.75) | (0.73) | (0.75) | (0.77) | (0.77) |
| Ulcer Risk | 0.54 | 0.51 | 0.44 | 0.42 | 0.47 | 0.48 | 0.41 | 0.45 | 0.36 | 0.37 |
|  | (0.72) | (0.69) | (0.66) | (0.65) | (0.70) | (0.69) | (0.66) | (0.68) | (0.62) | (0.62) |
| Gout Risk | 0.81 | 0.91 | 0.86 | 0.74 | 0.81 | 0.79 | 0.79 | 0.82 | 0.74 | 0.75 |
|  | (0.80) | (0.78) | (0.79) | (0.79) | (0.73) | (0.75) | (0.74) | (0.79) | (0.76) | (0.75) |
| Breast Cancer Risk | 0.34 | 0.41 | 0.38 | 0.36 | 0.44 | 0.32 | 0.32 | 0.24 | 0.31 | 0.32 |
|  | (0.58) | (0.62) | (0.62) | (0.59) | (0.63) | (0.55) | (0.55) | (0.51) | (0.54) | (0.60) |

Table 4: Ordered Probit of Health Risk Knowledge Regression Results for Males.

|  | Coefficient (t-statistic) |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Apoplexy | Blood Pressure | Heart Disease | Diabetes | Ulcer | Gout | Breast Cancer |
| AGE | -. 0172132 | -. 0305091 | -. 0161017 | -. 0217193 | -. 0020497 | . 022752 | -. 0113648 |
|  | (-1.355) | (-2.370) | (-1.256) | (-1.747) | (-0.168) | (1.862) | (-0.880) |
| AGESQ | . 0000842 | . 0001802 | . 0000725 | . 0001516 | . 0000256 | -. 0002713 | . 0000735 |
|  | (0.694) | (1.470) | (0.592) | (1.274) | (0.219) | (-2.316) | (0.591) |
| MARRIED | . 0890632 | . 1309239 | . 1427627 | . 1309604 | -. 0389172 | -. 0168007 | . 0603145 |
|  | (0.953) | (1.383) | (1.511) | (1.430) | (-0.433) | (-0.186) | (0.630) |
| HEALTH | . 0002893 | . 0014813 | . 0005482 | . 001429 | . 0029562 | . 0012084 | . 0047839 |
|  | (0.129) | (0.654) | (0.242) | (0.651) | (1.357) | (0.555) | (2.079) |
| EDUCATION | . 0578943 | . 0514388 | . 0628949 | . 0499601 | . 0313249 | . 042849 | . 0364019 |
|  | (6.194) | (5.465) | (6.669) | (5.440) | (3.461) | (4.723) | (3.734) |
| INCOME | -. 0206687 | -. 0339183 | -. 0670116 | -. 0341318 | -. 0008897 | -. 0123522 | . 0230605 |
|  | (-0.530) | (-0.863) | (-1.701) | (-0.898) | (-0.024) | (-0.332) | (0.582) |
| INCOMESQ | . 0073416 | . 010064 | . 0133395 | . 0080145 | . 0028529 | . 003399 | . 0004052 |
|  | (1.461) | (1.981) | (2.616) | (1.645) | (0.607) | (0.717) | (0.081) |
| RELIGION | -. 0396763 | . 073038 | . 0023651 | . 000916 | -. 121378 | -. 0134553 | . 020931 |
|  | (-0.488) | (0.895) | (0.029) | (0.012) | (-1.571) | (-0.173) | (0.254) |
| VEGETARIAN | . 1063776 | . 0954225 | . 2413067 | . 144614 | -. 063054 | -. 0074496 | -. 0005791 |
|  | (0.996) | (0.883) | (2.203) | (1.384) | (-0.615) | (-0.072) | (-0.005) |
| WORK | . 0026065 | . 0011757 | . 0009516 | . 0009395 | . 001863 | . 001391 | . 0022347 |
|  | (2.146) | (0.963) | (0.779) | (0.792) | (1.607) | (1.196) | (1.817) |
| HOUSEWORK | . 0348506 | . 0525444 | . 0488894 | . 060754 | . 0443528 | . 1053152 | . 1052454 |
|  | (1.084) | (1.619) | (1.506) | (1.912) | (1.438) | (3.384) | (3.342) |
| NEWSPAPER | . 1874068 | . 1242194 | . 1422037 | . 2232014 | . 2920351 | . 1895364 | . 1256618 |
|  | (2.849) | (1.872) | (2.145) | (3.459) | (4.540) | (2.966) | (1.831) |
| TVNEWS | -. 0094078 | . 0040731 | -. 0617296 | -. 0393068 | -. 0610355 | -. 0732466 | . 0924245 |
|  | (-0.084) | (0.036) | (-0.549) | (-0.361) | (-0.565) | (-0.678) | (0.798) |
| FRIENDS | . 0191744 | . 0047381 | . 0090981 | . 0148745 | -. 0095078 | $-.0036607$ | . 0003634 |
|  | (1.090) | (0.268) | (0.514) | (0.864) | (-0.561) | (-0.216) | (0.020) |
| COMMUNITY | . 1226059 | . 1452368 | . 1439615 | . 1518105 | . 1018316 | . 1642614 | . 0297492 |
|  | (1.872) | (2.196) | (2.175) | (2.378) | (1.647) | (2.633) | (0.451) |
| $\mu_{k 1}$ | -. 9726805 | -1.399375 | -1.044748 | -. 7350232 | . 2764937 | . 4407513 | . 9441415 |
|  | (-2.706) | (-3.841) | (-2.880) | (-2.095) | (0.803) | (1.276) | (2.606) |
| $\mu_{k 1}$ | -.7926327 | -1.271097 | -. 9169828 | -. 5065175 | . 9386334 | . 7780901 | 1.630168 |
|  | (-2.206) | (-3.490) | (-2.528) | (-1.444) | (2.721) | (2.250) | (4.486) |
| $\mu_{k 1}$ | . 6849256 | . 2739597 | . 6088759 | . 7925943 | 1.821018 | 1.860257 | 2.624297 |
|  | (1.906) | (0.754) | (1.678) | (2.258) | (5.2648) | (5.361) | (7.145) |
| Log Likelihood Observation No. | -1705.6445 | -1630.8921 | -1636.6751 | $\begin{aligned} & -1906.2799 \\ & 1726 \end{aligned}$ | -2206.021 | -2151.8767 | -1818.5346 |

Table 5: Ordered Probit of Health Risk Knowledge Regression Results for Females.

|  | Coefficient (t-statistic) |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Apoplexy | Blood Pressure | Heart Disease | Diabetes | Ulcer | Gout | Breast Cancer |
| $A G E$ | . 0223396 | . 0124773 | . 0285079 | . 0349072 | . 0105198 | . 0324719 | . 0258471 |
|  | (1.849) | (1.019) | (2.335) | (2.933) | (0.886) | (2.754) | (2.092) |
| AGESQ | -. 0003278 | -. 0002405 | -. 0003992 | -. 000431 | -. 0001565 | -. 0003777 | -. 0003305 |
|  | (-2.774) | (-2.013) | (-3.343) | (-3.691) | (-1.335) | (-3.253) | (-2.689) |
| MARRIED | . 1837782 | . 0813562 | . 1733007 | . 0315815 | . 12346 | . 1599949 | . 0846633 |
|  | (2.547) | (1.121) | (2.390) | (0.446) | (1.723) | (2.258) | (1.143) |
| HEALTH | . 0006721 | . 0036786 | . 0017647 | . 0006163 | . 00291 | . 0002467 | . 0063294 |
|  | (0.328) | (1.776) | (0.857) | (0.308) | (1.460) | (0.124) | (3.057) |
| EDUCATION | . 0638382 | . 0696826 | . 0722042 | . 0620775 | . 0358334 | . 0516187 | . 0624993 |
|  | (6.994) | (7.576) | (7.849) | (6.943) | (4.019) | (5.803) | (6.683) |
| INCOME | . 1022914 | . 0947631 | . 1243936 | . 0376375 | . 0757489 | . 0996272 | . 1066885 |
|  | (2.194) | (2.024) | (2.662) | (0.827) | (1.691) | (2.218) | (2.311) |
| INCOMESQ | -. 0069879 | -. 0075328 | -. 0107627 | -. 0033574 | -. 0050229 | -. 0072133 | -. 0117371 |
|  | (-1.007) | (-1.082) | (-1.547) | (-0.499) | (-0.772) | (-1.094) | (-1.760) |
| RELIGION | . 0424421 | -. 0012598 | -. 0194641 | . 0658965 | -. 0210416 | . 0934183 | -. 0499616 |
|  | (0.466) | (-0.014) | (-0.211) | (0.747) | (-0.243) | (1.066) | (-0.565) |
| VEGETARIAN | . 1717239 | . 1526189 | . 1703423 | . 1748193 | . 049865 | . 1450428 | . 0558965 |
|  | (2.346) | (2.079) | (2.317) | (2.437) | (0.697) | (2.041) | (0.749) |
| WORK | -. 0003628 | -. 0002834 | -. 0014394 | . 0003266 | . 0003592 | -. 0003882 | -. 0001201 |
|  | (-0.298) | (-0.232) | (-1.179) | (0.275) | (0.307) | (-0.331) | (-0.100) |
| HOUSEWORK | . 0012234 | . 0000182 | -. 0021306 | . 0099077 | -. 0052633 | -. 0081362 | . 00583 |
|  | (0.111) | (0.002) | (-0.191) | (0.921) | (-0.454) | (-0.706) | (0.498) |
| NEWSPAPER | . 1708334 | . 1358127 | . 100551 | . 2055304 | . 1821569 | . 2122591 | . 1883566 |
|  | (2.850) | (2.246) | (1.667) | (3.516) | (3.146) | (3.676) | (3.167) |
| TVNEWS | . 001023 | . 0969894 | -. 1031385 | -. 1432288 | -. 1098708 | -. 1008011 | -. 060522 |
|  | (0.012) | (1.116) | (-1.185) | (-1.687) | (-1.289) | (-1.194) | (-0.678) |
| FRIENDS | . 02091 | . 0099089 | . 0418118 | . 0195803 | . 0023525 | . 0065129 | -. 0135343 |
|  | (1.280) | (0.604) | (2.546) | (1.224) | (0.148) | (0.409) | (-0.818) |
| COMMUNITY | . 020128 | . 0354176 | . 0184755 | -. 0310188 | . 0857624 | . 0351971 | -. 0087815 |
|  | (0.335) | (0.585) | (0.306) | (-0.530) | (1.482) | (0.608) | (-0.147) |
| $\mu_{k 1}$ | . 1151375 | -. 0919689 | . 2079563 | . 4180936 | . 6436361 | . 9707314 | 1.545259 |
|  | (0.333) | (-0.262) | (0.595) | (1.231) | (1.912) | (2.883) | (4.407) |
| $\mu_{k 1}$ | . 2387178 | . 0195938 | . 3105507 | . 6148927 | 1.301225 | 1.253566 | 2.187756 |
|  | (0.690) | ( $5.580 \mathrm{e}-002$ ) | (0.888) | (1.809) | (3.859) | (3.719) | $(6.221)$ |
| $\mu_{k 1}$ | 1.716203 | 1.577563 | 1.806486 | 1.865961 | 2.213812 | 2.345912 | 3.26471 |
|  | (4.935) | (4.473) | (5.137) | (5.468) | (6.542) | (3.719) | (9.192) |
| Log Likelihood <br> Observation No. | -1918.0078 | -1844.5166 | -1871.2124 | -2180.6975 | -2412.608 | -2385.5542 | -2180.6169 |
|  |  |  |  | 1974 |  |  |  |

Table 6: Factor Analysis Results: Eigenvalues.

| Sample | Eigenvalue |  |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Factor 1 | Factor 2 | Factor 3 | Factor 4 | Factor 5 | Factor 6 | Factor 7 |
| Males | 6.47742 | 0.20811 | 0.04053 | 0.01115 | 0.00327 | -0.01444 | -0.02075 |
| Females | 6.78261 | 0.06348 | 0.04091 | 0.01039 | 0.00121 | -0.00439 | -0.01150 |

Table 7: Factor Loadings for Males.

| Variable | Factor Loading |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Factor 1 | Factor 2 | Factor 3 | Factor 4 | Factor 5 5 |
| Apoplexy Risk | 0.98696 | -0.09695 | -0.01337 | 0.03958 | 0.03961 |
| Blood Pressure Risk | 0.97004 | -0.20469 | 0.05286 | 0.04065 | -0.01151 |
| Heart Disease Risk | 0.97834 | -0.16981 | -0.05898 | -0.05988 | 0.00684 |
| Diabetes Risk | 0.98948 | -0.03775 | -0.09245 | 0.00551 | -0.03475 |
| Ulcer Risk | 0.90704 | 0.32047 | -0.07555 | 0.02561 | 0.00563 |
| Gout Risk | 0.95014 | 0.11535 | 0.06355 | -0.05987 | 0.00865 |
| Breast Cancer Risk | 0.94901 | 0.10268 | 0.12565 | 0.00873 | -0.01428 |

Table 8: Factor Loadings for Females.

| Variable | Factor Loading |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Factor 1 | Factor 2 | Factor 3 Factor 4 | Factor 5 |  |
| Apoplexy Risk | 0.99659 | 0.00783 | -0.06518 | -0.03713 | -0.01217 |
| Blood Pressure Risk | 0.98634 | -0.13442 | 0.01903 | -0.03388 | -0.01457 |
| Heart Disease Risk | 0.98721 | -0.04921 | -0.07342 | -0.02117 | 0.02605 |
| Diabetes Risk | 0.98062 | -0.02600 | -0.07301 | 0.06933 | -0.00097 |
| Ulcer Risk | 0.97969 | 0.08259 | 0.11102 | -0.02623 | 0.01007 |
| Gout Risk | 0.97915 | 0.17893 | -0.02850 | 0.00667 | -0.00811 |
| Breast Cancer Risk | 0.98073 | -0.05839 | 0.11156 | 0.04333 | -0.00020 |

Table 9: Common Factor of Health Risk Knowledge-RISK.

| Sample | Obs. | Mean | Std. Dev. | Min. | Max. |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Male | 1726 | $-4.83 \mathrm{e}-10$ | .9974748 | -2.938905 | 3.1665 |
| Female | 1974 | $-2.67 \mathrm{e}-09$ | 2.607548 | -9.568942 | 5.480206 |

Table 10: Test Statistics of Overidentification Restrictions Test

| Quantile | Test Statistic $\tau_{\theta}$ |  |
| :---: | :---: | :---: |
|  | Male | Female |
| 0.050 | 0.7800 | 0.8100 |
|  | [0.8542] | [0.8471] |
| 0.100 | 0.0900 | 1.3500 |
|  | [0.9930] | [0.7173] |
| 0.150 | 0.2400 | 1.6500 |
|  | [0.9709] | [0.6481] |
| 0.200 | 0.7800 | 1.9800 |
|  | [0.8542] | [0.5766] |
| 0.250 | 1.6500 | 1.6800 |
|  | [0.6481] | [0.6414] |
| 0.300 | 3.2100 | 1.5300 |
|  | [0.3604] | [0.6754] |
| 0.350 | 1.2300 | 1.3800 |
|  | [0.7458] | [0.7102] |
| 0.400 | 1.2600 | 0.5100 |
|  | [0.7387] | [0.9167] |
| 0.450 | 1.5600 | 1.1100 |
|  | [0.6685] | [0.7747] |
| 0.500 | 1.3500 | 1.2600 |
|  | [0.7173] | [0.7387] |
| 0.550 | 0.6900 | 1.0500 |
|  | [0.8756] | [0.7892] |
| 0.600 | 0.9300 | 1.3500 |
|  | [0.8182] | [0.7173] |
| 0.650 | 0.7500 | 0.9300 |
|  | [0.8614] | [0.8182] |
| 0.700 | 0.7500 | 0.9900 |
|  | [0.8614] | [0.8037] |
| 0.750 | 0.8100 | 1.9200 |
|  | [0.8471] | [0.5892] |
| 0.800 | 3.0300 | 0.7800 |
|  | [0.3870] | [0.8542] |
| 0.850 | 7.3500 | 0.3000 |
|  | [0.0615] | [0.9600] |
| 0.900 | 3.3900 | 0.4800 |
|  | [0.3353] | [0.9233] |
| 0.950 | 4.5000 | 0.7800 |
|  | [0.2123] | [0.8542] |

Note: $p$-value in square parentheses.

Figure 1: Quantiles of BMI for Males and Females.
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Figure 2: Effects of Health Risk Knowledge on BMI.
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Figure 3: Effects of Socioeconomic Characteristics on BMI for Males.


MARRIED for Male


Figure 4: Quantile Regression Results for Males (continued).





Figure 5: Effects of Socioeconomic Characteristics on BMI for Females.


Figure 5: Effects of Socioeconomic Characteristics on BMI for Females (continued).
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[^1]:    ${ }^{1}$ This is one of the approaches adopted by Chou, Grossman, and Saffer (2002).

[^2]:    ${ }^{2}$ In most cases, surgical treatments yield a substantial and well-maintained weight loss (see Kral, 1998). However, there are serious undesirable side effects.

[^3]:    ${ }^{3}$ We thank a referee for pointing them out to us.
    ${ }^{4}$ An individual's degree of risk aversion is a good example of such unobserved heterogeneity. Knowing that obesity is very likely to be associated with adverse health outcomes, a highly risk averse individual may be less likely to be overweight, because of the prudence that he/she exercises; and a high degree of risk aversion may also prompt one to be more alert about risk information. It may be also that sociallyadvantaged individuals can afford to have a good diet and have better access to information. The above discussion suggests that the correlation between the health risk knowledge indicators and one's tendency to be obese is negative.

[^4]:    ${ }^{5}$ The unobservability of $u_{k i}$ causes one problem though. That is, we cannot conduct testing for the existence of endogeneity.

[^5]:    ${ }^{6}$ A factor's eigenvalue measures the amount of the original variables' total variance that can be accounted for by that factor.

[^6]:    ${ }^{7}$ See Koenker and Bassett (1982) or Buchinsky (1998) for the construction the covariance matrix $\boldsymbol{\Omega}$.

[^7]:    ${ }^{8}$ We choose not to re-estimate the model for the male subsample at $\theta=0.85$ with a different set of instruments in order to prevent our overall set of results from being ad hoc.

[^8]:    ${ }^{9}$ By marginal distribution, we refer to the sample distribution, which is not conditional on any explanatory variables.

[^9]:    ${ }^{10}$ The 95th percentile of male's BMI's marginal distribution is 29.41 .

[^10]:    ${ }^{11}$ See Ferrero, K.F. (1998) for a similar finding, and Levin (1994) and Koenig, McCullough, and Larson (2001) for a review on the relationship between religion and health.

