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Abstract

When statistical inference is used for spatial prediction, the model-
based framework known as kriging is commonly used. The predictor
for an unsampled element of a population is a weighted combination
of sampled values, in which weights are obtained by estimating the
spatial covariance function. This solution can be affected by model
misspecification and can be influenced by sampling design properties.
In classical design-based finite population inference, these problems
can be overcome; nevertheless, spatial solutions are still seldom used
for this purpose. Through the efficient use of spatial information, a
conceptual framework for design-based estimation has been developed
in this study. We propose a standardized weighted predictor for un-
sampled spatial data, using the population information regarding spa-
tial locations directly in the weighting system. Our procedure does
not require model estimation of the spatial pattern because the spatial
relationship is captured exclusively based on the Euclidean distances
between locations (which are fixed and do not require assessment af-
ter sample selection). The individual predictor is a design-based ratio
estimator, and we illustrate its properties for simple random sampling.

keywords: spatial sampling; ratio estimator; design-based inference;
model-based inference; spatial information in finite population infer-
ence

1 Introduction

In spatial statistics, it is important to be able to predict the value of
the variable under study in an unsampled location on the basis of sample
data. The variable is assumed to be homogeneous in the spatial domain:
points nearer to each other are more similar in value than points at greater
distances. Tobler’s law (Tobler, 1970), well known in geography, states this
fact.

When no auxiliary information is available, each individual in the popu-
lation is equipped with its own spatial coordinates. Such additional informa-
tion usually accompanies the identification of population elements. Spatial
statistics offers several means of exploiting information about spatial coor-
dinates, all based on functions of spatial lags: i.e. distances between the
points that constitute the population (Cressie, 1993; Gaetan and Guyon,
2010).

The prediction of unsampled values of a variable for which Tobler’s law
holds can be assisted by an appropriate system of weights. These weights are
usually generated by using a function whose parameters must be estimated,
as usually happens when kriging is performed (Diggle and Ribeiro Jr., 2000),
or by using a deterministic function (Shepard, 1968; Webster and Oliver,
2007). When the proposed spatial lag function depends only on the spatial
coordinates, it can be computed for each element of the population before
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sampling and then can be used to support inferences. According to To-
bler’s law, several deterministic distance functions can be constructed as
suitable pre-sampling systems for weighting data collected in a region (i.e.
Barabesi (2010)). Heavier weights are assigned to sites that are nearer to
the unsampled one and lighter weights to more distant sites.

Based on the above, it makes sense to explore the statistical potential of
the finite population framework. A main goal in finite population inference is
the estimation of global functions for the population values of the variable
under study, such as means, totals or variance. The probabilistic tools
involved may include a sampling design or a superpopulation model (Särndal
et al., 1992). Each proposed estimator of these global functions can be
expressed in predictive form, whatever the source of randomness (Bolfarine
and Zacks, 1992). If no auxiliary variable is available, the same prediction
is calculated for each unsampled element. One example is the Horvitz-
Thompson estimator for population total in design-based inference, which
can be expressed in predictive form as the sum of the sampled values plus
a global estimator of the total for the unsampled portion calculated as a
function of the whole sample. If, in contrast, auxiliary variables are available
for population members, each individual unsampled value can be predicted
based on either design-based randomness or a superpopulation model. The
predicted population total is the sum of the sampled values plus a linear
combination (i.e. the sum) of the individual, and in principle different,
predicted values.

In finite population inference, labels associated with each individual play
an important role. In many cases, labels may be considered non-informative;
this means that labels do not provide any information about individuals.
However, in what follows, we propose a way to exploit spatial information
on population elements using the design-based approach in a way linked to
label specificity.

Our proposal is different from the commonly used model-based geosta-
tistical approach for spatial prediction (Cressie (1993), Schabenberger and
Gotway (2005)), which requires the specification of a superpopulation model.
This other approach bases the construction of weights on the sample esti-
mate derived from the covariogram. Based on this approach, it is necessary
to use the sampled values of the variable under study, taking into account
its spatial structure. Instead of exploiting a model for the covariogram, we
propose the intensive use of geographical information known for the whole
population: we wish to explore the potential use of spatial information that
is available before sampling and typically employed in non-stochastic spatial
prediction. This proposal is innovative; non-stochastic spatial predictors are
not usually equipped with measures of uncertainty. In Brus and de Gruijter
(1997), Gregoire (1998) and Stevens (2006), the model-based and design-
based approaches are compared.

Spatial prediction is based on the relationship between a specific unsam-
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pled element and all the others: any element in anN -dimensional population
can indeed be seen as potentially unsampled and can therefore to be pre-
dicted. The expression “all the others” refers to the whole population of
N − 1 units excluding that specific element. Functions of spatial lags, like
distance functions, can be computed for the whole population before sam-
pling; they are different for the different non-sampled elements considered.
That this information is available before sampling is the main reason why
we are proposing the use of a design-based predictor. The predictor can
be also compared with the k-nearest neighbors technique (Baffetta et al.,
2009).

A predictor of the value of the variable under study in an unsampled
location assigns appropriate weights to sampled individual values. Its sta-
tistical properties depend on the source of randomness chosen. On that ba-
sis, we propose a design-based predictor and investigate its properties. This
seemingly simple estimator hides the complexity of ratio-type estimators
in design-based finite population inference: bias and the need to calculate
approximated properties.

The components of the weighting system are population constants that
do not influence sampling and play the role of pure pre-sampling weights. In-
ference for an individual unobserved value will depend on its unique specific
geographical relationship to the sample. Simple random sampling of sites
is therefore appropriate. The construction of a system of distances between
pairs of locations makes it possible to predict each potentially unsampled
value using its own distances from the sampled sites.

Design-based inference for summary quantities for finite populations (e.g.
totals) is centered on the inclusion probabilities (Herzel (1986), Fattorini
(2006)) of the elements of the population in the sample. The equivalent
concept used to predict unsampled values in a spatially distributed popula-
tion is the association probability for every potentially unsampled element
and every potentially sampled element of the population. As far as we know,
the concept of association probability is introduced here for the first time.

This paper is organized as follows. The next section introduces lin-
ear spatial interpolation in the finite population framework. The following
shows how a linear spatial interpolator can be converted into a random out-
come from a population, in this case a ratio estimator in finite population
design-based inference. Section 4 computes the suitable probabilities for
such quantities. In that section, the concept of association probability is
developed in detail. Section 5 derives the moments of the random quanti-
ties that are needed to calculate the properties of the linear predictor in the
simple random sampling framework. Finally, Section 6 proposes the approx-
imated properties of the ratio predictor introduced in Section 3. A series of
appendices completes the paper.
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2 Linear spatial interpolation in the finite popu-

lation framework

Let us consider a spatial domain D and a set of n locations, u1, . . . ,un,
within which the variable under study z is known. The interpolation problem
involves evaluating z(u0) at an arbitrary location u0 not belonging to the
set.

Let us define a n-dimensional weighting vector w∗
0 whose elements are

a function of the Euclidean distance between u0 and each known location.
This weighting system has to be constructed in a way such that the in-
fluence of values at u1, . . . ,un decreases with the amount of distance from
the arbitrary u0, according to Tobler’s law. Interpolation for the variable
under study for an arbitrary point can thus be carried out using standard-
ized weights (i.e. 1′nw

∗
0 = 1), to obtain the following member of the linear

interpolator family:

ẑ(u0) = z′w0 =
z′w∗

0

1′nw
∗
0

, (1)

where

w0 =
w∗

0

1′nw
∗
0

(2)

and z = [z(u1), ..., z(un)]
′ is the vector of the variable values at the known

locations.

2.1 Sample-based linear spatial interpolation

In the language of finite populations, a variable of interest ζ is considered
fixed but unknown in a population of N elements labeled as λ = 1, ..., N .
When a spatial domain is sampled, each element, here a point or a location,
is denoted by its coordinates uλ = (xλ, yλ).

Let us consider the value of the variable at each of the locations ζ(uλ)
as a function of the spatial coordinates. When a sample s of n locations is
drawn, the values z(ui) (i = 1, ..., n, i.e. i ∈ s), of the variable are observed.

The function which identifies the values of the variable under study is
non-random, meaning that population values ζ(uλ) (λ = 1, ..., N) and sam-
pled values z(ui) (i = 1, ..., n) coincide. In the finite population framework,
the identity

ζ(uλ) = ζ(uli) = z(ui) ,

holds for each sampled unit, with λ ∈ s, li = 1, ..., N and i = 1, ..., n.
The set of known locations over the domain D can be considered the real-

ization of a probabilistic sampling design from a population of size N where
the variable under study is observed at the n sampled locations u1, . . . ,un.

From this perspective, the linear standardized interpolator (1) is still
valid even if the probabilistic drawing of the set of locations must be taken
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into account. The information usually available at the population level needs
to be defined.

2.2 Population geographical characteristics

The geographical relationships between pairs of elements, regarded as
functions of the sampled locations up until now, are indeed a subset of
characteristics that hold for the whole population before sampling. The
distance functions for pairs of locations in the population can be organized
in a symmetric N × N matrix Φ. Each column (or row) of this matrix
contains the relationship between the λ-th location uλ (λ = 1, ..., N) and any
other uλ′ (λ′ = 1, ..., N). We consider the inverse of the squared Euclidean
distance, which satisfies Tobler’s law. Thus,

ΦN×N =
[
φλλ′ ; λ, λ′ = 1, . . . , N

]
=

[
‖uλ − uλ′‖−2; λ, λ′ = 1, . . . , N

]
,
(3)

where φλλ′ = 0 when λ = λ′. Each distance in Φ makes it possible to
compute a specific weight for any unsampled location. Next, to construct
a predictor for any unsampled element of the population, one needs to use
the column of Φ corresponding to that location.

If a specific location of the population uλ is potentially unsampled, the
corresponding column in matrix Φ can be isolated as a column vector via
post-multiplication by the N -dimensional vector of the canonical basis eλ

φλ =
[
φλλ; λ = 1, . . . , N

]
= Φeλ . (4)

For the distances between pairs, each constituted by a fixed unsampled
location uλ and any sampled one, the following symmetric N ×N matrix is
defined for any λ

Φλ = φλφ
′
λ
= Φeλe

′
λ
Φ =

[
φλλφλλ′ ; λ, λ′ = 1, . . . , N

]
, (5)

that contains zero values in the λ-th column and the λ-th row.
Let us also arrange the values of the variable under study in a diagonal

matrix
Z = diag [ζ(uλ); λ = 1, . . . , N ] , (6)

or in the vector
ζ = Z1N . (7)

Remark 1. Note that the N ×N matrix eλe
′
λ
contains all zero values

except for a unit value at position
(
λ, λ

)
. �

For computational reasons, in the case of simple random sampling, the
following definitions are needed.

Remark 2. The diagonal matrix

Dλ = IN − eλe
′
λ
, (8)
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has unit values except for a zero value at the
(
λ, λ

)
position.

From (8), the N -dimensional vector

dλ = 1N − eλ = Dλ1N , (9)

can be defined. �

2.3 Relating geographical characteristics of sampled and un-

sampled locations

Conditionally on a generic unsampled element, the relationship between
sampled locations and any of the unsampled locations in a population is
determined using pre- and post-multiplication by the N × N symmetric
diagonal matrices As and Bs, which are the realizations of random matrices
that will be defined later.

First, define matrix Ar, which relates sampled and unsampled locations.
It contains n non-null equal rows corresponding to the n sampled elements.
These rows exhibit unit values for the unsampled elements and zero values
for the sampled elements. The diagonal of Ar contains zero values because
a location cannot be included in and excluded from the sample at the same
time. Matrix Ar has (N − n) non-null equal columns corresponding to each
unsampled location uλ /∈ s. Here, the unit values correspond to the sampled
locations and the zero values to the unsampled ones. In other words, the
sampling information is conditioned on the event that an element has not
been sampled. Matrix Ar rank is 1.

Any non null column of matrix Ar contains the same information: a
unit value for sampled locations and a zero value for unsampled ones. Each
column corresponding to unsampled elements uλ /∈ s needs to be seen as
a diagonal matrix Ar(λ). Its non-null rows are the vectors e′λ = e′li of the
N -dimensional canonical basis corresponding to each sampled label λ ∈ s,
li = 1, . . . , N and i = 1, . . . , n. The rank of Ar(λ) is n. Extracting a sample

produces (N − n) identical matrices Ar(λ) that can be denoted with the
same symbol As.

In matrix Bs, the N − n non-null columns are the vectors eλ = elj of
the N -dimensional canonical basis corresponding to each unsampled label
λ /∈ s, lj = 1, . . . , N and j = n+ 1, . . . , N , i.e. the matrix contains diagonal
unit values at the places of the unsampled elements. Exclusion from the
sample means that in the matrix ex-post describing the sample, the column
that corresponds to the λ-th unselected element contains a unit value at the
λ-th position. The rank of Bs is N − n.

Matrices As, and Bs can be reordered as block matrices

A∗
s =

[
S

0

]
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and
B∗

s =
[
0 S

′
]
,

where Sn×N is the block of non-zero rows of A∗
s and S(N−n)×N is the block

of non-zero rows of B∗
s. Note that blocks of zero values have dimensions

such that A∗
s and B∗

s are N ×N matrices.
Matrix Sn×N contains n row vectors e′λ of the N -dimensional canoni-

cal basis with a unit value corresponding to each sampled location uλ ∈
s, whereas matrix S(N−n)×N contains N − n row vectors e′

λ
of the N -

dimensional canonical basis with unit value corresponding to each unsam-
pled location uλ /∈ s. In other words, matrices Sn×N (S(N−n)×N ) are the
selection (non-selection) matrices that isolate sampled (unsampled) elements
in a population.

When matrix B∗
s post-multiplies Φ, the columns of Φ corresponding to

the unsampled locations are selected; columns with zero values correspond
to the sampled locations uλ ∈ s. When matrix A∗

s pre-multiplies ΦB∗
s, it

selects the rows ofΦB∗
s corresponding to the pairs of sampled and unsampled

locations. When a sample is drawn, the product

A∗
sΦB∗

s =

[
S

0

]
Φ
[
0 S

′
]
=

[
0 SΦS

′

0 0

]
(10)

isolates SΦS
′
, i.e. a n × (N − n) block of matrix Φ, constituted by the

distances between the n sampled locations and the N − n unsampled loca-
tions. In other words, conditionally on each sample s (i.e. starting from the
pre-multiplication by S), the distances in Φ between sampled and unsam-

pled elements are isolated via the post-multiplication by S
′
. Product (10) is

computed because after sample selection, matrices Ar(λ) are all equal. Some

characteristics of matrices S and S are summarized in Appendix A.

Example. In a population of five elements, λ = 1, . . . , 5, three elements
are sampled such that s = {1, 3, 4}; the unsampled units λ are 2 and 5.
Matrices Ar, As (for λ = 2, 5) and Bs are, respectively,

Ar =
[
ar1, . . . ,arλ, . . . ,ar5

]
=




0 1 0 0 1
0 0 0 0 0
0 1 0 0 1
0 1 0 0 1
0 0 0 0 0




.

The position of the non-null equal columns corresponds to the unsampled
elements 2 and 5. Any of the two non-null columns arλ (λ = 2, 5) of matrix
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Ar can be arranged in the diagonal matrix As

As = Ar2 = Ar5 = diag
[
arλ

]
=




1 0 0 0 0
0 0 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 0




,

while matrix Bs is

Bs =




0 0 0 0 0
0 1 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 1




.

After reordering, matrices As, and Bs appear in blocks as

A∗
s =




1 0 0 0 0
0 1 0 0 0
0 0 0 1 0

0




and

B∗
s =




0

0 0
1 0
0 0
0 0
0 1




,

and consequently

A∗
sΦB∗

s =

[
S

0

]



0 φ12 φ13 φ14 φ15

φ21 0 φ23 φ24 φ25

φ31 φ32 0 φ34 φ35

φ41 φ42 φ43 0 φ45

φ51 φ52 φ53 φ54 0




[
0 S

′
]
=




0

φ12 φ15

φ32 φ35

φ42 φ45

0 0


 .

2.4 Linear spatial interpolation conditional on sampling

Once a sample has been drawn, the interpolation is no longer managed
by (1); instead, the product (10) is used. The linear interpolator can be
explicitly rewritten with reference to sampling using blocks S and S of ma-
trices A∗

s and B∗
s. Interpolation is conceived for an unsampled element at

a time, identified by the appropriate N -dimensional column of matrix S
′
;

i.e. the vector eλ of the N -dimensional canonical basis. The n × (N − n)

non-null block SΦS
′
of matrix (10) can be written according to its columns

SΦS
′
=

[
SΦs1, . . . ,SΦsλ, . . . ,SΦsN−n

]
. (11)
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Each column sλ must be used to predict the value of the variable under
study ζ (·) for the unsampled location uλ in the population of N locations.

When a sample has been drawn from the population, for any unsampled
location uλ /∈ s, each column of (11) is the individual non-standardized
weight w∗

λ
. After it is normalized using the sampling constant 1′nSΦsλ, the

n-dimensional vector of weights (2) for an unsampled location is re-expressed
as

wλ =
SΦsλ

1′nSΦsλ
.

Thus, under the framework highlighted in Section 2.1, the linear interpolator
(1) is rewritten as

ζ̂
(
uλ

)
= z′wλ =

z′SΦsλ
1′nSΦsλ

, (12)

where the weighting vector is different for each unsampled location. The
linear predictor in (12), formally equal to (1), is now expressed as a function
of any selected sample from a population.

3 Spatial prediction as random selection from a

population

In Section 2, interpolator (12) is explicitly written as a function of the
realized sample. In design-based finite population inference, randomiza-
tion concerns population elements via their probabilities of entering in the
sample. To evaluate design-based properties, sample quantities need to be
converted into random population quantities so that the non-random inter-
polator (12) can be seen as a design-based spatial predictor.

3.1 Univariate random quantities

In Section 2.3 we defined, conditionally on sampling, the N×N matrices
Ar, As and Bs. They are realizations of the N × N matrices of random
indicators A, Aλ and B constructed according to the chance that elements
of whether the elements of the population are part of the sample.

For a generic location, the event corresponding to be included in the
sample, uli = uλ (i ∈ s), can be synthetically denoted as λ ∈ s; similarly
not being sampled, ulj = uλ (j /∈ s), can be denoted as λ ∈ s, (i.e. λ /∈ s).

The random matrix A of the conditional indicators for inclusion in the
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sample, given that a population element is unsampled, is

A =
[
I(λ∈s|λ/∈s); λ, λ = 1, . . . , N

]
=




0 I(1∈s|2/∈s) · · · I(1∈s|N /∈s)

I(2∈s|1/∈s) 0 · · · I(2∈s|N /∈s)
...

...
. . .

...
I(N∈s|1/∈s) I(N∈s|2/∈s) · · · 0


 .

(13)
Matrix A is a collection of N -dimensional column vectors, each condi-

tional on a fixed λ /∈ s. This means that if one of the N columns is related
to a sampled element, the conditioning event is false, and the column is
made of zero values: the number of null columns is n. These columns have
a structural zero value at the position λ = λ because a location cannot be
included in and excluded from the sample at the same time.

The realization ofA is matrixAr of Section 2.3. The non-null columns of
Ar are all equal because the structural zeros are not distinguishable from the
zero realizations of indicator variables. In its non-null columns, each matrix
Ar replicates a unit value corresponding to the labels that constitute the
sample. Thus, the number of potentially realized matrices Ar coincides with
the dimension of the universe of samples of size n from the N -dimensional
population.

The marginal indicator variables of unsampled locations are collected in
the diagonal matrix B

B = diag
[
I(λ/∈s); λ = 1, . . . , N

]
=




I(1/∈s) 0 · · · 0

0 I(2/∈s) · · · 0
...

...
. . .

...
0 0 · · · I(N /∈s)


 .

(14)
The realization of B is matrix Bs of Section 2.3.
Because the prediction problem is addressed to each location once at a

time, they have to be identified separately. For this purpose, matrices A

and B are arranged according to their column vectors

A =
[
a1, . . . ,aλ, . . . ,aN

]
, (15)

and
B =

[
b1, . . . ,bλ, . . . ,bN

]
. (16)

So, for each potentially unsampled location, we define the diagonal ma-
trix

Aλ = diag
[
aλ

]
=




I(1∈s|λ/∈s) 0 · · · 0

0 I(2∈s|λ/∈s) · · · 0
...

...
. . .

...
0 0 · · · I(N∈s|λ/∈s)




. (17)
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Matrices Aλ are N . Their non-null realizations are matrices As of Sec-
tion 2.3.

In what follows, we consider the column vectors bλ of B

bλ =




0
...

I(λ/∈s)
...
0



= I(λ/∈s)




0
...
1
...
0



= I(λ/∈s)eλ . (18)

The last equality of (18) shows that each bλ is the randomisation of the
vector of the N -dimensional canonical basis eλ denoting exclusion from the
sample.

3.2 The design-based predictor

The definitions of Section 3.1 make it possible to pass from the linear
interpolator (12) to a function of the random variables that govern selection
from population values as follows.

The relationship between the selected sample and any unsampled lo-
cation is highlighted when matrix Aλ and the corresponding vector bλ are
considered jointly. The random selection of the distances contained in matrix
(3) is managed by the N -dimensional random vector AλΦbλ, that involves
the product of the univariate random variables constructed in Section 3.1

AλΦbλ; λ = 1, ..., N . (19)

The linear interpolator (12) has been redefined as a function of the sam-
pled values z and the proper weighting vector, function of the distances of
each unsampled location from the sampled ones. These distances are con-
tained in the n-dimensional non-random column SΦsλ of the non-null block
of matrix (10). Note that once a sample is drawn, the non-null values of (19)
correspond exactly to what is contained in the appropriate column vector
of (11).

Remark. Product (10) can now be interpreted more clearly. It is the
collection of column vectors, representing the realizations of the random
event (19), each containing the distances between a sampled element and
any unsampled one; they are different for each column. Also, matrix (11)
should be seen as a collection of column vectors.

For the numerator and denominator of (12), the following equalities hold:

z′SΦsλ = ζ′AλΦbλ , (20)

and
1′nSΦsλ = 1′NAλΦbλ . (21)
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This is due to the joint role of random matrix Aλ and random vector bλ.
Thus we can start from interpolator (12) and write a predictor that is a

function of the random variables managing the selection from population:

ζ̂
(
uλ

)
=

z′SΦsλ
1′nSΦsλ

=
ζ′AλΦbλ

1′NAλΦbλ

. (22)

The expression above stresses that, in each unsampled location, the predictor
is the ratio of random quantities whose randomness depends on the sampling
design. The exact properties of the estimator, which is biased, cannot be
derived analytically.

The necessary randomization is therefore bivariate. To compute the
moments of the predictor (22), it is necessary to define the higher-order
random quantities involved, their probabilities and their moments. This is
done respectively in the following sub-section and in sections 4 and 5. In
Section 6 the moments of predictor (22) are computed.

3.3 Bivariate random quantities for spatial design-based pre-

diction

Starting from univariate events, the joint occurrence of an unsampled
element and a selected sample will be employed for the properties of the
design-based predictor (22). Based on (17) and the indicator random vari-
able appearing in (18), for each λ, the second-order random variable is the
element of the diagonal matrix

Kλ = I(λ/∈s)Aλ = diag
[
I(λ/∈s,λ∈s); λ = 1, . . . , N

]
, (23)

that has a zero value in the (λ, λ) position due to Aλ. This is because no
location can be included in and excluded from the sample at the same time.
Matrix (23) contains the joint random variables that for any unsampled
unit, retrieve the entire sample in the population; it can also be represented
in vector form:

kλ = Kλ1N =
[
I(λ/∈s,λ∈s); λ = 1, . . . , N

]
. (24)

The definition (23) makes it possible to rewrite the random numerator
(20) and denominator (21) using the bivariate random variables

ζ′AλΦbλ = 1′NZ′AλΦI(λ/∈s)eλ = 1′NZ′I(λ/∈s)AλΦeλ = 1′NZKλφλ = ζ′Kλφλ ,

(25)
and

1′NAλΦbλ = 1′NAλΦI(λ/∈s)eλ = 1′NI(λ/∈s)AλΦeλ = 1′NKλφλ . (26)
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In (25) and (26), the population vector (4) is retrieved, and (18) is split in
a random and a non-random component. The linear predictor (22) can be
finally written as

ζ̂
(
uλ

)
= z′wλ =

z′SΦsλ
1′nSΦsλ

=
ζ′AλΦbλ

1′NAλΦbλ

=
ζ′Kλφλ

1′NKλφλ

, (27)

where the randomness of the marginal and conditional univariate random
variables flows into a bivariate random variable.

3.3.1 Squares of bivariate random quantities

To evaluate the variance of the proposed predictor, fourth-order random
quantities need to be defined as special cases under simplifying hypotheses.

From (24), we define the random matrix

kλk
′
λ

=




I2
(λ/∈s,1∈s)

I(λ/∈s,1∈s)I(λ/∈s,2∈s) · · · I(λ/∈s,1∈s)I(λ/∈s,N∈s)

I(λ/∈s,2∈s)I(λ/∈s,1∈s) I2
(λ/∈s,2∈s)

· · · I(λ/∈s,2∈s)I(λ/∈s,N∈s)

...
...

. . .
...

I(λ/∈s,N∈s)I(λ/∈s,1∈s) I(λ/∈s,N∈s)I(λ/∈s,2∈s) · · · I2
(λ/∈s,N∈s)




=




I(λ/∈s,1∈s) I(λ/∈s,1∈s)I(λ/∈s,2∈s) · · · I(λ/∈s,1∈s)I(λ/∈s,N∈s)

I(λ/∈s,2∈s)I(λ/∈s,1∈s) I(λ/∈s,2∈s) · · · I(λ/∈s,2∈s)I(λ/∈s,N∈s)
...

...
. . .

...
I(λ/∈s,N∈s)I(λ/∈s,1∈s) I(λ/∈s,N∈s)I(λ/∈s,2∈s) · · · I(λ/∈s,N∈s)




,(28)

where, in the diagonal, fourth-order randomness reduces to second-order due
to the idempotence of indicator random variables,

I2
(λ/∈s,λ∈s)

= I(λ/∈s,λ∈s) .

Each out-of-diagonal product of two bivariate events can be rewritten as

I(λ/∈s,λ∈s)I(λ/∈s,λ′∈s) = I(λ∈s|λ/∈s)I(λ/∈s)I(λ′∈s|λ/∈s)I(λ/∈s) = I(λ/∈s)I(λ∈s|λ/∈s)I(λ′∈s|λ/∈s) .

(29)
It is an idempotent third-order random indicator that assumes unit values
when the three events λ ∈ s, λ′ ∈ s and λ /∈ s occur jointly. In (29) the
product I(λ∈s|λ/∈s)I(λ′∈s|λ/∈s) has to be considered as

I(λ,λ′∈s|λ/∈s) = I(λ∈s|λ/∈s)I(λ′∈s|λ∈s,λ/∈s) , (30)

and thus, each third-order random indicator variable becomes

I(λ/∈s,λ,λ′∈s) = I(λ/∈s)I(λ,λ′∈s|λ/∈s) .
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4 Fundamental probabilities in finite population

inference

To predict the value of the variable under study in an unsampled loca-
tion for a spatially distributed population, randomness is managed not only
by the individual probabilities of inclusion in the sample, but also by the
association probabilities that indicate the relationship of each unsampled el-
ement to the whole sample. First-order association probabilities come from
results regarding second-order probabilities in standard design-based infer-
ence. Similarly, second-order association probabilities are computed based
on results for fourth-order probabilities in standard design-based inference.
These probabilities are simpler to compute in the case of equal probability
sampling that is the case of our study. A discussion of unequal probabilities
is included in Appendix B.

A couple of elements will meet one the following conditions:

a) both elements will be included in the sample;

b) no element will be included in the sample;

c) one element will be included in the sample, but the other will not.

4.1 Inclusion and exclusion probabilities in equal probability

sampling

Cases a) and b) are commonly used in the theory of finite populations.
Case a) involves second-order inclusion probabilities. In the case of equal
probability sampling, the first-order (marginal and conditional) inclusion
probabilities are

πλ = Pr
(
I(λ∈s)

)
=

n

N
; ∀λ = 1, . . . , N ,

and

πλ′|λ = Pr
(
I(λ′∈s|λ∈s)

)
=

n− 1

N − 1
; ∀λ 6= λ′ = 1, . . . , N .

Marginal first-order inclusion probabilities are arranged in a vector that is
a special case of (84)

π =
n

N
1N .

Second-order inclusion probabilities

πλλ′ = πλπλ′|λ =





n

N

n− 1

N − 1
; λ 6= λ′ = 1, . . . , N ,

n

N
; λ = λ′ = 1, . . . , N ,

14



can be arranged (see Dol et al. (1996)) in a N ×N matrix

ΠI =
n

N

N − n

N − 1
IN +

n

N

n− 1

N − 1
1N1′N , (31)

that contains the probabilities for unit values of the bivariate indicators
I(λ,λ′∈s). This is the special case of (85) for simple random sampling.

Case b) is managed by second-order exclusion probabilities. In the case
of equal probability sampling, the first-order (marginal and conditional)
exclusion probabilities are

πλ = Pr
(
I(λ/∈s)

)
=

N − n

N
; ∀λ = 1, . . . , N , (32)

and

π
λ
′

|λ
= Pr

(
I
(λ

′

/∈s|λ/∈s)

)
=

N − n− 1

N − 1
; ∀λ 6= λ

′
= 1, . . . , N .

The marginal first-order exclusion probabilities are arranged in a vector that
is a special case of (88)

π =
N − n

N
1N . (33)

The unit values that appear in the indicator random variable of expression
(18) have probabilities (33).

The second-order exclusion probabilities

π
λλ

′ = πλπλ′

|λ
=





N − n

N

N − n− 1

N − 1
; λ 6= λ

′
= 1, . . . , N ,

N − n

N
; λ = λ

′
= 1, . . . , N .

can be arranged, as in (31), in a N ×N matrix

ΠE =
N − n

N

n

N − 1
IN +

N − n

N

N − n− 1

N − 1
1N1′N ,

that contains the probabilities of unit values of the bivariate indicators
I
(λ,λ

′

/∈s)
. This is a special case of (90) for simple random sampling.

4.2 First-order association probabilities in equal probability

sampling

When we are interested in the relationship between a sampled location
and an unsampled one, we can introduce first-order association probabilities
(case c) defined as

πλλ = πλλ = πλπλ|λ , (34)
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which is null when λ = λ because an element cannot jointly be included
in and excluded from a sample. This type of association probability might
come also from the product πλπλ|λ that has no relevance in the problem we
are dealing with.

Expression (34) is the probability for the unit value of the bivariate
indicator variables in (23) and (24). In simple random sampling without
replacement, the conditional probabilities of inclusion given an unsampled
location are

πλ|λ = Pr
(
I(λ∈s|λ/∈s)

)
=





n

N − 1
; λ = 1, . . . , N , λ 6= λ,

0; λ = 1, . . . , N , λ = λ ,
(35)

i.e. the probabilities for unit values of the univariate conditional indicator
variables that appear in (13). Thus, based on (32), the first-order association
probabilities (34) are

πλλ = πλπλ|λ =





N − n

N

n

N − 1
; λ = 1, . . . , N , λ 6= λ ,

0; λ = 1, . . . , N , λ = λ .

Defining the constant

c =
N − n

N

n

N − 1
, (36)

the first-order association probabilities can be written as

πλλ = πλπλ|λ =

{
c; λ = 1, . . . , N , λ 6= λ ,

0; λ = 1, . . . , N , λ = λ .
(37)

The probabilities (34) can be arranged in column vectors

πAλ =
N − n

N

n

N − 1
dλ = cdλ , (38)

where (9) is used in order to have a zero value at the λ-th position.
The vectors (38) of association probabilities can be organized in a N×N

matrix with zero values in the diagonal as follows :

ΠA =
n−N

N

n

N − 1
IN +

N − n

N

n

N − 1
1N1′N

= c
(
1N1′N − IN

)

= c
(
1N1′N − eλe

′
λ
−Dλ

)
. (39)

Note that in the last line of (39), matrix (8) appears. This is a special case
of (92).
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4.3 Second-order association probabilities in equal probabil-

ity sampling

Second-order association probabilities are based on the third-order ran-
dom indicators of (29). They can be defined, as is stated in (34) and using
(30), as

πλλλ′ = πλπλλ′|λ; ∀λ, λ′ = 1, . . . , N , (40)

where the factorization into marginal and conditional probabilities follows
the logic of the problem under study. Note that when λ = λ′, the probability
(40) becomes the first-order association probability (34) because the joint
event on the diagonal of matrix (28) is bivariate

πλλλ = πλπλ|λ = πλλ; ∀λ = 1, . . . , N . (41)

A summary of second-order association probabilities for varying probability
sampling is presented in Appendix B.3.

Based on (32) and (35), the joint probabilities (40) and (41) are

πλλλ′ =





N − n

N

n

N − 1

n− 1

N − 2
; λ 6= λ′ = 1, . . . , N , λ 6= λ′ 6= λ ,

N − n

N

n

N − 1
; λ = λ′ = 1, . . . , N , λ = λ′ 6= λ ,

0; λ, λ′λ = 1, . . . , N .

After the following constants have been defined, which enter in the subse-
quent results

g =
n− 1

N − 2
, h =

N − n− 1

N − 2
, m = g − c ,

and using constant c, defined in (36), the joint probabilities (40) and (41)
can be written as

πλλλ′ =





cg; λ 6= λ′ = 1, . . . , N , λ 6= λ′ 6= λ ,

c; λ = λ′ = 1, . . . , N , λ = λ′ 6= λ ,

0; λ, λ′λ = 1, . . . , N .

(42)

The second-order association probabilities (42) can be arranged, for each λ,
in a N ×N matrix that generalizes vector (38)

Π2Aλ =
N − n

N

n

N − 1

[
N − n− 1

N − 2
Dλ +

n− 1

N − 2
dλd

′
λ

]

= c
[
hDλ + gdλd

′
λ

]
. (43)

The last line of (43) is a function of (8) and (9). Such quantities make it
possible to manage the λ, λ′ = λ case, which corresponds to an impossible
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event. As in the relation between vector (38) and matrix (39), matrix (43)
is a block within the larger N2 × N matrix for second-order association
probabilities. Thus, (43) is the simple random sampling without replacement
equivalent to one of the N blocks that constitute (94).

5 Moments of the random quantities in simple

random sampling

The first two moments of the random quantities defined in Section 3 are
derived in what follows, in the case of simple random sampling. Varying
probability sampling is addressed in Appendix C.

5.1 Expectations of univariate random quantities

For each λ, the expectations of the univariate random indicators for
exclusion and inclusion conditional to exclusion are, respectively,

E
[
I(λ/∈s)

]
= πλ , (44)

and
E
[
I(λ∈s|λ/∈s)

]
= πλ|λ; λ = 1, . . . , N . (45)

In simple random sampling, the expectation of random matrix (17)
comes directly from (45) for the special case (35)

E
[
Aλ

]
= diag

[
E
[
I(λ∈s|λ/∈s)

]
; λ = 1, . . . , N

]
=

n

N − 1
Dλ ,

where (8) is used.
Similarly, regarding the exclusion from sampling, for each λ, the expec-

tation of the random vector (18) from (44) for the special case (32) is

E
[
bλ

]
= E

[
I(λ/∈s)

]
eλ =

N − n

N
eλ .

Sampling with varying probability is presented in Appendix C.1.

5.2 Expectations of bivariate quantities

For each λ, the expectation of the bivariate random indicator I(λ/∈s,λ∈s)
is the first-order association probability defined in (34)

E
[
I(λ/∈s,λ∈s)

]
= πλλ . (46)

The expectation of (23) comes directly from (46) based on (37) and as before
(8),

E
[
Kλ

]
= diag

[
E
[
I(λ/∈s,λ∈s); λ = 1, . . . , N

]]
= cDλ. (47)
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The expectation of (24), using (9), is

E
[
kλ

]
= cDλ1N = cdλ . (48)

Finally, based on (47), the expectations of the numerator (25) and the de-
nominator (26) are, respectively,

E
[
ζ′Kλφλ

]
= ζ′E

[
Kλ

]
φλ = cζDλφλ = c1′NZDλφλ = c

∑

λ 6=λ

ζλφλλ = cT1λ ,

(49)
and

E
[
1′NKλφλ

]
= 1′NE

[
Kλ

]
φλ = c1NDλφλ = c1′NDλφλ = c

∑

λ 6=λ

φλλ = cT2λ .

(50)
Sampling with varying probability is discussed in Appendix C.2.

5.3 Variance of the main bivariate quantity

The results here exposed for simple random sampling are summarized in
Appendix C.3 for varying probability sampling.

Theorem 5.3.1

Vλ = c
[
hDλ +mdλd

′
λ

]
. (51)

Proof

The variance of (24) is

Vλ = V
[
kλ

]
= E

[
kλk

′
λ

]
− E

[
kλ

]
E
[
kλ

]′
,

where based on (42), the expected value of (28) is

E
[
kλk

′
λ

]
=





cg; λ 6= λ′ = 1, . . . , N , λ 6= λ′ 6= λ ,

c; λ = λ′ = 1, . . . , N , λ = λ′ 6= λ ,

0; λ, λ′λ = 1, . . . , N .

Based on (43), this solution can be written as

E
[
kλk

′
λ

]
= c

[
hDλ + gdλd

′
λ

]
. (52)

Finally, using (52) and (48), we obtain

Vλ = c
[
hDλ + gdλd

′
λ

]
− c2dλd

′
λ

= c
[
hDλ +mdλd

′
λ

]
. �
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5.4 Expectations of squares of bivariate random quantities

The following expectations are computed via the fundamental theorem
on quadratic forms (see Bolfarine and Zacks (1992)) and are necessary for
computing the variance of the ratio-type predictor (27). In all derivations,
some population properties described at the end of Section 2.2 are used.

Theorem 5.4.1

E
[(
ζ′Kλφλ

) (
ζ′Kλφλ

)′]
= c

[
hT3λ + gT4λ

]
(53)

Proof

Using the commutative property of diagonal matrices and definition (5),
the square of the quantity

(
ζ′Kλφλ

)
can be expressed as

(
ζ′Kλφλ

) (
ζ′Kλφλ

)′
= 1′NZKλφλφ

′
λ
KλZ1N = 1′NZKλΦλKλZ1N

= 1′NKλZΦλZKλ1N = k′
λ
ZΦλZkλ , (54)

where the population matrix (5) is retrieved for the first time. Based on
(48), the expectation of the quadratic form (54) is

E
[
k′
λ
ZΦλZkλ

]
= tr

(
ZΦλZVλ

)
+ E

[
kλ

]′
ZΦλZE

[
kλ

]
. (55)

The first term of the previous equation needs expression (51) and the product

ZΦλZVλ = c
[
hZΦλZDλ +mZΦλZdλd

′
λ

]
. (56)

The traces of the two matrices appearing in (56) are computed separately
as

tr
(
ZΦλZDλ

)
=

∑

λ 6=λ

ζ2λφλλφλλ =
∑

λ 6=λ

ζ2λφ
2
λλ

= φ′
λ
Z2φλ = T3λ ,

and

tr
(
ZΦλZdλd

′
λ

)
=

∑

λ 6=λ

∑

λ′ 6=λ

ζλζλ′φλλφλλ′ = d′
λ
ZΦλZdλ = T4λ . (57)

Finally the trace of matrix (56) is

tr
(
ZΦλZVλ

)
= c

[
hT3λ +mT4λ

]
.

Because the trace of any permutation of the product of compatible matrices
remains the same (see Magnus and Neudecker (2007)), a permutation of
ZΦλZdλd

′
λ
is the scalar d′

λ
ZΦλZdλ. Thus, trace (57) is equal to such

scalar. Based on (48) the last term of (55) is

E
[
kλ

]′
ZΦλZE

[
kλ

]
= c2d′

λ
ZΦλZdλ = c2

∑

λ 6=λ

∑

λ′ 6=λ

ζλζλ′φλλφλλ′ = c2d′
λ
ZΦλZdλ = c2T4λ .

(58)
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Ultimately, expectation (55) becomes

E
[
k′
λ
ZΦλZkλ

]
= c

[
hT3λ +mT4λ + cT4λ

]

= c
[
hT3λ + gT4λ

]
. �

Theorem 5.4.2

E
[(
1′NKλφλ

) (
1′NKλφλ

)′]
= c

[
hT5λ + gT6λ

]
. (59)

Proof

As in (54), the square of
(
1′NKλφλ

)
can be expressed

(
1′NKλφλ

) (
1′NKλφλ

)′
= 1′NKλφλφ

′
λ
Kλ1N

= 1′NKλΦλKλ1N = k′
λ
Φλkλ . (60)

Based on (48), the expectation of the quadratic form (60) is

E
[
k′
λ
Φλkλ

]
= tr

(
ΦλVλ

)
+ E

[
k′
λ

]
ΦλE

[
kλ

]
. (61)

As with (56), following (51), for the first term in equation (60), we obtain

ΦλVλ = c
[
hΦλDλ +mΦλdλd

′
λ

]
. (62)

The traces of the two matrices in (62) are computed separately as

tr
(
ΦλDλ

)
=

∑

λ 6=λ

φλλφλλ =
∑

λ 6=λ

φ2
λλ

= φ′
λ
φλ = T5λ ,

and
tr
(
Φλdλd

′
λ

)
=

∑

λ 6=λ

∑

λ′ 6=λ

φλλφλλ′ = d′
λ
Φλdλ = T6λ .

Finally the trace of matrix (62) is obtained:

tr
(
ΦλVλ

)
= c

[
hT5λ +mT6

]
.

For the reasons indicated above regarding the equality of traces of any per-
mutation of compatible matrices that induce (58), the last term of (61) is

E
[
kλ

]′
ΦλE

[
kλ

]
= c2d′

λ
Φλdλ = c2

∑

λ 6=λ

∑

λ′ 6=λ

φλλφλλ′ = c2d′
λ
Φλdλ = c2T6λ .

(63)
Expectation (61) therefore becomes

E
[
k′
λ
Φλkλ

]
= c

[
hT5λ +mT6λ + cT6λ

]

= c
[
hT5λ + gT6λ

]
. �
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Theorem 5.4.3

E
[(
ζ′Kλφλ

) (
1′NKλφλ

)′]
= c

[
hT7λ + gT8λ

]
(64)

Proof

The product of (25) and (26), as (54) and (60), can be written as
(
ζ′Kλφλ

) (
1′NKλφλ

)′
= 1′NZKλφλφ

′
λ
Kλ1N = 1′NKλZΦλKλ1N

= 1′NKλZΦλKλ1N = k′
λ
ZΦλkλ , (65)

Because matrix ZΦλ is not symmetric we need to define (see Bao and
Ullah (2010))

Wλ =
ZΦλ +ΦλZ

2
,

to compute the expected value of (65)

E
[
k′
λ
ZΦλkλ

]
= tr

(
WλVλ

)
+ E

[
k′
λ

]
WλE

[
kλ

]
. (66)

As with (56), following (51), for the first term of equation (66) we have

WλVλ = WλVλ

[
hDλ +mdλd

′
λ

]

= c
[
hWλDλ +mWλdλd

′
λ

]
. (67)

The traces of the two matrices in (67) are computed separately. Using the
property of the trace of matrix permutations used to obtain (58), we have

tr
(
WλDλ

)
=

1

2
tr
(
ZΦλDλ +ΦλZDλ

)
= tr

(
ZΦλDλ

)
=

∑

λ 6=λ

ζλφ
2
λλ

= T7λ ,

and

tr
(
Wλdλd

′
λ

)
=

1

2
tr
(
ZΦλdλd

′
λ
+ΦλZdλd

′
λ

)
= tr

(
ZΦλdλd

′
λ

)

=
∑

λ 6=λ

∑

λ′ 6=λ

ζλφλλφλλ′ = d′
λ
ZΦλdλ = T8λ .

Finally the trace of matrix (67) is

tr
(
WλDλ

)
= c

[
hT7λ +mT8λ

]
.

For the reasons presented above about the equality of traces, that induce
(58) and (63), the last term of (66) is

E
[
k′
λ

]
WλE

[
kλ

]
= c2d′

λ
Wλdλ = c2

∑

λ 6=λ

∑

λ′ 6=λ

ζλφλλφλλ′ = c2T8λ .

Expectation (66) therefore becomes

E
[
k′
λ
ZΦλkλ

]
= c

[
hT7λ +mT8λ + cT8λ

]
= c

[
hT7λ + gT8λ

]
. �

The relationships between traces are highlighted in Appendix D.
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5.5 Variances of bivariate random quantities and covariances

between bivariate random quantities

The variance of (25), based on (53) and (49) by means of (99), is

V
[
ζ′Kλφλ

]
= E

[
ζ′Kλφλφ

′
λ
Kλζ

]
− E

[
ζ′Kλφλ

]2

= c
[
hT3λ + gT4λ

]
− c2T 2

1λ
= c

[
hT3λ + gT4λ

]
− c2T4λ

= c
[
hT3λ + gT4λ − cT4λ

]
= c

[
hT3λ +mT4λ

]
. (68)

The variance of (26), based on (59) and (50) by means of (100), is

V
[
1′NKλφλ

]
= E

[
1′NKλφλφ

′
λ
Kλ1N

]
− E

[
1′NKλφλ

]2

= c
[
hT5λ + gT6λ

]
− c2T 2

2λ
= c

[
hT5λ + gT6λ

]
− c2T6λ

= c
[
hT5λ + gT6λ − cT6λ

]
= c

[
hT5λ +mT6λ

]
. (69)

Finally, the covariance between (25) and (26), based on (64), (49), (50),
by means of (101), is

Cov
(
ζ′Kλφλ,1

′
NKλφλ

)
= E

[
ζ′Kλφλφ

′
λ
Kλ1N

]
− E

[
ζ′Kλφλ

]
E
[
1′NKλφλ

]

= c
[
hT7λ + gT8λ

]
− c2T1λT2λ

= c
[
hT7λ + gT8λ − cT8λ

]
= c

[
hT7λ +mT8λ

]
. (70)

6 Moments of the ratio-type predictor

The structure of predictor (22) is the ratio of random quadratic forms
expressed by (27). Based on the theory of survey sampling, this predictor is
known to be biased and to have approximated properties. We must assess
the extent to which the expectation of a ratio can be approximated based on
the ratio of the expectations in this special case and in this way evaluating
bias. Similarly, we need to assess the approximation of the variance of the
ratio.

6.1 Approximated expected value of the predictor

The approximated expected value of the ratio-type predictor (27) for
each unsampled λ is

E
[
ζ̂
(
uλ

)]
= E

[
ζ′Kλφλ

1′NKλφλ

]
≃

E
[
ζ′Kλφλ

]

E
[
1′NKλφλ

] , (71)

which, based on (49) and (50), is

E
[
ζ̂
(
uλ

)]
≃

c1′NZDλφλ

c1′NDλφλ

=

∑

λ 6=λ

ζλφλλ

∑

λ 6=λ

φλλ

=
T1λ

T2λ

, (72)
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i.e. a weighted average of all population values, with weights that are func-
tions of the distances of the unsampled value from all the others. The
expected approximation does not depend on the sample size.

For any location λ where a prediction ζ̂
(
uλ

)
is computed via (12), several

population quantities are important:

a) the true value ζ
(
uλ

)
of the variable under study-that is, the target of

prediction;

b) the constant T1λ/T2λ of (72) which is also the approximated expected
value;

c) the exact expected value of ζ̂(uλ) (i.e. E
[
ζ̂(uλ)

]
), which can be com-

puted only through the universe of samples and/or simulation.

For a given sample size, predictor ζ̂
(
uλ

)
of (12) is a biased estimator of

(72) because the sample difference from the target is

d
(
uλ

)
= ζ̂

(
uλ

)
−

T1λ

T2λ

; ∀λ = 1, . . . , N ,

with expectation

B
[
ζ̂
(
uλ

)]
= E

[
d
(
uλ

)]
= E

[
ζ̂
(
uλ

)]
−

T1λ

T2λ

; ∀λ = 1, . . . , N ,

i.e. a bias that, given the properties of ratio-type estimators, decreases as
sample size increases but is not directly related to the true value ζ(uλ). This

is because no matter how the sample is extracted, each ζ̂(uλ) is allowed to
depend on any among the selected ζ(uλ), but never on the λ-th.

So, for a given population, for any location uλ, the “structural bias”

δ
(
uλ

)
= ζ(uλ)−

T1λ

T2λ

∀λ = 1, . . . , N , (73)

is defined as the difference between the value to predict and the population
ratio (72).

The choice of equal weights for all values simplifies (72) into

T ∗
1λ

T ∗
2λ

=
1

N − 1

∑

λ 6=λ

ζλ , (74)

and consequentely defines the following special case of structural bias

δ∗
(
uλ

)
= ζ(uλ)−

T ∗
1λ

T ∗
2λ

; ∀λ = 1, . . . , N . (75)
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The comments above show that geographical distances are useful for
predicting unsampled values ζ(uλ) when the system of weights, different for
each λ, improves inference. If information on distances is available and is
considered useful, the population quantity predicted through (12) is (72).
When no information on locations is available, the unweighted population
mean (74) which excludes the λ-th element, is the predicted quantity. In
this special case, moreover, because T ∗

1λ
/T ∗

2λ
does not use any spatial infor-

mation, the only safeguard for acceptable inferences is that all the ζ(uλ) are
similar (i.e. their variance in population is small).

Because, in the general case of (72), the distance between ζ(uλ) and
T1λ/T2λ depends on the distances between uλ and all the others, the question
of when suitable weights make (73) smaller than (75) arises.

6.2 Approximated variance of the predictor

Theorem 6.2.1

V
[
ζ̂
(
uλ

)]
≃

1

cT 2
6λ

[
h
(
T3λT6λ − 2T7λT8λ + T4λT5λ

)
+m

(
T4λT6λ − 2T 2

8λ
+ T4λT6λ

)]
.

(76)
Proof

Stuart and Ord (1987), suggest a three-term approximation for the vari-
ance of the ratio of random quantities

V

[
X

Y

]
≃

V [X]

E [Y ]2
− 2

Cov (X,Y ) E [X]

E [Y ]3
+

E [X]2V [Y ]

E [Y ]4
,

which, in this case, yields

V
[
ζ̂
(
uλ

)]
≃

V
[
ζ′Kλφλ

]

E
[
1′NKλφλ

]2 − 2
Cov

(
ζ′Kλφλ,1

′
NKλφλ

)
E
[
ζ′Kλφλ

]

E
[
1′NKλφλ

]3

+
E
[
ζ′Kλφλ

]2
V
[
1′NKλφλ

]

E
[
1′NKλφλ

]4 . (77)

In fact, all denominators in (77) depend on (50).
The first term of (77) is, for (68) and (50),

V
[
ζ′Kλφλ

]

E
[
1′NKλφλ

]2 =
c
[
hT3λ +mT4λ

]

c2T 2
2λ

=

[
hT3λ +mT4λ

]

cT 2
2λ

. (78)
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Analogously, based on (70), (49) and (50), the second term is

Cov
(
ζ′Kλφλ,1

′
NKλφλ

)
E
[
ζ′Kλφλ

]

E
[
1′NKλφλ

]3 =
c2

[
hT7λ +mT8λ

]
T1λ

c3T 3
2λ

=

[
hT7λ +mT8λ

]
T1λ

cT 3
2λ

, (79)

whereas the third component, based on (69), (49) and (50), is

E
[
ζ′Kλφλ

]2
V
[
1′NKλφλ

]

E
[
1′NKλφλ

]4 =
c3

[
hT5λ +mT6λ

]
T 2
1λ

c4T 4
2λ

=

[
hT5λ +mT6λ

]
T 2
1λ

cT 4
2λ

, (80)

where the properties of traces (99), (100) and (101) are used. �

7 A toy example

A synthetic simulation study was performed with a small population
to verify the properties of the design-based spatial predictor presented in
the previous sections. The weights that can be assigned to the sampled
values of the variable under study depend only on the distances between
the location of the value to be predicted and the sampled locations. The
distances between the locations are structural characteristics of the elements
of a spatially organized population.

Their construction and the successive definition of distance functions as
in matrix Φ of (3) are usually independent of the values for the character-
istics associated with the population elements. Using distance functions, a
system of weights can be created before sampling for any variable and for
any individual value to predict. For a population of N elements, a N × N
matrix Φ can be constructed that contains distance functions for all popu-
lation elements with zeros in the diagonal.

The aim of the simulation study is to assess:

a) behavior of the estimator given the spatial structure, due both to the
locations at play and the values for the characteristics under study for
the particular locations;

b) the effect of sample size on the reduction in the differences between
the exact and approximated properties of the design-based spatial pre-
dictor;

c) the consequences of different structural biases for prediction for each
population element.
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Figure 1 shows a labelled (λ = 1, ..., N) small population with N = 15
locations. The values ζ (uλ) are assigned to each location. The increasing
diameter of the dots associated with the labels corresponds to the four classes
isolated by the quartiles of the population values (which follow Tobler’s law
because the more similar values are closer together).
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Figure 1: Site locations with the categorization delimited by quartiles of the
population values

Table 1 reports the values of matrix Φ computed according to (3) for
this population. Note that each of its column is different, since the location
to predict varies.

Table 2 reports some important population values for each location.
From now on, each location is denoted as a potentially unsampled λ. The
first and second columns contain the labels λ and the values to predict ζ

(
uλ

)

respectively. The third and fourth columns contain the population syntheses
based on functions from matrix Φ of Table 1; namely, the population ratio
(72) corresponding to the approximated expectation and the structural bias
δ
(
uλ

)
of (73). The last two columns report the population syntheses that

do not consider spatial information: T ∗
1λ
/T ∗

2λ
of (74) and δ∗

(
uλ

)
of (75).

In Table 2, the fourth column highlights that different structural biases
are associated to different locations when functions of distances are used
as weights: the most favourable cases are those in which δ

(
uλ

)
is null or

near to zero, as happens for labels 1 and 5, which are further studied in
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Table 1: Matrix of distance functions
Φ =



0.000 0.066 0.149 0.074 0.316 0.097 0.354 0.447 0.102 0.098
0.066 0.000 0.097 0.354 0.067 0.149 0.059 0.075 0.118 0.156
0.149 0.097 0.000 0.101 0.200 0.117 0.106 0.224 0.316 0.243
0.074 0.354 0.101 0.000 0.072 0.243 0.066 0.083 0.112 0.149
0.316 0.067 0.200 0.072 0.000 0.088 0.171 0.447 0.124 0.110
0.097 0.149 0.117 0.243 0.088 0.000 0.088 0.108 0.111 0.141
0.354 0.059 0.106 0.066 0.171 0.088 0.000 0.200 0.080 0.079
0.447 0.075 0.224 0.083 0.447 0.108 0.200 0.000 0.131 0.124
0.102 0.118 0.316 0.112 0.124 0.111 0.080 0.131 0.000 0.447
0.098 0.156 0.243 0.149 0.110 0.141 0.079 0.124 0.447 0.000




what follows. The most unfortunate case is label 11: in this location the
ζ
(
uλ

)
may be considered an outlier, and its prediction is problematic. If we

compare columns 4 and 6, which contain the alternative form of structural
bias (73) and (75), it emerges that predictor (12), which uses matrix Φ, is
acceptable in almost all cases; because δ

(
uλ

)
< δ∗

(
uλ

)
except for labels

12 and 13. Because label 12 exhibits very similar structural biases for both
weighting systems, our subsequent analysis focuses on the prediction of 13.

Table 2: Main population syntheses

λ ζ
(
uλ

)
T1λ/T2λ δ

(
uλ

)
T ∗
1λ
/T ∗

2λ
δ∗

(
uλ

)

1 5.81 5.81 0.00 3.57 2.23
2 1.07 2.95 -1.88 3.91 -2.84
3 2.42 3.66 -1.24 3.81 -1.39
4 1.20 2.92 -1.73 3.90 -2.71
5 5.14 5.07 0.07 3.62 1.52
6 1.58 3.26 -1.68 3.87 -2.29
7 5.75 4.86 0.89 3.58 2.17
8 7.27 4.48 2.78 3.47 3.80
9 1.65 3.26 -1.61 3.87 -2.22
10 1.59 3.13 -1.53 3.87 -2.28
11 11.49 4.48 7.01 3.16 8.33
12 3.19 3.81 -0.63 3.76 -0.57
13 2.79 4.76 -1.97 3.79 -1.00
14 2.30 3.34 -1.04 3.82 -1.52
15 2.57 3.43 -0.86 3.80 -1.23

In the following figures (Figures 2-4), the results of simulations to predict
locations 1, 5 and 13 are reported. In all figures, the population values to be
predicted, ζ

(
uλ

)
, are indicated by bold dashed lines, expressions T1λ/T2λ
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of (72) are indicated by thin dashed lines, and T ∗
1λ
/T ∗

2λ
of (74) are indicated

by dotted lines. In each figure, the structural biases (73) and (75) can easily
be identified.

The left panel of each figure shows that as the sample size n = 2, ..., 14
increases, the convergence of the biased predictor (12) to the approximated
expectation (72) when matrix Φ of Table 1 is used for prediction. Each
right panel shows the convergence of the (unweighted) sample mean to the
unweighted population mean (74) for all values excluding the λ-th.

For increasing sample sizes, the distributions of predictor (12) in the
sample space have been computed and summarized in the various panels.
All panels show the reduction in variability as the sample size increases. The
average of each distribution is the exact expectation of the predictor and is
represented, in the left-hand panels, by the horizontal bar in each plot. In
this case, the predictor is biased, with decreasing bias as the sample size
increases and converges to (72). Conversely, when distances are not consid-
ered, the averages for the distributions in the sample space are represented
in the right-hand panels. Because the predictor is unbiased, all horizontal
bars have the same value which, moreover, coincides with the unweighted
population average (74).

Based on the normal approximation for the exact distribution of the
predictor in the sample space, the exact variances of the distributions of
(12), for each n, are the starting point for computing the exact extremes

E
[
ζ̂λ

]
± 1.96sd(ζ̂λ) of the 95% probability intervals that appear in each

panel (shown by the darker boxes).
For increasing sample sizes, each panel of the figures shows the constants

in (72), which are also the approximated expectations of predictor (12) and
the approximated standard deviations based on (76). The approximated
expectations, as previously noted, are constant regardless of the sample
sizes because they do not depend on n.

When the normal approximation is also used to generate the approx-
imated distribution of the predictor (12), the approximated variance (76)
for each n is the starting point for computing the extremes of the 95%
probability intervals, now centered in (72) in the corresponding panel. The
extremes of the probability intervals of the approximated distributions are
the bounds of the lighter boxes. Locations 1, 5 and 13 have higher approx-
imated variances than the exact ones; for some individual predictions that
are not reported in this example, this does not occur.

Figure 2 shows the results for prediction when λ = 1. Here, the struc-
tural bias (73) is null: i.e. ζ

(
uλ

)
= T1λ/T2λ = 5.8. In this special case,

the value to predict is equal to the population ratio in (72). The left-hand
panel of Figure 2 shows the convergence of the biased predictor (12) to the
approximated expectation (72) and therefore suitably captures the predic-
tion of ζ

(
uλ

)
. The variance shown in the right-hand panel is systematically
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lower than the variance of the left-hand panel, but the unbiased estima-
tor converges to a constant that is very different from the target because
δ∗

(
uλ

)
= 2.23.
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Figure 2: Prediction of λ = 1 as n increases (left-hand panel uses distances
for prediction, right-hand panel does not).

Figure 3 shows the results on prediction when λ = 5. In this case,
δ
(
uλ

)
= 0.07, i.e. it is very small even if not null. Given this consideration,

the behaviour of the predictor is similar to the case illustrated in Figure 2.
Figure 4 shows the results on prediction when λ = 13. In this case,

both structural biases (73) and (75) are relevant, with the consequence that
predictor (12) has a bad performance with or without weights based on
distances. In the left-hand panel it converges to T1λ/T2λ = 4.76, while the
target value ζ

(
uλ

)
is 2.79; in the right-hand panel it converges to T ∗

1λ
/T ∗

2λ
=

3.79, obtaining a sligthly better result since δ∗
(
uλ

)
< δ

(
uλ

)
.

8 Conclusions

This paper aims to demonstrate how a spatial linear interpolator can
be seen under a random sampling framework. Through the use of selection
matrices, it is possible to manage the relationships between sampled and
unsampled locations, showing that a spatial linear interpolator can be seen
as a design-based ratio-type predictor. In this case, we do not use a super-
population model; we use only the population information available before
sampling.
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Figure 3: Prediction of λ = 5 as n increases (left-hand panel uses distances
for prediction, right-hand panel does not).

A fully design-based perspective has been explored in this paper. In-
dividual prediction is the target of inference and is managed by the popu-
lation association probabilities linking each potentially unsampled location
with the others. Second- and fourth-order probabilities are therefore very
important to spatial prediction: the concept of association probabilities is
new and is crucial for predictions made under a design-based perspective.
Indeed, these probabilities are the starting point for the evaluation of the
statistical properties of predictors, which, because they must be seen as ran-
dom ratios, can be analytically computed only as approximations. Our main
achievement has been to reveal that it is possible to associate an uncertainty
measure with interpolators: non-stochastic spatial predictors are not usually
endowed by measures of uncertainty.

In this study, we proposed the simplest spatial extension of simple ran-
dom sampling in finite population inference. It uses the distance functions
contained in Φ as weights for the elements extracted from a population of
N − 1 elements; they are different for each location. As a result of the
selection procedure, from the design-based perspective, the predictor is a
random ratio instead of a weighted average.

Our most unique findings are those that explore how a system of weights
based only on geographical distances can improve inference without the use
of a superpopulation model. Our main emphasis is on the difference, at the
population level, between the individual value to predict and the function
of population values to be estimated, expressed by (73). The proximity
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Figure 4: Prediction of λ = 13 as n increases (left-hand panel uses distances
for prediction, right-hand panel does not).

between the two population quantities may be improved prior to sampling
using the distances of the location for which a value has to be predicted
from all other locations in the population. In this way we exploit the spatial
structure of the variable under study. In our work, we have not sought to
optimize prediction; rather, we are determining to what degree geographical
distance assists with inference with spatial data. In conducting spatial pre-
diction using a design-based framework, we were assisted only by Tobler’s
first law of geography.

As the weighting system is the same for the entire population but differ-
ent with respect to each element of that population, individual prediction
may be more accurate for some locations and less so for others. This occurs
irrespective of the sample size; it is due to the structural bias that character-
izes the relationship between the value to be predicted and the population
synthesis (72) predicted via the sample.

The results achieved constitute a first step into a dense field of founda-
tional and analytical issues that, if explored, can help to create a new class
of design-based spatial predictors that will not require the estimation of
superpopulation parameters. The ease and rapidity of these computations
ought to be compared via the kriging formulation, and their flexibility and
performance in a variety of cases should also be considered.

32



Appendices

A Properties of matrices S and S

Matrix Sn×N (S(N−n)×N ) is the selection (non-selection) matrix that
isolates sampled (unsampled) units in a population. The symmetric permu-
tation matrix S∗

N×N for the sampled and unsampled elements of a population
is

S∗ =
[
S′ S

′
]′

=

[
S

S

]

such that

S∗S∗′ =

[
S

S

] [
S′ S

′
]
=

[
SS′ SS

′

SS′ SS
′

]
=

[
In 0
0 IN−n

]
= IN .

The relationship of matrices A∗
sand B∗

s with S∗ is

A∗
s + (B∗

s)
′ =

[
S

0

]
+

[
0

S

]
=

[
S

S

]
= S∗ .

Product (10)

A∗
sΦB∗

s =

[
S

0

]
Φ
[
0 S

′
]
=

[
0 SΦS

′

0 0

]
=

[
0 ΦSS

0 0

]
.

differs from the usual product in finite population prediction theory (see for
instance Bolfarine and Zacks (1992)) which produces the following partition

S∗ΦS∗′ =
[
S′ S

′
]′
Φ

[
S′

S
′

]
=

[
ΦSS ΦSS

ΦSS ΦSS

]

B Fundamental probabilities in varying probabil-

ity sampling

As mentioned in Section 4, one of the following will be true about a pair
of elements in a population:

a) both elements will be included in the sample;

b) neither element will be included in the sample;

c) one element will be included in the sample and the other will not be.
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B.1 Inclusion and exclusion probabilities in varying proba-

bility sampling

Cases a) and b) are commonly used in the theory of finite populations.
Case a) is managed by second-order inclusion probabilities

πλλ′ =

{
πλπλ′|λ; λ 6= λ′ = 1, . . . , N ,

πλ; λ = λ′ = 1, . . . , N ,
(81)

where the first-order (marginal and conditional) inclusion probabilities are

πλ = Pr
(
I(λ∈s)

)
; ∀λ = 1, . . . , N , (82)

and
πλ′|λ = Pr

(
I(λ′∈s|λ∈s)

)
; ∀λ 6= λ′ = 1, . . . , N . (83)

The marginal first-order inclusion probabilities can be arranged in a vector

π = [πλ; λ = 1, . . . , N ] . (84)

The second-order inclusion probabilities (81) may be arranged in the N ×N
matrix

ΠIπ =
[
πλλ′ ;λ, λ′ = 1, . . . , N

]
, (85)

which contains the probabilities of unit values of the bivariate indicators
I(λ,λ′∈s).

Case b) is managed by second-order exclusion probabilities. In vary-
ing probability sampling, first-order (marginal and conditional) exclusion
probabilities are

πλ = Pr
(
I(λ/∈s)

)
; ∀λ = 1, . . . , N , (86)

and
π
λ
′

|λ
= Pr

(
I
(λ

′

/∈s|λ/∈s)

)
; ∀λ 6= λ

′
= 1, . . . , N . (87)

The marginal first-order exclusion probabilities can be arranged in a vector

π =
[
πλ; λ = 1, . . . , N

]
. (88)

They are the probabilities of the unit values of the indicator random variable
in expression (18).

The second-order exclusion probabilities

π
λλ

′ = πλπλ′

|λ
=




πλπλ′

|λ
; λ 6= λ

′
= 1, . . . , N ,

πλ; λ = λ
′
= 1, . . . , N ,

(89)

can be arranged in a N ×N matrix

ΠEπ =
[
π
λλ

′ ; λ, λ
′
= 1, . . . , N

]
. (90)

which contains the probabilities of unit values of the bivariate indicators
I
(λ,λ

′

/∈s)
.
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B.2 First-order association probabilities in varying probabil-

ity sampling

Case c) is managed by first-order association probabilities (34) that ex-
press the relationship between a sampled location and an unsampled one,
defined as:

πλλ = πλλ = πλπλ|λ ,

which is null when λ = λ because an element cannot both be part of and be
excluded from a sample.

First-order association probabilities are the probability of the unit value
for the bivariate indicator variables in (23) and (24). The probabilities of
conditional inclusion given an unsampled location are

πλ|λ = Pr
(
I(λ∈s|λ/∈s)

)
. (91)

They are the probabilities of unit values of the indicator variables that ap-
pear in (13), whereas the probabilities of exclusion come from (86). The
first-order association probabilities can be arranged in the N ×N matrix

ΠAπ =
[
πλλ; λ, λ = 1, . . . , N

]
=

[
πA1π . . . πAλπ . . . πANπ

]
, (92)

which contains zero values in the diagonal. In other words, each column vec-
tor πAλπ contains a zero value at the λ-th position because of the definition
of first-order association probabilities in (34).

B.3 Second-order association probabilities in varying prob-

ability sampling

The extension to varying probability sampling of the second-order asso-
ciation probabilities (40) under the independence hypothesis of (30) are

πλλλ′ = πλπλλ′|λ; ∀λ, λ′ = 1, . . . , N .

When λ = λ′, it becomes the first-order association probability (34)
because the joint event (41) in the diagonal of matrix (28) is bivariate

πλλλ = πλπλ|λ = πλλ; ∀λ = 1, . . . , N .

In varying probability sampling, probabilities (40) become

πλλλ′ =





πλπλλ′|λ; λ, λ′ = 1, . . . , N , λ 6= λ′ 6= λ ,

πλπλ|λ; λ = λ′ = 1, . . . , N , λ = λ′ 6= λ ,

0; λ = λ′ = λ = 1, . . . , N .

(93)

The second-order association probabilities (93) can be arranged for each λ
in a N ×N matrix

Π2Aλπ =
[
πλλλ′ ; λ, λ′ = 1, . . . , N

]
. (94)
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C Moments of the random quantities in varying

probability sampling

C.1 Expectations of univariate random quantities

The expectation of (17) comes from (45) using (91)

E
[
Aλ

]
= diag

[
E
[
I(λ∈s|λ/∈s)

]
; λ = 1, . . . , N

]
(95)

Given the exclusion from sampling, for each λ, based on (44) and using (86),
the expectation of (18) is

E
[
bλ

]
= E

[
I(λ/∈s)

]
eλ = πλeλ .

C.2 Expectations of bivariate random quantities

These expectations need to be derived using the association probabilities
(34) for each potentially unsampled location λ and every potentially sampled
one.

Given the expectation of (23), using the suitable column in (92), we
obtain

E
[
Kλ

]
= diag

[
πAλπ

]
,

and
E
[
kλ

]
= πAλπ , (96)

C.3 Variance of the main bivariate quantity

The variance of (24) is defined as

Vλ = V
[
kλ

]
= E

[
kλk

′
λ

]
− E

[
kλ

]
E
[
kλ

]′
.

The expected value of (28) is as follows based on (93)

E
[
kλk

′
λ

]
=





πλπλλ′|λ; λ 6= λ′ = 1, . . . , N , λ 6= λ′ 6= λ ,

πλπλ|λ; λ = λ′ = 1, . . . , N , λ = λ′ 6= λ ,

0; λ = λ′ = λ = 1, . . . , N ,

which, following (94), can be written as

E
[
kλk

′
λ

]
= Π2Aλπ . (97)

Finally, using (97) and (96) we obtain

Vλ = Π2Aλπ − πAλπ

(
πAλπ

)′
. (98)
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D Some useful relationships between traces

In sections 5.2 and 5.4, various constants were defined. Here, the rela-
tionships between them are stresses. Based on (49), we have

T 2
1λ

=


∑

λ 6=λ

ζλφλλ



2

=
∑

λ 6=λ

∑

λ′ 6=λ

ζλζλ′φλλφλλ′ = T4λ . (99)

Analogously, based on (50)

T 2
2λ

=


∑

λ 6=λ

φλλ



2

=
∑

λ 6=λ

∑

λ′ 6=λ

φλλφλλ′ = T6λ . (100)

Finally from (49) and (50)

T1λT2λ =


∑

λ 6=λ

ζλφλλ




∑

λ 6=λ

φλλ


 =

∑

λ 6=λ

∑

λ′ 6=λ

ζλφλλφλλ′ = T8λ . (101)
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