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Abstract

In a recent article, Fagerberg [Struct. Change Econ. Dyn. 11 (2000) 393] finds changes in the

employment share of the electrical machinery industry to positively impact the manufacturing

sector productivity growth. Fagerberg’s approach has some methodological drawbacks,

however. This note seeks to complement Fagerberg’s analysis by estimating the impact of the

employment share of technologically progressive industries using a more adequate methodol-

ogy. Fagerberg’s claim that the share of the ‘electronics’ industry positively affects

manufacturing is confirmed. However, the size of the impact, and as a consequence the

extent of spill-overs, is found to be much smaller than estimated by Fagerberg.
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1. Introduction

In a recent article, Fagerberg (2000) focuses on the relationship between the

economic structure of a country and its productivity growth. He argues that the

‘electronics revolution’ will have impacted labour productivity in the manufacturing
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sector through important spill-over effects. This argument is given empirical backing

by estimation results of an increase in the share of the electrical machinery industry

(ISIC 383) in total manufacturing to have a positive and significant effect on the

growth of total manufacturing productivity in the same period. Fagerberg uses a

sample of 37 countries for the 1973�/1990 period and finds that a 1% increase in the

share of employment working in the electrical machinery industry has a predicted

0.5% higher growth of total manufacturing productivity. He shows that the size of
this impact is very stable across different specifications. These results would suggest

very strong spill-over effects of the ‘electronics revolution’.

In the present note I will show that the specification and sample used by Fagerberg

are likely to give biased results. I propose a more accurate procedure and use the

OECD STAN Database providing data on the high-technology industries at a lower

level of aggregation to obtain more reliable estimates. My results confirm

Fagerberg’s finding that the share of the ‘electronics’ industry has a positive and

significant impact on total manufacturing productivity. The estimated size of the
impact is much more modest though. I find a 1% increase in the employment share of

the electrical machinery industry to have a 0.2% higher subsequent growth of total

manufacturing productivity. That is, the extent of spill-over effects is estimated to be

much lower than in Fagerberg’s results.

2. Fagerberg’s specification and sample

Fagerberg uses the following type of specification to estimate the impact of the

share of an industry in a country i (xi ) on labour productivity (yi being the logarithm

of value added over employment)

yit�yi;t�L�a�byi;t�L�g(xit�xi;t�L)�oit i�1; . . . ; N (1)

where N is the number of countries and L is the length of the period under

consideration. The sample that Fagerberg uses has N equal to 37 and L equal to 17

years. There are two important potential problems with this specification. First, the
growth in labour productivity is measured in the same period as the change in the

industry share. This may adversely affect the possibility of testing of (Granger)

causality. The reason is that it is impossible to statistically discriminate between a

situation in which the change in the industry share or productivity change takes

place largely in the first part of the period or the second part of the period.

Therefore, it is possible that most of the productivity growth of a country precedes

the growth in the industry employment share. The length of the period of 17 years

over which the changes are computed implies that there can be a lot of intra-period
variation.

Second, the industry share at the start of the period (xi ,t�L) is not incorporated in

Eq. (1). As a consequence, countries with equal changes in the industry employment

share but vastly different levels of this share are not distinguishable. Fagerberg pays

attention to this issue on p. 406 (footnote 12) but does not provide empirical results
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when incorporating the initial industry share in the equation. Fagerberg’s argument

that the initial industry share is not very relevant because the electrical machinery

industry of the early 1970s is very different from that of the early 1990s, is not

entirely convincing. Even in case the ‘electronics’ industry employment share

remains constant over time, there may have been a lot of firm entry and exit and

innovation in products and processes in that industry. For example, Portugal and the

US both show an increase of about 1% point in the electrical machinery industry

employment share over the period under consideration. However, the initial

employment share in the early 1970s in the US was more than double that of

Portugal. An investigation of the relationship between structure and productivity

growth should not disregard such differences.

In addition to these two problems concerning Eq. (1) there is one key disadvantage

to the choice of the data set. The electronics industry in the data set used by

Fagerberg is partly in one 3-digit industry and partly in another (ISIC 382 and 383)

with also other activities being incorporated in each of those two industries. This

disadvantage is expressed by Fagerberg on p.396 (footnote 5). If we take the R&D

over output ratio as a criterion of technological progressiveness the high-tech and

less high-tech parts of the industries can be ranked in order of progressiveness as

follows (source: Martins et al. (1996), p. 23): Radio, TV and communication

equipment (ISIC 3832), Office and computing machinery (ISIC 3825), Electrical

machinery except 3832 (ISIC 383X) and Non-electrical machinery except 3825

(382X). The last of the four even cannot be considered to be among the top R&D

intensive industries. In order to arrive at a more definitive appraisal of the role that

technologically progressive industries play an analysis at a more disaggregated level

than used by Fagerberg appears necessary. Martins et al. (1996), p. 23 provide the

following top five of industries with regard to R&D intensity: Drugs and medicines

(ISIC 3522), Aircraft (ISIC 3845), Radio, TV and communication equipment (ISIC

3832), Office and computing machinery (ISIC 3825) and Professional goods (ISIC

385). I investigate the impact of the industry employment share of each of these

industries except for Aircraft which is present as an important industry only in a

handful of countries.

The current note will use the OECD STAN Database to investigate the effect of

the share of the electronics and other high-tech industries. It implies that only OECD

countries are incorporated. Fagerberg incorporates a substantial group of Less

Developed Countries (LDCs) in his sample. This has the advantage of increasing the

sample size. A potential disadvantage, though, is that the products and performance

of the electronics industries in countries like Iran, Algeria, Colombia and Sri Lanka

may not be comparable to those of the more developed countries. Quite a few LDCs

have had their economies (and manufacturing productivities) suffer from political

and monetary instabilities during the 1970s and 1980s. In case these same countries

have been slow in expanding their technologically progressive industries the results

presented by Fagerberg may be biased. In this study I will focus on OECD countries

and limit this potential bias.
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3. Alternative specification and the OECD STAN database

Instead of using specification Eq. (1), I will use the following specification:

yit�yi;t�M �at�byi;t�M �g(xit�xi;t�M)�dxi;t�M �oit i�1; . . . ; N

t�1; . . . ; L=M
(2)

where M B/L . There are two differences between specifications Eq. (1) and Eq. (2).

First, the period under investigation is divided into sub-periods. This makes the

period during which the initial industry employment share and the change in this

share affect productivity growth shorter. In fact, I will use data for the 1972�/1992
period (L�/20) and divide it into four sub-periods (M�/5), viz. 1972�/1977, 1977�/

1982, 1982�/1987 and 1987�/1992. A choice for shorter time periods instead of a long

time-span leads, on the one hand, to a more appropriate measurement of the effect

of economic structure, but may, on the other hand, increase sensitivity to business

cycles. Second, the initial industry employment share is added as an extra

explanatory variable.

The data used for estimating Eq. (2) are from the OECD STAN Database 1970�/

1995 (OECD, 1997). I use data for the following 20 OECD countries: Australia,
Austria, Canada, Denmark, Finland, France, Germany, Greece, Italy, Japan,

Korea, Mexico, The Netherlands, New Zealand, Norway, Portugal, Spain, Sweden,

UK and US. All of these countries were also incorporated by Fagerberg with the

exception of Mexico. I focus on five technologically advanced industries, viz.

Pharmaceuticals (ISIC 3522), Office and computing machinery (ISIC 3825), Radio,

TV and communication equipment (ISIC 3832), Electrical machinery except 3832

(ISIC 383X) and Professional Goods (ISIC 385). The Radio, TV and communica-

tion equipment industry is the most important from the perspective of what is most
representative of ‘electronics’. As a measure of the labour productivity I use the

logarithm of total manufacturing value added in thousand US dollars divided by

total manufacturing employment. The number of observations was less than the

possible 80 (20 countries times four periods) because for some countries or periods

employment share data were not available depending upon which industries were

taken into consideration. Summary statistics of the change in the industry employ-

ment shares and their initial levels are given in Table 1. The data on the industry

shares show that the Pharmaceuticals (ISIC 3522) and Office and computing
machinery (ISIC 3825) industries are quite small in terms of employment share. The

Radio, TV and communication equipment (ISIC 3832) and the other part of the

ISIC 383 sector are much larger, with shares of around 4% on average. The total sum

of the shares of the five industries is about 10% on average.

4. Empirical results

The empirical results are presented in Table 2. Results are shown also in the case

of omitting the change in the industry employment share as independent variable
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(hence g�/0) to avoid possible endogeneity. The empirical results presented in

column (i) show that there is no significant impact on productivity growth of the 5-

year change in the industry employment share of any of the five industries. Also,

when the five D5xit-variables are left out, the R -squared barely diminishes. The

results on the effect of the initial employment shares of the industries show that only

one industry did in fact positively and significantly impact the productivity growth,

viz. the Radio, TV and communication equipment industry (ISIC 3832), precisely

the one which is most technologically progressive and is most representative of

‘electronics’. The results presented in the columns (v) and (vi) of the table show that

the coefficient of the impact of this industry is not very different from that of the rest

of the ISIC 383 sector, but the coefficient is more precisely estimated. The size of the

coefficient suggests that a 1% higher share of the electronics industry has almost a

1% higher productivity growth over a 5 year period, or approximately 0.2% per

annum. This is much lower than the estimate presented by Fagerberg, which was

about 0.5%. However, it should be noted that Fagerberg found a significant effect of

the (long-term) changes in employment share instead of the level of employment

share. A direct comparison of the results is further complicated by the difference in

the sample of countries. Nevertheless, the result that a (increased) presence of the

‘electronics’ industry positively affects total manufacturing productivity growth,

while other technologically progressive industries fail to do so, is left confirmed.

Therefore, Fagerberg’s claims of substantial benefits having been received by

countries that changed their economic structure towards the electronics industry

remain to receive empirical support even using a strongly different set-up. The extent

of these benefits appears more modest, though.
The only control variable included in model (Eq. (2)) is the initial level of

productivity. In addition to this, Fagerberg also incorporated investment and

primary and secondary education variables. The latter are less relevant for the

current paper because it has a sample of more developed countries. However, the

incorporation of a control for the rate of investment has been considered. It would

Table 1

Summary statistics of the change in industry shares and their initial levels

Variable ISIC Mean S.D.

D5xit 3522 0.0010 0.0015

D5xit 3825 0.0009 0.0027

D5xit 3832 0.0014 0.0086

D5xit 383X �/0.0001 0.0048

D5xit 385 0.0016 0.0025

xi ,t�5 3522 0.0106 0.0039

xi ,t�5 3825 0.0070 0.0058

xi ,t�5 3832 0.0402 0.0283

xi ,t�5 383X 0.0418 0.0145

xi ,t�5 385 0.0147 0.0120

The number of observations for the change in the industry employment shares is 66. The number of

observations for the initial shares is 67.
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seem likely that manufacturing sectors with relatively high rates of investment

generate stronger labour productivity growth than their counterparts with relatively

low investment rates. As a measure of the investment rate the ratio of gross fixed

capital formation to total value added for the manufacturing sector (INV) is chosen

(source: OECD, 1997). Columns (ii) and (iv) of Table 2 show the results when this

control variable is incorporated. In both cases a positive but insignificant effect is

found. Furthermore, the impact on the other estimation results is limited.

An interesting potential control variable, not incorporated by Fagerberg, is R&D

intensity (a referee pointed this out). There are two complications with regard to a

R&D-intensity variable. First, they are available only for a smaller set of countries.

For example, the OECD ANBERD database does not contain data for 6 of the 20

Table 2

The effect of (changes in) structure on productivity growth

Variable Parameter ISIC (i) (ii) (iii) (iv) (v) (vi)

yi ,t�5 b �/0.149* 0.120 �/0.153* �/0.119* �/0.140* �/0.146*

(2.7) (1.8) (3.1) (2.1) (3.4) (3.8)

D5xit g 3522 1.810 6.112

(0.2) (0.7)

D5xit g 3825 �/0.041 �/1.379

(0.0) (0.3)

D5xit g 3832 �/0.471 0.139 �/0.562

(0.3) (0.1) (0.5)

D5xit g 383X 1.477 1.204 1.000

(0.6) (0.5) (0.5)

D5xit g 385 �/4.078 �/6.772

(1.0) (1.3)

xi ,t�5 d 3522 �/4.034 �/4.978 �/4.214 �/4.833

(1.4) (1.5) (1.6) (1.7)

xi ,t�5 d 3825 �/2.091 �/2.629 �/1.879 �/2.260

(0.7) (0.9) (0.8) (0.9)

xi ,t�5 d 3832 0.934* 0.909* 1.021* 0.949* 0.850* 0.895*

(2.2) (2.1) (2.9) (2.6) (2.5) (2.8)

xi ,t�5 d 383X 0.786 0.874 0.787 0.985 0.674 0.729

(0.9) (0.9) (1.0) (1.2) (1.2) (1.4)

xi ,t�5 d 385 1.056 1.268 0.901 1.096

(0.9) (1.1) (0.8) (1.0)

INVi ,t�5 0.149 0.225

(0.6) (1.0)

R2 0.639 0.659 0.636 0.646 0.614 0.612

Observations 66 62 67 63 75 75

The dependent variable is the chance in the logarithm of value added per employee in thousand US

dollars over a 5-year period, or yit�/yi ,t�5. Time dummies included. T -values between brackets. In

columns (ii) and (iv) the initial ratio of gross fixed capital formation to value added in total manufacturing

(INV) is incorporated as a control variable. This variable was unavailable for Mexico. The 5 observations

not included in the last two columns are Australia and New Zealand 1987�/92, Germany and Spain 1972�/

77 and Spain 1977�/82.

* Significance at the 5%-significance level.
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countries in the sample (Austria, Greece, Korea, Mexico, New Zealand and

Portugal). Incorporating a variable based upon these R&D-data into the model

would not only reduce the number of observations, but also leave the sample

consisting of only highly developed economies. In fact, when estimating the model

(Eq. (2)) for the sample of 47 observations for which also ANBERD data is

available, the effect of the share of the ‘electronics’ industry (ISIC 3832) was still

positive but not significant, even when a R&D control variable was not
incorporated. Second, a R&D control variable will be strongly correlated with the

share of the technologically progressive industries. It is precisely through increased

R&D that a higher share of these industries may affect economic performance (next

to other spill-over effects). R&D is not an independently determined control variable

in the model. An extended model, outside the scope of this comment, would be

needed to take the interdependencies into account.
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