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JEL: C15, G13, C32
Keywords: Valuation, Options, Bond, Equity

## 1. Introduction

This paper is concerned with the valuation of different types of corporate bonds, in an scenario characterized by many stochastic variables interacting to determine the value of the assets of a company, and where interest rates are also assumed to follow a stochastic process. The valuation methodology proposed here is a hybrid of simulation and dynamic programming and corresponds to an extension of the method proposed by Raymar and Zwecher in 1997 to value financial American-type options. The main advantage of the proposed methodology is that it proves to be extremely efficient to value American-type options when the sources of uncertainty are numerous.

The paper is organized as follows: In Section 2 a review of the related literature in options valuation methodologies and corporate bond valuation methods are presented. Section 3 contains a description of the methodology applied here, with a description of the process followed by the different stochastic varia-

[^0]bles considered in the model, and the simulation-dynamic programming algorithm is then described. In Section 4 the methodology is employed to value corporate bonds with different characteristics. The estimation of key parameters and some sensitivity analysis is also considered. Section V concludes the paper.

## 2. Related Literature Review

In this section I present a review of the related literature in two major subjects: American options valuation methodologies, and corporate bond valuation methods.

### 2.1. Related Literature in American Options Valuation

Methods to value options developed since Black and Scholes (1973) include lattice methods such as the binomial and trinomial methods; techniques based on solving partial differential equations, integral equations, or variational inequalities; and Monte Carlo or other related methods where the valuation is made by simulating the risk neutral process followed by the underlying security and other state variables affecting the payoff of the option. ${ }^{1}$ Up until recently, most of the applications developed to value real options had focused on the use of lattice and partial differential equation methods. Before the 1990s, simulation methods had only been used to value European options, i.e. those where the holder does not need to, or is not able to make any decisions until maturity.

The lattice and partial differential methods share two common drawbacks: their computing requirements in terms of memory and computation time grow exponentially with the dimension of the problem, and they can only be used to analytically solve problems where the sources of uncertainty are at most two or three. Simulation methods on the other hand can easily handle higher dimensional problems, but their forward approach was until recently believed to be incompatible with the backwards recursion approach that is needed to solve for the optimal exercise policies that pricing American options requires.

In the 1990s a series of procedures were developed that allow using simulation to value American-type options. Tilley (1993), Barraquand and Martineau (1995), Boyle, Broadie, and Glasserman (1997), Raymar and Zwecher (1997), Broadie and Glasserman (1997a), and Broadie and Glasserman (1997b) present several simulation and dynamic programming methodologies that work well to value American options when the source of uncertainty is only one.

Broadie and Glasserman (1997a) propose a pricing method based on generating random trees of the underlying assets and the state variables, and the posterior application of dynamic programming to value the options. This "simulated

[^1]tree" method works well in the multidimensional case, but because each branch emanating from a single node will generate an independent sub-tree, the algorithm proposed by the authors leads to computation time requirements that grow exponentially with the number of exercise opportunities. Raymar and Zwecher (1997) extend the methodology developed by Barraquand and Martineau (1995) considering partitions based on two factors instead of one. They show that this extension substantially reduces the problem originally faced by Barraquand and Martineau (1995) because the two factors together become an almost sufficient statistic for the exercise decisions.

Finally, Longstaff and Schwartz (2001) made a very interesting contribution to the development of the simulation-based methodologies to value American type options by proposing a methodology that combines simulation and ordinary least square (OLS) techniques. This methodology has the additional advantage of providing a complete specification of the optimal exercise strategy of the option.

Two papers that implement versions of the simulation and dynamic programming methodology to value firms are Cortazar and Schwartz (1998) and Castillo (2000). Cortazar and Schwartz (1998) applies the methodology developed by Barraquand and Martineau to price an undeveloped oil field, considering the option to postpone the initial investment as the only flexibility available to the investor.

Castillo (2000) adapts the methodology proposed by Raymar and Zwecher (1997) to the problem of pricing a mine that offers the options to close, reopen and abandon not at every point in time, but with some discrete frequency. The methodology is shown to work well when the sources of uncertainty in the value of the mine are many.

### 2.2. Related Literature in Bond Valuation

Many of the models that have been developed to value bonds assume that interest rates are deterministic, and consider that the only stochastic variable to be considered is the value of the assets of the firm issuing those bonds. Merton (1974) values both a risky zero-coupon bond and a callable coupon bond; Brennan and Schwartz (1977a) propose how to value callable and convertible debt; Black and Cox (1976) and Geske (1977) value coupon paying bonds when sales of certain assets are restricted, solving for the optimal default policy from the equity holders point of view.

Fischer, Heinkel, and Zechner (1989a,b), Leland (1994), Leland and Toft (1996), Leland (1998), and Goldstein, Ju, and Leland (2000) find the optimal default policy and the optimal call policy of debt while solving for the optimal capital structure of a firm. Papers by Anderson and Sundaresan (1996), Huang (1997), Acharya, Huang, Subrahmanyam, and Sundaram (1999), and Fan and Sundaresan (2000) introduce costs to the liquidation decision and consider bankruptcy as a bargaining game.

A second group of models are the ones allowing for stochastic interest rates. Brennan and Schwartz (1977b) and Courtadon (1982) look at callable debt
that is assumed to be free of default risk. Amin and Jarrow (1992), Jorgensen (1997), Ho, Stapleton, and Subrahmanyam (1997), and Peterson, Stapleton and Subrahmanyam (1998) also look at valuation of non-defaultable bonds issued by firms, when interest rates are recognized as stochastic.

Finally, there is a series of papers where interest rates are assumed to be stochastic, and bankruptcy is allowed. Brennan and Schwartz (1980), Nielsen, SaaRequejo, and Santa-Clara (1993), Kim, Ramaswamy, and Sundaresan (1993), Longstaff and Schwartz (1995), Briys and de Varenne (1997), and Collin - Dufresne and Goldstein (2001) include exogenous bankruptcy rules in the form of critical asset values or critical payout levels.

Ramaswamy and Sundaresan (1986), Jarrow, Lando, and Turnbull (1997), Madan and Unal (1993), Jarrow and Turnbull (1995), Duffie and Huang (1996), Duffie and Singleton (1999) and Das and Sundaram (2000) also assume stochastic interest rates, and model bankruptcy through a stochastic credit spread or hazard rate. Acharya and Carpenter (2002) consider the valuation of corporate bonds under stochastic interest rates and assets value, assuming endogenously determined bankruptcy, through a two-factors binomial model.

## 3. Description of the Methodology

In this section the stochastic processes followed by the value of the assets of the firm and by the interest rate are presented. The simulation and dynamic programming algorithm applied to value corporate debt with different features is also described.

### 3.1. The Stochastic Processes

The value of the equity and debt of a firm will be modeled here as a function of both a series of stochastic variables determining the value of the company's assets, and a stochastic interest rate. The value of the assets of a firm and its evolution over time, $V_{t}$ is assumed to be determined by the interaction of a series of stochastic variables. This could be modeled by considering stochastic variables affecting the positive and negative cash flows the assets will generate in the future (expected inflows and expected outflows) and discounting those cash flows to obtain their present value at time $t$, or as will be done here, by assuming that the total value of the assets of the firm results from adding the value of $N$ different assets $V_{t}^{n}$, with:
(1) $\quad V_{t}=\sum_{n=1}^{N} V_{t}^{n}$

And assuming that the value of each of these N assets follows a stochastic process as the one described in the following equation:

$$
\begin{equation*}
\frac{d V_{t}^{n}}{V_{t}}=\left(\mu_{t}^{n}-\delta_{t}^{n}\right) d t+\sigma_{t}^{n} d z_{t}^{n} \tag{2}
\end{equation*}
$$

where $\mu^{n}$ corresponds to the total expected return of the $n$ asset, $\delta^{n}$ is the expected dividend the $n$ asset would pay, $\sigma^{n}$ is the standard deviation of the $n$ asset value, and $d z^{n}$ is the increment to a standard Gauss-Wiener process. ${ }^{2}$

The interest rate is assumed to follow a mean reverting process such as the one described by Cox, Ingersoll, and Ross (1985), and shown here:

$$
\begin{equation*}
d r_{t}=\kappa(\alpha-r) d t+\sigma_{N+1} \sqrt{r_{t}} d z_{t}^{N+1} \tag{3}
\end{equation*}
$$

where $\alpha$ represents the long run value towards the interest rate is supposed to revert and $\kappa$ represents the velocity of adjustment to that long run value, $\sigma N+1$ is the standard deviation of the interest rate value and $d z^{N+1}$ is the increment to a standard Gauss-Wiener process. The possibility of correlation between each pair of the $N+1 d z$ increments is also considered. The processes to be used in the simulations are not exactly the previous ones, but the risk-adjusted and discrete versions of the continuous time processes presented here. The processes are riskadjusted so we can discount cash flows at the risk free rate. ${ }^{3}$

### 3.2. The Simulation and Dynamic Programming Methodology

The methodology can be applied following two steps. The first step consists of doing a preliminary set of $Z_{l}$ simulations based on the risk neutral discrete version of the stochastic processes followed by the value of each of the $N$ assets $V_{t}^{n}$ composing the total assets of a firm, and using those simulations to obtain $Z_{1}$ simulated values for the total value of the assets of the firm $V_{t}$. At the same time a set of $Z_{l}$ preliminary simulations of the interest rate $r_{t}$ is generated.

The simulations are performed simultaneously, and they generate a set of $T$ matrixes. Each of those $T$ matrixes has a dimension of $\left(Z_{1} * 2\right)$, and contains a simulated pair of values for $V_{t}$ and $r_{t}$ in each row. Each matrix contains the simulated values corresponding to one point in time $t$. Time has been partitioned in $T$ periods and each point in time will be named $t=1, \ldots, T$. The following diagram shows the matrixes, and their content.

[^2]

At each point in time $t$, the $Z_{l}$ simulated pairs of values for values for $V_{t}$ and $r_{t}$ are sorted by their $V_{t}$ values in increasing order and used to partition the "total value of the firm at $t$ " space into $K_{1}$ bins, that are indexed $k_{1}=1, \ldots K_{1}$, in a way that each bin contains the same number of pairs of simulations, and finally the average value of the last simulated $V_{t}$ included in one bin and the first simulated $V_{t}$ included in the next bin are recorded. This means that if $Z_{l}$ pairs of simulations are made at this step, each bin will contain $Z_{l} / K_{l}$ pairs of simulations, and $\left(K_{l}+1\right)$ border values will be saved at each point in time $t .^{4}$

At each point in time t , and within each of the original $K_{l}$ bins, the $Z_{l} / K_{l}$ pairs of values simulated are now sorted by their $r_{t}$ values in decreasing order and used to partition the "interest rate at t" space into $K_{2}$ bins, that are indexed $\mathrm{k}_{2}=1, \ldots K_{2}$, in a way that each bin contains the same number of pairs of simulations. Finally the average value of the last simulated $r_{t}$ included in one bin and the first simulated $r_{t}$ included in the next bin are recorded. This means that out of the $Z_{l}$ pairs of simulations performed originally each of the $\left(K_{1} * K_{2}\right)$ bins will end up with $\mathrm{Z}_{1} /\left(K_{1} * K_{2}\right)$ pairs of simulations, and that $\left(K_{1}+1\right) *\left(K_{2}+1\right)$ average values representing the borders of the bins will be saved at each point in time $t$.

Once the $\left(K_{1} * K_{2}\right)$ partitions are constructed, a new set of $Z_{2}$ simulations is made with the objective of computing the risk adjusted transition probabilities and the average asset's and interest rate's values per partition. First, for each ( $\left.k_{1}, k_{2}, t\right)$ bin, the number of times that a simulated path falls into that bin is recorded as $\mathrm{a}\left(k_{1}, k_{2}, t\right)$, and the sum of the $X$ values of $V$ of those simulations is computed as follows:

$$
\begin{equation*}
c\left(k_{1}, k_{2}, t\right)=\sum_{x=1}^{X} V_{x} \tag{4}
\end{equation*}
$$

Where the $X$ values added are the total asset values of the paths that fall into that bin. Also, for each pair of bins $\left(k_{1}, k_{2}\right)$ at time $t$ and $\left(l_{1}, l_{2}\right)$ at time $t+1$, the number of paths that fall into both bins is recorded as $b\left(k_{1}, \underline{k}, l_{1}, \underline{2}, t\right)$. Notice how the risk adjusted transition probabilities from bin $\left(k_{1}, k_{2}\right)$ at time $t$ and bin $\left(l_{1}, l_{2}\right)$ at time $t+1$ are then obtained as

$$
\begin{equation*}
p\left(k_{1}, k_{2}, h_{1}, h_{2}, t\right)=b\left(k_{1}, k_{2}, f, h_{2}, t / a\left(k_{1}, k_{2}, t\right)\right. \tag{5}
\end{equation*}
$$

[^3]Firm and Corporate Bond Valuation

The only difference of computing the debt value at $\mathrm{t}=0$ and computing the debt value at any other period $t=1$ to $t=T-1$ is that the formula that must be used to compute the risk neutral probabilities at $\mathrm{t}=0$ should be:

$$
\begin{equation*}
p\left(k_{1}=1, k_{2}=1, l_{1}, l_{2}, t=0\right)=a\left(l_{1}, l_{2}, t=1\right) / Z_{2} \tag{6}
\end{equation*}
$$

This happens because at $t=0$ all of the $Z_{2}$ simulated paths of $V$ and $r$ start from the same and only bin considered at that period.

Finally, the two-dimensional dynamic programming problem can be solved. The way the problem is solved will be determined by the presence or absence of special features such as convertibility or callability in the debt contracts. We would start from $T$ which will be defined as the period when debt matures. At that point the firm has to verify if debt can be paid or if the company will default. Assuming the company only has straight debt; ${ }^{5}$ that the firm has promised to pay an amount $D$ at maturity and coupons of size d with some periodicity, the firm will verify if it is able to pay the debt and pay it if it can or give away the firm's assets to the bondholders. In the case the company goes bankrupt, the bondholder will receive an $\alpha$ proportion of the firm's assets. The $\alpha$ proportion will be represented by a number between 0 and 1 and is the way that direct bankruptcy costs are considered in the model. ${ }^{6}$ The value of debt at T in each bin will be computed as:

$$
\begin{array}{ccc}
B\left(k_{1}, k_{2}, T\right) & = & d+D \\
B\left(k_{1}, k_{2}, T\right) & =\alpha & V\left(k_{1}, k_{2}, T\right) \tag{7}
\end{array} \text { if } V\left(k_{1}, k_{2}, T\right) \geq d+D \quad \text { and } \quad V\left(k_{1}, k_{2}, T\right)<d+D
$$

Where $V\left(k_{1}, k_{2}, T\right)$ corresponds to the value of the company in the corresponding ( $k_{1}, k_{2}, T$ ) bin, and it is computed as:

$$
\begin{equation*}
V\left(k_{1}, k_{2}, T\right)=c\left(k_{1}, k_{2}, T\right) / a\left(k_{1}, k_{2}, T\right) \tag{8}
\end{equation*}
$$

This means that the debt value $B\left(k_{1}, k_{2}, T\right)$ at each bin $\left(k_{1}, k_{2}, T\right)$ will be either the sum of the last coupon plus the principal, when the company has assets to pay it, or it will become the value of the assets of the firm net of direct bankruptcy costs, when the firm has not enough assets to avoid bankruptcy.

Now we can go to $T-1$ and verify at each bin if the company would pay the corresponding coupon ${ }^{7}$ maturing at that period, and keep the company (and the

[^4]compromise to pay a coupon and the principal at $T$ ) alive. ${ }^{8}$ The value of debt at $T-1$ or at any other $t$ period can be computed for each bin $\left(k_{1}, k_{2}, t\right)$ as:
\[

$$
\begin{array}{lr}
B\left(k_{1}, k_{2}, t\right)=d+E_{t, k l, k 2}[B(t+1)] & \text { if } \quad V\left(k_{1}, k_{2}, t\right) \geq d \\
B\left(k_{1}, k_{2}, t\right)=\alpha V\left(k_{1}, k_{2}, t\right) & \text { if } \quad V\left(k_{1}, k_{2}, t\right)<d \tag{9}
\end{array}
$$
\]

The interpretation is that the firm will go bankrupt and give away the company's assets if the value of those assets, computed in a particular bin $\left(k_{1}, k_{2}, t\right)$ as $V\left(k_{1}, k_{2}, t\right)$ is not big enough to pay the coupon maturing at $t$, but the company will not go bankrupt if it has enough assets to pay that coupon. The expected value at t of debt at $t+1$, defined here as $E_{t, k 1, k 2}[B(t+1)]$ is computed using the risk-neutral transition probabilities defined in equation (5), as follows:

$$
\begin{align*}
E_{t, k l, k 2}[B(t+1)]= & \sum_{l_{1}=1}^{K_{1}} \sum_{l_{2}=1}^{K_{2}} p\left(k_{1}, k_{2}, l_{1}, l_{2}, t\right) * B\left(l_{1}, l_{2}, t+1\right) *  \tag{10}\\
& e^{-\bar{r}\left(k_{l}, k_{2}, t\right) \Delta t}
\end{align*}
$$

Where $\bar{r}\left(k_{1}, k_{2}, t\right)$ corresponds to the average interest rate computed for that bin at time $t$, and represents the discount rate that should be used to compute the present value of the bond at that point in time.

## 4. Application of the Methodology to Valuing Different Types of Debts

In this section we apply the methodology previously described to obtain the value of the debt of a company, assuming first that the bond has no special features and considering then a convertible bond. We also explore how sensitive the results are to the values of the main parameters of the model.

### 4.1. $\quad$ Straight Debt

The first case analyzed here corresponds to a straight bond issued by a company that has total assets with a value of $\$ 150$ today, composed by $N=4$ different assets, each of them with an initial value of $\$ 37.5$, and a volatility of assets represented by a standard deviation of $0.15 .{ }^{9}$ The correlation coefficient between

[^5]each pair of assets is assumed to be 0.5 . The bond issued by the company is assumed to promise a payment of \$100 10 years from now, and coupons of $\$ 9.42$ from years 1 to 10 . The initial value of the interest rate is assumed to be 0.09 . The standard deviation of the interest rate is 0.10 and its correlation coefficient with each of the assets is assumed to be 0 initially. Table 1 outlines the values of the parameters describing the processes followed by the assets and the interest rate. It also presents the results of the bond valuation in the initial case. ${ }^{10}$ The value of the bond under these conditions results to be $\$ 98.69$, and the likelihood of default is $15.42 \%$.

Figures 1 to 3 present the sensitivity of the value of the bond to changes in some key parameters. Figure 1 shows the sensitivity of the value of the bond to changes in the degree of correlation among the individual assets composing the total assets of the company. As we would expect, Figure 1 shows that the higher the positive correlation between pairs of individual assets the lower the value of the bond. A higher positive correlation makes higher the probability of all the individual assets presenting a low value at the same time, which would result in problems to pay to the bond holders.

In other words, the explanation comes from the relationship between correlation of individual assets and volatility of total assets. The higher the correlation between individual assets, the higher should be the volatility of total assets. This in turn should result in a lower value to the bond.

In a related result, Figure 2 shows the relationship between bond value and volatility of total assets. The higher the volatility of total assets, the lower the value of the bond of the company. This is an expected result since more volatility in the upper side has no positive effect to the bond holder, but more volatility in the lower side would result in smaller payments for the bond holder.

Figure 3 presents the sensitivity of the value of the bond to the degree of correlation between assets and the interest rate. The higher the degree of positive correlation between these pairs of variables, the lower the value of the bond. This is an expected result because if correlation is positive and high, then those events when cash flow payments for the bond holder are high will be discounted at high interest rates.

Figure 4 shows sensitivity of the bond value to the interest rate volatility. The value of the bond increases slightly as the volatility of the interest rate increases, which is an expected result given the convex relationship between bond value and the interest rate.

[^6]TABLE 1
MAIN ASSUMPTIONS FOR CORPORATE BOND VALUATION MODEL

| Assumptions: |  |
| :--- | ---: |
| Number of assets | 4.0 |
| Initial value of each asset (in \$) | 37.5 |
| Initial value total assets (in \$) | 150.0 |
| Parameters process followed by assets: |  |
| Expected dividend | 0.0 |
| Standard deviation of assets value | 0.15 |
| Parameters process followed by interest rate: |  |
| Initial value interest rate | 0.09 |
| Long run interest rate | 0.09 |
| Velocity of adjustment | 0.5 |
| Standard deviation of interest rate | 0.1 |
| Corporate bond characteristics: |  |
| Coupon rate | 0.0942 |
| Principal (in \$) | 100 |
| Maturity (in years) | 10 |
| Correlation (asset i, asset j) | 0.5 |
| Correlation (asset i, interest rate) | 0.0 |
| Results: | 98.69 |
| Corporate bond value | 0.1542 |
|  |  |

FIGURE 1
BOND VALUE AS A FUNCTION OF CORRELATION BETWEEN PAIRS OF ASSETS


FIGURE 2
BOND VALUE AS A FUNCTION OF VOLATILITY (SD) OF TOTAL ASSETS


FIGURE 3
BOND VALUE AS A FUNCTION OF CORRELATION BETWEEN INTEREST RATE AND ASSETS


FIGURE 4
BOND VALUE AS A FUNCTION OF INTEREST RATE VOLATILITY


### 4.2. Convertible Debt

In this subsection I value a bond with the same characteristics as the one valued in the previous section, but with an additional convertibility feature which allows the bond holder at any time to become a shareholder of the firm, if he wants to. The valuation methodology remains mainly unchanged, but equations (6) and (8) are replaced by equations (11) and (12) to incorporate the convertibility feature. ${ }^{11}$

Equation (11) shows how the value of the bond will be computed at debt maturity, defined here as period $T$. It shows that if the value of the last coupon and the principal is smaller than the value of the $\beta$ fraction of the company the debt holder would receive by converting his debt in equity, then the conversion would happen.

$$
\begin{aligned}
& B\left(k_{1}, k_{2}, T\right)=\operatorname{Max}\left\{d+D ; \beta V\left(k_{1}, k_{2}, T\right)\right\} \text { if } V\left(k_{1}, k_{2}, T\right) \geq d+D \text { and } \\
& \text { (11) } B\left(k_{1}, k_{2}, T\right)=\alpha V\left(k_{1}, k_{2}, T\right) \\
& \text { if } V\left(k_{1}, k_{2}, T\right)<d+D
\end{aligned}
$$

[^7]Equation (12) shows how the conversion could actually occur before the expiration of the debt, if at any point in time $t$ the debt holder decides that it is better to become an equity holder of the firm.

$$
\begin{align*}
& B\left(k_{1}, k_{2}, t\right)=\operatorname{Max}\left\{d+E_{t, k 1, k 2}[B(t+1)] ; d+\beta V\left(k_{1}, k_{2}, t\right)\right\} \text { if } V\left(k_{1}, k_{2}, t\right) \geq d  \tag{12}\\
& B\left(k_{1}, k_{2}, t\right)=\alpha V\left(k_{p} k_{2}, t\right) \quad \text { if } V\left(k_{1}, k_{2}, t\right)<d
\end{align*}
$$

Figure 5 shows how the value of the convertible bond compares with the value of the non-convertible bond described in the previous section, and how the value of the convertible bond increases with the fraction of the equity the debt holder would receive upon conversion. There we can appreciate how the convertibility feature could potentially add a significant amount of value to a bond.

FIGURE 5
VALUE OF CONVERTIBLE BOND AS A FUNCTION OF CONVERTION RATE


## 5. Conclusions

In this paper I adapt a methodology recently developed to price Americantype options, which combines simulation techniques with dynamic programming. I apply this methodology to value straight corporate debt, and also corporate debt with special features such as convertibility.

One of the interesting features of the model is that it allows assuming that the value of the assets of the company is being determined by the interaction of a series of stochastic variables and it also allows assuming that the value of those corporate debts can be modeled as a function of the company's assets values and an stochastic interest rate. At the same time it allows valuing the debt of a company as an American option where the default and convertibility features allow the debt holder exercising his options before maturity. The methodology also allows exploring how sensitive are corporate debt and equity of a company to changes in some key parameters such as volatility of assets, correlation between pairs of assets, volatility of the interest rate, and correlation between the interest rate and the value of assets.

Testing the validity of the proposed valuation model would require knowing the true value of a certain security, but since there are no other models available to compute true security values, we can not follow this line of action. ${ }^{12}$ The other possibility would be to test the model by comparing the results we can achieve to the market value of a security or of a group of securities. An extension of this paper will explore those two paths.
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[^1]:    ${ }^{1}$ Examples of those methodologies are found in Cox, Ross, and Rubinstein (1979), Cox and Rubinstein (1985), Black and Scholes (1973), Boyle (1988), Hull (1997), and Neftcy (1996).

[^2]:    ${ }^{2}$ Actually $V_{t}$ will be computed as the sum of the values of the N assets composing the firm, but after discounting the coupons the firm is supposed to pay debtholders at time $t$.
    ${ }^{3}$ The risk adjusted process for the value of individual assets is: $d V_{t}^{n} / V_{t}=\left(r_{t}-\delta_{t}^{n}\right) d t+\sigma_{t}^{n} d z_{t}^{n}$, where the total expected return of the individual asset has been replaced by the risk free interest rate. The risk adjusted process for the interest rate is: $d r_{t}=\kappa(\hat{\alpha}-r) d t+\sigma_{N+1} \sqrt{r_{t}} d z_{i}^{N+1}$, where $\hat{\alpha}$ represents the risk adjusted long run interest rate.

[^3]:    ${ }^{4}$ Those $K+1$ border values correspond to the $K-1$ average values, the maximum value of the first bin, and the minimum value of the last bin.

[^4]:    ${ }^{5}$ Straight debt will be defined here as debt without convertibility, callability, or other options.
    ${ }^{6}$ For example, an a of 0.9 would mean that the direct bankruptcy costs facing the company represent $(1-\alpha)$, which in this case is $10 \%$ of the total value of the assets. The bondholder would only receive $90 \%$ of the value of the assets in case the company goes bankrupt. Indirect bankruptcy costs that arise before the company goes bankrupt, and only because the probability of default in the future becomes high enough, are not considered here. Given the importance that indirect bankruptcy costs can have, we should attempt to include them in an improved version of this model.
    ${ }^{7}$ Not necessarily at $T-1$ or at any other t period the company would have to pay a coupon. Coupons are paid with some frequency, usually every six months, and the length of a period could be much less than that.

[^5]:    ${ }^{8}$ Actually a key determinant of debt value will be the default rule applied by the firm and the debt holders. Debt holders usually will not be able to force bankruptcy in period $t<T$ (before debt maturity) unless the company proves to be unable of paying even the coupons maturing in that period.
    ${ }^{9}$ The number o assets to be used was arbitrary. We just wanted to have an example where the number of sources of uncertainty would make impossible to solve the problem using the other methodologies available.

[^6]:    ${ }^{10}$ The valuation method utilized here, as explained in Raymar and Zwecher (1997), generates an upward bias that disappears when enough simulations are considered. The results reported here were obtained using $\mathrm{Z}_{1}=50.000$ simulations. Those 50.000 simulations were assigned to $\mathrm{K}_{1} * \mathrm{~K}_{2}=500$ bins. The "total value of the firm at $t$ " space was partitioned first into $\mathrm{K}_{1}=50$ bins. Then the "interest rate at space $t$ " space was partitioned into $\mathrm{K}_{2}=10$ bins. In the second step we used $Z_{2}=500.000$ simulations., to avoid the upward bias. Raymar and Zwecher (1997) proved that the methodology would work properly if 10.000 simulations or more were used.

[^7]:    ${ }^{11}$ When convertibility is considered, the issue of how often the company would be able to convert the debt into equity should affect the value of the bond. We discretized time assuming that a period corresponds to 6 months, to match it with the frequency coupons are paid. Then we tried with three months periods and a month period, and those changes did not have an impact in the results.

