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Abstract. We analyze the inter-relationships between bodyghktebutcomes and food expenditures among older
Europeans using a simultaneous equation model r8lestatistical tests were conducted to assessgemadty of selected
variables, the exogeneity, relevance, and validftynstruments used, and the identification of thedel. Our results
generally suggest, contrary to normative viewst, thad-away-from-home expenditure is negativelated to body mass
index (BMI). BMI is negatively related to the pentage of food spent away from home.
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1. Introduction

Ageing is becoming one of the most salient so@abnomic, and demographic phenomena in the world.
This issue is particularly acute in Europe duedordasing birth rates and ageing baby boom geaeréte.,

the largest generation born in the 1950s and 1960ehsequently, Europe now has the highest prigpoof
population aged 65 or over in the world [1]. P@pigin projections by Eurostat indicate that in 2@@®ut
17,3% of the EU25 population are aged 65 or overthat this will rise to 34,6% in 2050. If thosetween

60 and 65 years old are also included, the nunmiserso 22,6% for 2008 and 41,4% for 2050.

Another important phenomenon is the obesity epiden®besity is increasing worldwide in dramaticesat
WHO indicated that there were 1.6 billion overweigtults and at least 400 million obese adult®i@éworld

in 2005 [2]. By 2015, these figures are expecteds®to 2.3 billion overweight and 700 million aeeadults.
Obesity effects on health are well supported bymieglical literature and include a long non-exhaeslist
that includes osteoarthritis, sleep apnea, asthigh,blood pressure, gallbladder disease, choldstype |l
diabetes, cardiovascular disease, stroke, renayj@mitourinary diseases [3-8]. Obesity may alsbdnéevere
emotional harm, such as social stigmatization, elegon, and poor body image.

Society is rightly alarmed at the rise in obesityomg the young and middle-aged since they generally
threaten the health status of the working poputatiBlowever, obesity is also increasing rapidly amolder
people with higher health consequences. Oldereopasents have been found to have worse healfilgsro
than both non-obese older patients and obese yowagients in terms of many parameters, includitogd
pressure and cholesterol [9]. Hence, obesity coetbiwith the increased number of older people pldte
additional burdens on the healthcare system. ¥ample, in a US study using longitudinal data frb®92 to
2001, older men (women) who were overweight or elssage 65 had 6%—13% (11%-17%) more lifetime
health care expenditures than the same age coftbrh@armal weight [10].

Food consumption is obviously a big part of thebfgo associated with increased body weight outcdmes
have not been given due attention in the literatuneaddition, there has been a lot of attentiaid pately on
the nutritional quality of the food served in theay from home market such as restaurants and dast f
establishments. The lawsuits in the US againstftasi companies regarding the alleged detrimergalth
effects of their products have not helped the imafgthe food-away-from-home (FAFH) industry (e.get
Pelman vs. McDonalds’ lawsuit) and have resultedame cries for policy intervention from interesbgps
and public health advocates. However, the impontatstion is: are these demands for policy inteiean



justified? Is FAFH really positively associatedtiwbody weight outcomes? To answer this questioe, o
needs to examine the complex inter-relationshipwéden FAFH expenditures and body weight outconfes.
few studies have examined this issue in the US. ekample, You and Davis [11] assessed the infleeric
household food expenditures, parental time allocatéind other parental factors on children’s obesitgted
health outcomes by using a unique dataset drawn 800 households in Houston, Texas. Kyureghian. et a
[12] used data from National Eating Trends in tHe &hd model the relationship between food experaditu
and obesity by service type and meal occasion. édew to our knowledge, no other study has examined
interrelationship between body weight and FAFH exfieires among older Europeans.

To fill this void, we focus our analysis on oldeurBpeans due to the increasing importance of tderol
segment of the European population. We model thirdrelationship using a simultaneous-equation ehod
Due to the challenges in developing such a modelcenduct several statistical tests to assess endityg of
selected variables, the exogeneity, relevance,vafidity of instruments used, and the identificatiof the
model.

The following sections present a short literatwee@ew, the data, empirical specification, estinmticesults,
and concluding remarks.

2. Literature review

Many researchers have provided economic and nomeatic explanations on what determines the caloric
imbalance that causes obesity. Several explanatiaws been proposed. Some authors, for examplee arg
that it is the “Law of Least Effort”, implementetirbugh innovations that reduce the amount of effort
required to accomplish a task, and the taste-manritrade off, where strong taste preferences Hmsaen
genetically passed on to humans through generatignish in turn influence consumption and obesit][
Other studies suggest that obesity rates are delatagricultural innovation that has lowered fqoites and

to demand factors such as declining physical agtisgésulting from technological changes in home and
market production [14]. That is, technological oparmas contributed to the rise in obesity eithelolyering

the cost of consuming calories and/or by raisirgdbst of expending them [15]. In addition, thevptence

of fast-food restaurants, prices of alcohol andu@ges [16], lower time costs of food preparatiesulting
from technological changes in mass food preparatiofi and even the rise of sprawl patterns of land
development [18] have been linked to rising obesitya cross-country comparison among OECD cousytrie
Loureiro and Nayga [19] showed that the percenti#dgiemale labour force participation positively exfs
obesity rates. Likewise, Anderson et al. [20] fotinat the intensity of a mother’s work over a chillifetime

has a positive effect on a child’s likelihood ofriipoverweight.

Lakdawalla and Philipson [21] discuss the theoattipproaches that economists have taken to stuehity.
They distinguish between neoclassical and behaaiotlreories of weight gain and discuss how these
interrelate. The neoclassical theories rest upenctpital investment model of weight [e.g. 14, &6}l the
rational addiction model of weight [22]. The capitevestment model stresses that agricultural teldgical
advancements have induced lower food prices whéecbst of calorie expenditure has become hightreat
same time as home and market production became medentary. The rational addiction model
complements the capital investment model by makowgl addictive: increasing food consumption today
makes it necessary to increase food consumptitreifuture.

While the neoclassical theories of weight gain essthat individuals are rational and forward lo@kimith
respect to their weight, Cutler et al. [17] adojatehavioural economics view by arguing that indinals have
self-control problems and therefore discount theirki quasi-hyperbolically vis-a-vis exponentialps a
rational-neoclassical consumer would do. Lakdawalid Philipson [21] lean toward the neoclassicalwi
since they note that while behavioural theories adaseful explanatory element, they do not adefuate
explain time trends and differences across cowtrie

Cawley [22], on the other hand, uses the ratioddlaion model [23] and considers obesity as #miit of

an addiction to calories. He found support for lilypothesis that caloric consumption is addictiveckher
and Feichtinger [24] also apply the rational addictmodel to eating decisions. They assume thatl foo
consumption is addictive and show that consumptiecisions, and the consequent weight path, carbigxhi
cycles with gradual increases followed by gradeardases.



In other models, consumers rationally balance featisn from current and future consumption withisk for
life from being over- and under-weight [25]. Lev85] has set out a dynamic model where eating itheei
addictive nor a form of habit. He found that whemygiological, psychological, environmental and seci
cultural reasons for divergence from a physiologjcaptimal weight do not exist, the steady stabe &n
expected lifetime-utility maximiser is a state afeoveightness. He also showed that the rationgtinal
stationary level of overweightness increases withiralividual's rate of time-preference but declingish
his/her rate of caloric expenditures.

Levy [26] has developed a similar dynamic model ighee incorporated taste, price and risk difference
between a junk food and a healthy food into an etquklifetime-utility-maximizing framework undereh
assumptions that junk food is cheaper and tastar health food. Mancino [27] models food consuprptin
a per meal basis over a finite planning periodld@aob et al. [28] develop a static model that irtds the
benefits of food consumption (“satisfaction fronod3) and the negative effects that arise from weajiove
or below ideal weight. Their model, similar to Lef&b], generates “optimal overweightness”.

Suranovic and Goldfarb [29] adopt a bounded ratiynapproach to an individual’s food consumptiamda
dieting decisions. They assume that food consumptias three possible effects on individual utiligy:
positive benefit from food consumption, a negatiniity effect resulting from weight gain and a rgige
effect caused by dieting. Their results show thmatraividual will occasionally choose to diet, kbt diet
will reduce weight only temporarily. Hence, recunce of weight gain provides a rationale for cydliating.
None of the studies discussed above assessedtéhedlationship between obesity and food expenektu
Our aim is to fill this void in the literature, fosing on an increasingly very important segmenthef
population: older Europeans. Due to the crossesstnature of our data, which will be discussedtnwe
will be able to examine the inter-relationshipsween obesity and two types of food expendituresd fat
home and food away from home. However, we areabl# to focus on the dynamic patterns of these-inte
relationships due to lack of access to longituddh.

3. Data Description

We use a European micro dataset, the Survey oftijefsadjeing and Retirement in Europe (SHARE), which
contains data on health, socio-economic statusaaidl and family networks of individuals aged 3uer.
Eleven countries have participated in the 2004 SHARseline study, representing the various regions
Europe; namely Scandinavia (Denmark and Swedemtr&edzurope (Austria, France, Germany, SwitzerJand
Belgium, and the Netherlands), and Southern EugBpain, Italy and Greece).

The SHARE data used in our analysis are drawn fRefease 2.0.1 of the Survey of Health, Ageing and
Retirement in Europe. SHARE was designed followtimg US Health and Retirement Study (HRS) and the
English Longitudinal Study of Ageing (ELSA). SHAR&the first European dataset that includes infoiona

on physical and mental health as well as incomeaasdts information of the older Europeans.

The data consist of information from 28,517 induads in the 11 countries mentioned above. Table 1
provides sample characteristics by country, geader age groups. The age group of less than 50 wédrs
represents younger spouses or partners of agéleligtsspondentsTable 1 also displays the household
response rates and the individual response rabesn€thodological details see Bérsch-Supan [1]Bérwdch-
Supan and Jurges [30].

The SHARE dataset contains a variety of physicdl mental health measures like Body Mass Index (BMI)
chronic diseases and hand grip strehg8everal other variables reflect individual’s sife like smoking,
exercise and excessive drinking of alcohol as weldemographic factors like age, gender, housedingd
urbanization and total income. In addition, the $HA dataset includes information about household
expenditures on Food-at-Home (FAH) and FARts well as purchasing power parity coefficientstia
various countries. Although FAH and FAFH are basedrecall questions, Browning et al. [35] provide

! Hand grip strength has been shown to be correlsitbdmental and physical health and is predictifi¢he
incidence of functional limitations, disability aeglen mortality in old age [31-34]. It is measuusihg a
handheld dynamometer — where respondents are tsbeess a lever as hard as they can. The dynaresomet
shows grip strength in kilograms.

2 Food Away From Home includes foedtenaway from home as well as fopdeparedaway from home.



evidence that respondents can accurately repolt expenditures in recall questions. Recall questiom
food expenditures are also common in several sariiky the US Consumer Expenditure Survey (CEXg, th
Canadian Out of Employment Panel (COEP) and FaBlyenditure Survey (FAMEX), the Italian Survey
on Household Income and Wealth (SHIW) and others.

Observations with incomplete information on theiafales of interest were dropped from the analysis t
leaving us with 25,075 valid cases. Figurea) Hnd ) present mean food expenditures for at-home and
away-from-home consumption of older Europeans bigktestatus and regions of Europe. Scandinavians
spend on average less for FAH and FAFH than Ceatrdl Southern Europeans. The Southern Europeans
spend more than other Europeans on FAH but less @emtral Europeans on FAFH. In terms of weight
status, it appears that as weight increases, maaoh éxpenditures decrease. The exception is Souther
Europeans where it seems that on average headigidunals spend slightly more on FAH than others.
Figures 28) and p) show mean food expenditures by weight status agel categories. Lower mean
expenditures for at-home and away-from-home consomgor older individuals may stem from declining
energy needs that are related with ageing. Heawitviduals also spend less on FAFH consumptiorh wi
underweight individuals being an exception sinartbonsumption lies on average in between thedipgn

of normal weight and obese individuals. The pattemot so clear for at-home consumption but inegal it
seems that as weight increases mean food expegglingrease for all age groups.

4. Empirical Specification

To model the relation between obesity and food edjperes, we use a two-equation model depictedwaelo
BMI =a,+a TF+ @ PFAFH+a,X+a,Z,+ u 1
PFAFH =Rk +  BMI+b X +b,Z,+ € (2)

whereBMI is Body Mass IndexTF is total food expenditure®FAFH is percentage of food spent on Food-
Away-From-HomeX is a vector of demographic variables like agedgemnd household siz2, is a vector

of health related determinants that can influendél ,BZ, is a vector of country-level socio-economic
determinants that can influence food expendituresuaand e are the associated error terms. Even though
FAH expenditures are not included explicitly in #etem we can draw inferences for FAH when we lirave
mind that percentage of FAH=100-PFAFH. We use tbimulation because it allows us to examine how
expenditures are allocated between FAH and FAFHwtbtal food expenditures remain constant rathan th
just having FAH and FAFH as independent variables.

The Z, vector includes variables that are presumed tecafBMI: number of cigarettes smoked per day
(NumCig, a dummy for physical inactivityPHinactiy), the maximum grip strength of the respondent
(MaxGrip), number of chronic diseases the person suffem fChronic), and a dummy that identifies
excessive alcohol drinkerdD(inking). The Z, vector includes variables that are presumed tducap
differences in expenditures between countries duesdcio-economic conditions: the purchasing parity
coefficient PPP), GDP per capita@GDPPC in thousands €), inflation raténflat), unemployment rate
(Unemp) and a socio-economic indeSdcioeco}f. We could have used dummies for each country et w
believe that this specification is superior to adfication that captures random differences betwemintries

in relation to food expenditureBPP serves as a proxy for prices that are unavailabteé SHARE dataset.

It equalizes the purchasing power of different endies in home countries for a given basket of goB#P
takes into account the relative cost of living ainel inflation rate of the different countries whitten gives a
good proxy for between-countries comparison ofgwidOne can easily see that by the order conditiin
equations are over-identifiéd

3 GDP per capita was extracted from Penn tables
(http://pwt.econ.upenn.edu/php_site/pwt62/pwt62_fpirp), inflation and unemployment rate were extracted
from EconStatshttp://www.econstats.com/index_gl.htend the socio-economic index was taken from the
International Country Risk Guidétfp://www.prsgroup.com/ICRG.aspx

* The order condition of identifiability requiresaththe number of predetermined variables excludzu the
equation must not be less than the number of emdagevariables included in that equation lessdt, ith




In the next section, we undertake a series of testssess the validity of our selected instrumerdble 2
exhibits the variables used in the analysis, ttegcription, and some basic descriptive statistics.

5. Estimation

Two of the widely used single-equation estimatioatimds are the Instrumental Variables (IV) estimato
(two-stage least squares/2SLS) and the generalochetti moments estimator (GMM). However, the
conventional IV estimator is inefficient in the pemce of heteroskedasticity and the usual approdemn
facing heteroskedasticity of an unknown form isuse the GMM estimator. If heteroskedasticity iseied
present, the GMM estimator is more efficient thae simple IV estimator, whereas if heteroskeddstisi
not present the GMM estimator is no worse asymgabii than the IV estimator. However, the GMM
estimator may have poor small sample propertiesifamdfact the errors are homoskedastic, IV wobls
preferable. We conducted tests for the presendeiefoskedasticity proposed by Pagan and Half [36)
38]. As exhibited in Table 3 the null of homosketadisturbances is rejected in both equations.

We therefore estimate all our equations with the-step feasible general method of moments (2S-GMM)
Although a system estimator could be used (e.gS33he efficiency gains would be attenuated smntarge
number of exogenous variables are common acrosgieqgs [40]. Efficiency gains increase as the exogs
variables across equations become less correlated.

The calculated standard errors are robust to dem@fromi.i.d. disturbances i.e. arbitrary heteroskedasticity
and arbitrary intragroup correlation (the lattedige to the fact that multiple observations may edrom the
same household in our dataset e.g. husband and. witeiseholds’ identification number served as the
cluster/group variable. Before presenting the estith results, we conduct endogeneity tests foasisemed
endogenous regressors, tests on the relevance afigtruments (under- and weak- identificationytseor
over-identifying restrictions, and tests for th@g&neity of the instruments [41].

5.1 Endogeneity tests

The first step we undertake in this series of test® test whether the assumed endogenous regsesso
actually endogenous. The null hypothesis is that specified endogenous variables can be treated as

exogenous. The test statistic is distributed)(zfswith degrees of freedom equal to the number ofabées

tested. Under.i.d. assumptions, this endogeneity test statistic merically equal to a Hausman test statistic
[38]. The reported test statistic in Table 4 isustbto violations of homoskedasticity. The nulrégected in
both cases. Hence, the endogenous variables chatated as exogenous.

5.2 Testing the relevance of the instruments

To test if our instrumental variables are relevémit is, sufficiently correlated with the includeddogenous
variables, we use several statistics. The paRialf Boundet al.[42] is a statistic commonly used for this
purpose. The partid® is the R of the first stage regression with the includestrinments “partialled out”,
which is equivalent to aR-test of the joint significance of the excludedtinments [see 38 for more details].
While this statistic is sufficient for the specii@on of equation (2) where only one endogenougbib is
included BMI), when multiple endogenous regressors are udesdtjuation (1) other statistics are required.
The Shea’s partid®® [43] takes into account the inter-correlations amthe instruments. The Shea’s partial

K =k = m-1, whereK is the number of predetermined variables in theehd is the number or
predetermined variables in a given equation Amds the number of endogenous variables in a given
equation.

® We used thévhettesttcommand in Stata 10.

® Equations were estimated with tiveeg2 user-written module in Stata 10 [39]. Howeverailatter section
since we find evidence of weak instruments we at®Limited Information Maximum Likelihood
estimation (LIML) and Fuller's LIML which are paatiy robust to weak instruments.



R? and the standard partigf are equivalent when the model contains only ortogenous regressor. Baum
et al.[38] propose as a rule of thumb that if the vadfiehe standard parti&® is large and the value of the
Shea’s partiaR? is small, then one can conclude that instrumexttis $ufficient relevance and the model may
therefore be unidentified.

We can see from Table 5 that theest always rejects the null that the coefficienftshe instruments from
the first stage regressions are zero. Hence, tsteuments pass the joint significance test. Howetler
partial R values are small, making further inferences prolalic. Other tests are then required. In Table 6,

we report the LM test of the Kleibergen and Paa}j & statistic, distributed a;(2 with (L;—k+1) degrees

of freedom wherd; is the number of excluded instruments &nthe number of endogenous regressors. The
LM test is a test of under-identification, i.e. thgcluded instruments are correlated with the eadogs
variables. The null that the equation is underified is rejected in all cases, that is, all equa are
identified.

In Table 7, we report the WalB statistic of the Kleibergen and Paap [44] rk statiwhich is a weak
identification test of whether the excluded instamts are correlated with the endogenous regrebsibenly
weakly. The statistic can be compared to the Stk Yogo [45] compilation of IV critical valuésBaum
and Schaffer [46] suggest this comparison evenghdhey acknowledged that the critical values afcit
and Yogo [45] are for thiei.d. case. Baum and Schaffer [46] suggest this assitderchoice since no studies
on testing for weak instruments in the presenceoofi.i.d. errors exists. The null hypothesis of Stock and
Yogo [45] is that the given group of instrumentsnisak against the alternative that it is stronge Tést
rejects if the Wald- statistic exceeds the critical value. The nulieigcted in the case of equation (2) but not
for the case of equation (1). Although the criticalues of Stock and Yogo [45] are only for thel. there is
some indication that the group of instruments wedufor equation (1) is weak. To cope with weak
instruments, we complement our estimations withLiingted Information Maximum Likelihood (LIML) and
the Fuller's modified LIML (FULL) estimators. Thedaantage of LIML estimation is that it is median
unbiased: the median of its sampling distributisrgénerally close to the population parameter utitker
assumption of normal distribution of the error tdame 47].

5.3 Testing over-identifying restrictions

We validate our exclusion restrictions by employowgr-identification tests using the Hansen’s fistta [46,
48]. The joint null hypothesis is that the instrurtseare valid instruments, i.e. uncorrelated witd &rror
term. Failing to reject the null hypothesis prowdmme confidence in our identification assumptldnder

the null, the test statistic is distributed;(g in the number ofl(-K) over-identifying restrictions whefe is

the number of instruments (excluded and included) l& is the number of regressors of the equation
(endogenous and exogenous). Obviously, the statiatinot be calculated in the case of an exactiytified
equation I(-K equals zero in this case). The Hansen’s J statwtithe vector of instruments for equations (1)
and (2) are reported in Table 8. The obvious rijeaif the null hypothesis casts doubts on the eregy of
one or more instruments of both instrument vectors.

The C statistic, on the other hand, allows a téshe exogeneity of one or more instruments. Hafined as
the difference of the Hansen’s J statistic of theation with the smaller set of instruments andebeation
with the full set of instruments i.e., includingetinstruments whose validity is suspect. This igivajent to
dropping excluded instruments from the instrumistt |

We start by testing separately each of the instnisnef the instrument vectors. Table 9a reportstaesen’s

J statistic for the equation where the suspectungnt is excluded and the C statistic where utigemull
hypothesis, both the smaller set of instrumentsthedadditional suspect instruments are valid. igje of
the null requires that the full set of instrumeistaot valid. Basically we are looking for casesewehwhen the
suspect instrument is excluded from the set of idtruments, we fail to reject the null of the Han’'s J

" The Stock—Yogo weak instruments tests come inflawmrs: maximal relative bias and maximal sizeeTh
first flavor is based on the ratio of the biasto# £stimator to the bias of OLS and the seconafls/based
on the performance of the Wald test statistic (téj@ rate of the test). See Baum and Schaffer fi@6inore
details.



statistic but reject the null of the C statistitig would in essence mean that the suspect instruimédeed
suspect (C statistic) and that by excluding it frima set of full instruments the rest of the ingtemts are
valid (Hansen’s J statistic), or that we fail tgert the null that the smaller set of instrumestyalid. For
equation (1) both of the tests show that eachunstnt when tested is indeed suspect (C-statistitstill,
when we excluded it from the set of full instrungetite rest are not valid (Hansen's J statisticjchvicalls
for further scrutiny of the instrument list. Theved, in the second step, we do the same tests dyding
each time all possible pairs of the instrumentsefguation (1). Table 9b shows that among all ptesgibirs
when both variabletnflat and Unemplare tested, they are suspect instruments (Cista}iand when we
exclude them from the instrument list the resthaf instruments are valid (Hansen’s J statisticeréfore for
equation (1) we remoMaflat andUnemplfrom the instrument list.

For equation (2), the tests show (Table 9a) travtriablesNumcigandDrinking are not suspect instruments
(C-statistic) and when they are removed from teedf the instruments, the rest of the instrumamésnot
valid (Hansen’s J statistic). On the other hand,tésts for variableBHinactiv, MaxGrip and Chronic show
that they are indeed suspect instruments (C-s@tisut when they are excluded from the set of full
instruments, the rest of the instruments are niid Yelansen’s J statistic). Therefore, we keepNiencigand
Drinking variables and scrutinize the rest of the instrumehable 9b shows that among all possible pairs of
the PHinactiv, Chronic and MaxGrip instruments, when one of the paithronicPHinactiv or Chronic
MaxGrip is tested, it is a suspect pair of instrumentsst@istics) and when we exclude either pair of
instruments from the instrument list, the resthaf instruments are valid (Hansen’s J statisticeréfore, we
excluded these three variables from the instrurignt

In summary, the instruments we use for TF and PFARHPPP, GDPPCandSocioecorand the instruments
we use for BMI aré&NumcigandDrinking.

5.4 Tests after correct specification of instrumentlist

After the correct specification of the instrumeist,Iwe re-run all tests reported in Tables 3 tan8 report
them in Table 10. Three points are worth notingthe) heteroskedasticity test for equation (1) shives
absence of heteroskedasticity since we fail toctefpe null of homoskedastic disturbances, b) the
endogeneity test for equation (2) shows that wietéaieject the null that the specified endogeneaisable
(BMI) can be treated as exogenous and, c¢) the weatfiction tests show that both instrument s&tsand

Z, are weak.

Given the above points, we estimate equation (2Ph$ and report the FULL and LIML estimators for
equation (1). Moreira’s conditional likelihood (C)LRnethod (Moreira, 2003) cannot be employed for
equation (1) since we have two endogenous variables

6. Results

6.1 Body Mass Index equation

Table 11 shows the results from each equation.el§oation (1) 2S-GMM, LIML and FULL methods are
reported. Both endogenous variablés,(PFAFH) have a negative and statistically significantffioient.
But what is the interpretation of these variablegig theceteris paribuscontext? The simple case is the
interpretation of an increase of total food expamés {[F): that is given that the percentage of FAFH
(PFAFH) is held constant, an increase of total food egjiares is interpreted as an increase of FAFH. On
the other hand, an increase of the percentage &HF@®FAFH) given thatTF is held constant denotes a
proportional increase of FAFH with respectm®. Therefore, if FAFH is increased Bythen TF is increased
by k (which implies that FAH is increased ky

Obviously, expenditures and quantities mean twteidht things since the former also includes thecept

of quality. Therefore, increases in food expendisulo not necessarily imply increases in consurnedtdy.

It could also imply that the household is spendimare on better quality food. Two results come outlese
coefficients: (a) individuals with higher FAFH exmbtures have lower BMI's and (b) proportional ieases

in the FAH and FAFH expenditures are related toeloBMI’s. Given that we know nothing about the
guantity of foods consumed and that the demanadnfust foods are inelastic, this could as well berdseilt



of buying better food quality rather than more gitgn These findings may imply that cries for pglic
intervention that would mandate some form of wagrsigns in the FAFH market similar to the situation

the smoking industry may not be entirely approgridnitiatives should perhaps target promotion rad t
quality of restaurant foods rather than just raqgirsome form of labeling that would inform consume
about the nutritional content of the foods.

We also find that older Northern and Central Eusmehave lower BMIsScandinavian Central) than
Southern Europeans. For an average height persaurirsample, Scandinavians and Central Europeans
weigh 9.84Kg and 2.41Kg less than Southern Eurapeaspectively (based on 2S-GMM/FULL results). In
addition, urbanization seems to increase BMI okplHuropeans. Specifically, older individuals désj in
large cities and towns have higher BMIs than olddividuals residing in villages, ceteris paribbimusehold
size and income both positively affect BMI. Numlodrcigarettes smoked per day and age are negatively
related to BMI.

6.2 PFAFH expenditures equation

The parameter estimate of BMI in equation (2) sstgthat BMI is negatively related to the perceetsgent

on FAFH products. In particular, for every 1 uriitg{m?) increase in BMI (or by 2.79Kg for an average
height individual), monthly percentage of FAFH emgiures will decrease by more than 0.2%. This imay
an indication that overweight or obese individualg an effort in controlling their BMI by spendirgss
percentage of their food budget on FAFH productstiNern Europeans spend 3.2% lower percentageeuf th
food budget on FAFH than Southern Europeans perthmomhile there is no statistically significant
difference between Central and Southern Europdarhaps tighter family bonds and the significarfcéne
family tradition of eating together regularly atrhe in Southern Europe can explain this divergerste/den
North and South Europe. Furthermore, gender (beade), urbanization, education, and total income
positively affect the percentage of food spent adrayn home. On the other hand, as age increases, th
percentage of FAFH expenditures decreases. Thadss true for household size. In addition, as paseh
power parity coefficientRPP) and the socioeconomic index (i.e. better socinenuc conditions) increase,
the percentage of FAFH expenditures increases.h@nother hand, higher GDP per capita is negatively
associated with the percentage of food spent amay home.

7. Discussion and conclusions

The primary contribution of this article is the éx@tion of the relationship between body weightcomes
and food expenditures. To the best of our knowlgttgs is the first time this issue is being expbamong
an increasingly very important segment of the pafai: the older Europeans who are expected toustco
for more than 40% of Europe’s population by 2050.

To model the relation between body weight outcorard food expenditures, we used a simultaneous
equation system composed of two equations. Outtsesuggest, contrary to normative views, that afrem
home food expenditures negatively affect BMI andttBMI is negatively related to the percentagehsf t
food budget spent away from home. Given that wk tkda on quantity of the consumed food at- andyawa
from home, we maintain that higher expenditured=AikrH might also be related to purchase of bettedfo
quality (i.e., more nutritious food) rather tharagtity alone which in turn could explain the negatielation
to BMI. It is also possible that heavier older widuals will spend less percentage of their fooddat on
food away from home for weight control purposestuFel research could focus on definitively assestieg
reasons for this finding.

Our findings are surprising but have significanplivations given the increasing scrutiny that thed away
from home sector is getting from governments anmsamer interest groups with regards to the obésstye.
So is this scrutiny justified and thus warrant pglintervention? As previously mentioned, the bétanal
economics argument is that individuals have sefftmbd problems and do not make decisions that streie
own interests. This view, however, is complex natikely since it requires that we use somethingiothan
the Pareto approach to evaluating welfare. Given fimalings, the implication seems to be that a @oli
intervention related to the food away from home abdsity issue is not warranted for older EuropeBnsif

a policy prescription is really needed, then agpothat is directed at promoting better nutritiogahlity of



foods for food-away-from-home might be in order.wéwer, our findings may not hold true for other
segments of the population such as adolescenty@miyer adults. In addition, given the restricttirae
dimension of the dataset we are unable to explwalynamics of the relationship between food anigjle
Future research should replicate our study forragbgments of the population in Europe and alstoexfhe
effect of past food expenditures on current we@htomes, given data availability.

Table 1 Sample characteristics: SHARE Data
Gender Age Response rates

Household Individual

Country Total Male Female Uré%er 50to 64 65to 74 Over 75 response Response
rate* Rate*

Austria 1,893 782 1,111 44 949 544 356 55.60% 87.50%
Germany 3,008 1,380 1,628 65 1,569 887 487 39.20% 90.50%
Sweden 3,053 1,414 1,639 56 1,589 816 592 63.20% 93.00%
Netherlands 2,979 1,368 1,611 102 1,697 716 464 81.00% 93.30%
Spain 2,396 994 1,402 42 1,080 701 573 63.40% 86.20%
Italy 2,559 1,132 1,427 51 1,342 785 381 63.10% 91.80%
France 3,193 1,386 1,807 141 1,627 768 657 54.50% 79.70%
Denmark 1,707 771 936 92 916 369 330 61.60% 87.80%
Greece 2,898 1,244 1654 218 1,450 714 516 53.00% 73.70%
Switzerland 1,004 462 542 42 505 252 205 46.90% 84.60%
Belgium 3,827 1,739 2,088 128 1,947 992 760 38.80% 86.90%
Total 28,517 12,672 15,845 981 14,671 7,544 5,321 61.60% 85.30%
* Weighted average for main sample [see 30, folhmdtlogical details]

Table 2 Variable description

Variable names Variable description Mean SD.

TE Monthly household food expenditures in €, ppp-adids 495.38 313.48

Percentage of monthly household food away from home

PFAFH expenditure, ppp-adjusted 12.69 14.65
BMI Body Mass Index 26.37 4.29
Scandinavian Pummy for Scandinavian countries 017 0.38
Central Dummy for Central Europe countries 0.56 0.50
Southern Dummy for Mediterranean countries 0.27 0.44
Gender Dummy for males 0.45 0.50
EducYears 'ears of education 10.15 4.46
Urb, Dummy, household resides in a big city or suburbs 0.32 0.47
Urb, Dummy, household resides in a large town 0.19 0.39
Urbs Dummy, household resides in a small town 0.25 0.44
Urb, Dummy, household resides in a village 0.23 0.42
Hsize Household size 221 1.00
Age Age 63.68 10.19
Log(Inc) Logarithm of total income, ppp-adjusted 10.06 232
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Number of cigarettes smoked per

NumCig 3.20 8.02
Dummy for physical inactivity (never or almost neeagaging
PHinactiv in neither moderate nor vigorous physical activity) 0.08 0.27
MaxGrip Maximum of grip strength measures 34.49 12.30
Chronic Number of chronic diseas 1.45 1.39
Drinking Dummy for drinking more than 2 glasses of alcoharg day 0.14 0.35
PPP Purchase power parity coefficient 1.02 0.12
GDPPC GRP per capita (in thousands of euros) 2724 364
Inflat Inflation rate 1.94 0.68
Unempl Unemployment rate 7.80 222
Socioecon Socioeconomic conditions index 8.82 1.02

Table 3. Pagan and Hall [36] heteroskedasticity tests

Equation (1) - BMI Equation (2) - PFAFH

Pagan Hall

L 336.725 394.865
statistic

p-values

X5, p-value= 0.00 X5, p-value= 0.00!

Table 4. Endogeneity tests

Endogenous variables Chi-square(p-value)

Equation (1) -, 88.368 (0.00)
Equation (2) BMI 23.594 (0.00)

Table 5. Standard partid®, Shea’s partiaR® andF-test of the joint significance of the excludedtinments

Endogenous Shea’s Standard F-test (p-value)
variables partial R partial R P
Equation (1) TF 0.0146 0.0239 69.33 (0.00)
PFAFH 0.0018 0.0030 12.74 (0.00)
Equation (2) BMI 0.0503 0.0503 113.47 (0.00)

Table 6. Kleibergen and Paap [44] rk LM statistic

LM statistic (p-value)

Equation (1) 51.229 (0.00)

Equation (2) 501.388 (0.00)
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Table 7. Kleibergen and Paap [44] rk Wdlidstatistic

Wald F statistic Stock and Yogo [45] weak

identificatiortest critical values:

5% maximal IV relative bias
10% maximal IV relative bias
20% maximal IV relative bias
30% maximal IV relative bias
Equation (1) 10.432
10% maximal IV size
15% maximal 1V size
20% maximal IV size

25% maximal IV size

13.97
8.78
5.91
4.79

19.45
11.22
8.38
6.89

5% maximal IV relative bias

10% maximal IV relative bias

20% maximal IV relative bias

30% maximal IV relative bias

Equation (2) 113.469

10% maximal IV size

15% maximal IV size

20% maximal IV size

25% maximal |V size

18.37
10.83
6.77
5.25

26.87

15.09

10.98
8.84

Table 8 Hansen'’s J statistic of overidentifying restocis

Equation (1) - BMI

Equation (2) - PFAFH

Hansen’s J statistic 33.166 49.826

0.000 0.000

)(f p-value

Table 9a Test of subsets of regressors (Hansen’s J statetd C statistic)

Equation (1) - BMI Equation (2) - PFAFH
Instrument tested Instrument tested
PPP GDPPC Inflat Socioec Unempl | Numcig PHinact maxGrip Chronic  Drinking
on iv

Hansen’s J
statistic
(excluding 18.878  17.129  23.062 20.161 16.4%447.131  45.907 11.700 6.593  47.753
suspect
instrument)
)(32 p-value 0.0001 0.0002 0.0000 0.0000 0.00030.0000 0.0000 0.0085 0.0861 0.0000
C statistic 14.288 16.038 10.104 13.006 16.712 2.695 3.919 38.125 43.233 2.073
Xf p-value 0.0002 0.0001 0.0015 0.0003 0.00000.1007 0.0477 0.0000 0.0000 0.1499
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Table 9b. Test of subsets of regressors (Hansen's J statatd C statistic)

Equation (1) - BMI
Instrument tested Equation (2) - PFAFH
Instrument tested
pPP,  PPP, PP pppun eDPPc, GDPPc, GDPPcU ML gy SOcioecol Phinactv  puina sy MaxGrip,
Socioec . Socioec n, , . .
GDPPC Inflat empl Inflat Socioecon  nempl Unempl . , Chronic  Chronic
on on Unempl | MaxGrip
Hansen'’s J
statistic 5402 16275 16.774 12544  17.081  15.325 15.355 6178. 1.652 15415 | 8.326  4.121 2.035
(excluding suspect
instrument)
)(32 p-value 0.0201 0.0001 0.0000 0.0004 0.0000 0.0001 0.0001 0000. 0.1986  0.0001 0.0156  0.1274 0.3616
C statistic 27.764 16.891 16.392 20.622 16.085 17.842 17.812 .5494 31.514 17.752 41.500 45.705 47.791
)(12 p-value 0.0000 0.0002 0.0003  0.0000 0.0003 0.0001 0.0001 000@. 0.0000 0.0001 0.0000  0.0000 0.0000
Table 10.Tests for equations after instrument specification
Equation (1) - BMI Equation (2) - PFAFH
TF PFAFH BMI
Heteroskedasticity Pagan Hall 12.132 (0.669) 305.809 (0.000)
statistic
tests
(p-value)
Endogeneity tests \C/:;:Ez()quare (p- 105.723 (0.000) 1.256 (0.2624)
Shea’s partial 0.0093 0.0011 0.0024
R
Standard partial 0.0086 0.0010 0.0024
Relevance of the R
instruments F-test (p-value) 43.29 9.22 10.84
P (0.000) (0.000) (0.000)
gf;ge[;gf]”rf”d 22.311 22.228
LM statistic (0.000) (0.000)
Weak identification  Kleibergen and 7.628 Stock-Yogo weak ID test critical values: 10.835  Stock-Yogo weak ID test critical values:

test

Paap [44] rk
Wald F statistic

10% maximal IV size 13.43
15% maximal IV size 8.18
20% maximal IV size 6.40
25% maximal IV size 5.45

10% maximal IV size
15% maximal IV size
20% maximal IV size
25% maximal IV size

19.93
11.59
8.75
7.25
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Table 11 Estimation results

Equation (1)
Dep. variable BMI

Equation (2)
Dep. Variable PFAFH

LIML

FULL

25-GMM OLS
37.047** 38.027** 37.047** 20.545%*
Constant (1.825) (2.227) (1.825) (2.866)
-0.010*** -0.010*** -0.010***
TF (0.002) (0.002) (0.002) -
-0.293*** -0.344*** -0.293***
PFAFH (0.081) (0.102) (0.081) -
-0.205***
BMI - - - (0.031)
-3.487*** -3.663*** -3.487*** -3.198***
Scandinavian (0.500) (0.577) (0.500) (0.798)
-0.856*** -0.875*** -0.856*** 0.580
Central (0.180) (0.196) (0.180) (0.666)
1.629*** 1.730** 1.629** 1.998***
Gender (0.202) (0.242) (0.202) (0.218)
0.153** 0.186** 0.153*** 0.562*+*
EducYears (0.059) (0.072) (0.059) (0.037)
1.284%* 1.432%* 1.284** 2.472%*
Urb, (0.324) (0.382) (0.324) (0.445)
0.411* 0.423* 0.411* 0.128
Urb, (0.234) (0.254) (0.234) (0.470)
0.289 0.281 0.289 -0.120
Urbg (0.205) (0.223) (0.205) (0.422)
0.607*** 0.566** 0.607*** -1.327%**
Hsize (0.216) (0.241) (0.216) (0.165)
-0.107*** -0.118*** -0.107*** -0.196***
Age (0.020) (0.024) (0.020) (0.018)
0.175%** 0.193*** 0.175 0.279***
Log(Inc) (0.046) (0.054) (0.046) (0.062)
-0.030*** -0.031*** -0.030***
NumCig (0.010) (0.011) (0.010) -
0.161 0.154 0.161
Drinking (0.217) (0.236) (0.217) -
8.555***
PPP - - - (2.229)
-0.310***
GDPPC - - - (0.084)
0.295*
Socioecon - - - (0.155)

* *x *x% indicate significance at 10%, 5% and 1%vel respectively. Standard errors in parenthesis.
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Figure 1. Mean food expenditures by weight status and regions
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