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1. Introduction

The representative household model is the workhorse of modern
business-cycle theory. One can understand this from several perspec-
tives. First, from an empirical perspective, the business cycle is defined
in terms of time series variation in the per-capita values for several key
aggregate variables. By construction, the representative agent model is
a model of per-capita values. Second, from a conceptual perspective,
the process of understanding is facilitated by first analyzing economic
forces in simple settings, and abstracting from heterogeneity helps to
maintain simplicity in the model. Third, from a technical perspective,
the appropriate theoretical framework in modern business-cycle theory
is dynamic stochastic general equilibrium theory, and the assumption
of a representative agent greatly reduces the burden of such analysis,
both computationally and theoretically.

These factors suggest that representative agent models are a useful
starting point for analyzing the economic forces that shape aggregate
fluctuations. However, the thesis of this paper is that our understand-
ing of labor market fluctuations (in particular) will be enhanced by
moving beyond the representative agent model. The essence of our
argument follows from a simple empirical finding. As we document,
the magnitude of business-cycle fluctuations in hours of market work
varies quite significantly across subgroups in the population. We be-
lieve that understanding why some groups fluctuate more than others
should be relevant for understanding why the aggregate fluctuates as
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much as it does. Consider two scenarios. In the first, suppose that for
reasonable parameterizations, a given model is unable to account for a
sizable fraction of observed fluctuations in aggregate hours. In assess-
ing which modifications to the theory may be most relevant, it would
be important to know if the problem was that the model systematically
underaccounts for fluctuations in hours across all groups, or if the
problem is that it cannot account for the magnitude of fluctuations
experienced by some specific groups. In the second scenario, suppose
that for reasonable parameterizations, a given model is able to account
for the bulk of aggregate fluctuations in hours. While this is useful in-
formation, we would obviously be more confident that the economic
forces captured in this model are indeed the relevant ones if they were
also able to account for the patterns of fluctuations across various
groups.

In this paper, we pursue a disaggregated analysis of fluctuations in
market work by considering one specific dimension of heterogeneity—
age. Specifically, we document how cyclical fluctuations in hours of
market work vary over the life cycle, and then assess the predictions
of a life-cycle version of the growth model for the observations. Our
analysis yields a simple but striking finding. The main discrepancy
between the model and the data lies in the inability of the model to ac-
count for fluctuations in hours for individuals over the first half of their
life cycle; it can account for most of the fluctuations for individuals
aged 45-64 without resorting to extreme labor supply elasticities. This
suggests that in looking for alternative theories to account for aggre-
gate labor market fluctuations, attention should be directed toward
features that specifically affect individuals during the first half of their
lives. Although the goal of this paper is not to present alternatives to
the benchmark life-cycle growth model, one is led to think about the
options: e.g., to ask whether search frictions, say, as opposed to sticky
wage models or other candidates, may be more relevant in terms of
affecting workers differently at different stages of the life cycle.1 In this
sense, our goal is to raise some issues without trying to resolve every-
thing here.

While heterogeneity has received a lot of recent attention in macro-
economics, it is important to distinguish our emphasis from that of
others. A recurring issue in many studies is whether introducing a par-
ticular type of heterogeneity, often in connection with some other fea-
ture, will influence the properties of the aggregate time series. In these
studies, the emphasis remains on the properties of the aggregate vari-
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ables and not on the behavior of disaggregated series. One example of
this is Krusell and Smith (1998), who ask whether a model with idio-
syncratic income shocks and incomplete markets would produce dif-
ferent aggregate responses to technology shocks. Another example is
Rios-Rull (1996), who studies a similar model to the one used here, but
whose main objective is to see if aggregate fluctuations are different in
an overlapping generations model than in the standard infinitely lived
agent model. Both of these studies concluded that the properties of ag-
gregate fluctuations were not much affected. In contrast, our goal is to
ask whether allowing for heterogeneity provides more insight into the
details of a particular shock and propagation mechanism by explicitly
focusing on the implications of the model for fluctuations at the disag-
gregated level.2

Though our work is related to several papers in the literature, two
papers are particularly relevant. The first is Clark and Summers (1981),
who documented that cyclical fluctuations in employment vary across
demographic groups, and the second is Rios-Rull (1996), who exam-
ined fluctuations in a life-cycle economy. Our empirical work extends
Clark and Summers along several important dimensions. Specifically,
we analyze additional dimensions of heterogeneity, use more conven-
tional methods to define cyclical components, examine both the inten-
sive and extensive margins, and perform additional robustness checks.
While our results for fluctuations by age are similar to theirs, we find
differences along other dimensions. Our theoretical work also extends
the work of Rios-Rull along several dimensions. Specifically, we con-
sider a different class of preferences, our model allows for home pro-
duction and life-cycle preference shifters, and we assume a different
market structure. Most important, however, we carry out a detailed
analysis of the role that various factors play in shaping the volatility of
hours over the life cycle.

Although we do not pursue it here, we believe that the life-cycle
model developed and analyzed in this work is of independent interest
in other contexts as well. For example, it would allow one to study
how fluctuations in cohort size affect economic outcomes. Shimer
(1998), for example, argued empirically that fluctuations in cohort size
had a large impact on fluctuations in aggregate unemployment.

The rest of the paper is organized as follows. In Section 2, we
describe a standard representative household (infinitely lived agent)
model and examine its predictions concerning fluctuations in aggregate
hours. Section 3 documents the extent to which the cyclical variation in
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hours varies with several household characteristics. Section 4 presents
and calibrates our version of the growth model populated by over-
lapping generations. Section 5 presents the results of the model
concerning business-cycle fluctuations, with a particular focus on its
implications for fluctuations in hours by age. Section 6 is devoted to
discussing the factors that give rise to the observed pattern of fluctua-
tions. Section 7 presents some international evidence on fluctuations in
hours worked by age, and Section 8 concludes.

2. A Representative Agent Model

For purposes of comparison, it is instructive to start with a representa-
tive agent model of the sort that serves as one of the benchmark mod-
els of business-cycle analysis. Rather than formulating the model in its
most general form, we restrict attention to a specification with com-
monly used functional forms. We add two features relative to the sim-
plest possible specification: household production and a government
sector. We include household production because previous work has
shown that models with household production do a much better job of
accounting for several aspects of business cycles, particularly for hours
of market work.3 We include a government sector because taxes are an
important element in calibrating home and market capital stocks.

2.1 Model

There is an infinitely lived representative household with preferences:

f=0

where /? e (0,1) is the discount factor, Ct is a constant elasticity of sub-
stitution (CES) aggregator of market and home consumption in period
t, and Ht is total time spent working in the market and at home in
period t. That is,

Q =

TT I T_T

t — nmt -t- nnt

where Cmt and Cnt are market and home consumption, respectively,
and Hmt and Hnt are market and home work, respectively. The agent is
endowed with one unit of time each period and KQ units of capital at
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t = 0. The parameters y > 1 and £ < 1 play a key role in influencing the
business-cycle predictions of the model since y determines the substi-
tutability in hours worked across time, and £, < 1 determines the extent
of substitutability between home and market goods. As a result, these
parameters dictate the amount of intertemporal and intratemporal sub-
stitution in hours of market work.

We choose the utility function log C — (co/y)Hj to facilitate compari-
son with the large literature in labor economics that tries to estimate y.
The standard life-cycle labor literature (without home production) typ-
ically assumes separability in the sense that U(Ct,Ht) — u(Ct) + v(Ht).
In a deterministic setting, this means that the first-order condition for
ht can be written as:

v'(Ht) = -wtX

where X is the Lagrange multiplier on the lifetime budget constraint
and wt is the wage in period t. Due to separability, this condition does
not include Ct, so one can take the equation to the data without having
to observe consumption. If v(H) = ~(co/y)H7, then (after taking logs
and rearranging) we have:

log(Ht) = a0 +

where ao can incorporate a constant, a time trend, and an error term,
depending on assumptions. From this, one can estimate the elasticity
l/(y — 1) and recover the structural parameter y.4

The above analysis does not require specifying u(C). It is well-known
in macro, however, that balanced growth requires either U(C,H) =
Cav(H) or U(C,H) =\og(C) +v{H) for some function v(H). Hence,
assuming separability so that we can apply the labor supply results,
we are led to:

for some function v(H). Although in principle any function v(H) satis-
fying the usual regularity conditions would do, we will adopt the com-
mon specification v(H) — —(co/y)Hr.

Incorporating home production into the analysis now merely re-
quires reinterpreting C and H as composites of market and home
consumption and of market and home work: C = C(CM,CH) and
H = H(HM,HH). Here, we follow much of the previous literature by
assuming C = [«AĈ  + (1 — i/^C^]1' , so that we can appeal to existing
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estimates of the parameter £, and H — Hm + Hn, which means hours
worked in the market and home are perfect substitutes. The last thing
to say about preference is that, although there will be a government in
the model, we assume that agents derive no utility from government
consumption.5

In terms of technology, there is a production function:

Ymt=ztK
o
mt[(l+gyHmt}

1'0

where Ymt is market output in period t; Kmt and Hmt are capital and
labor services, respectively, used in market production in period t; zt

is a technology shock; and g represents the constant rate of labor aug-
menting technological change. We assume that zt follows the process:

log Zt+l = p log Zt + Et+i

where et is an independently and identically distributed (iid) random
variable that is normally distributed with mean jum and variance <r̂ .
The period t realization of e is observed before any decisions are made.
Market output produced in period t can be used either as market con-
sumption Cmt, government consumption Gt/ or investment If.

Cmt + Gt + It = Ymt

There is also a production function for home produced goods:

where Ynt is household production in period t; Knt and Hnt are
capital and labor services, respectively, used in home production
in period t; and g again represents the constant rate of labor augment-
ing technological change. We assume the same rate of technological
change in the two production functions, as is required for balanced
growth. Although we assume the home production function is Cobb-
Douglas, following Greenwood and Hercowitz (1991), some authors
have argued that departures from Cobb-Douglas are crucial for under-
standing certain issues, including the pattern of investments in home
and market capital. The estimates in McGrattan et al. (1997) imply
the home production function is significantly different from Cobb-
Douglas (the model actually allows both market and home production
functions to be CES, but the estimates implied only the latter is signifi-
cantly different from Cobb-Douglas). For the issues on which we
focus, however, this does not matter much, so we use Cobb-Douglas
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for simplicity. We also abstract from shocks to the home production
function since they will not play any role in the subsequent analysis.6

One asymmetry between market and home production is that the
only use of home-produced output is as home consumption, i.e.:

Cnt — nt

That is, although capital is used in home production, it is produced
only in the market sector. Capital accumulation is given by:

= (1 — <>n)Knt + Int

where Imt and Int are investment in market and home capital, respec-
tively, in period t, and both are constrained to be nonnegative, while
Sm G (0,1) and Sn e (0,1) are depreciation rates. Aggregate investment
in period t is the sum of investment in home and market capital:7

It=Imt+l nt

It is well known that empirically plausible tax rates can have big
effects in this model. Since we will be choosing some parameter values
by calibrating to steady-state values, it is important to incorporate
taxes into the specification. Given that our primary reason for doing so
is to facilitate calibration, however, we assume constant tax rates. In
particular, we assume that market labor income is taxed at the constant
rate th, and capital income is taxed at the constant rate T .̂ The govern-
ment uses tax revenues to finance spending Gt, which we assume is
a constant ratio of market output. The government faces a period-
by-period budget constraint, with lump-sum transfers zt serving to
achieve budget balance.

2.2 Parameterization

Calibration of parameter values for this model is fairly standard. Be-
cause of this, and also because we will go into detail on the calibration
of the overlapping generations model later in the paper, we do not pro-
vide details here and simply report the parameter values in Table 1.
Note that we set a period to be a year in this paper. While it is more
common in infinitely lived agent models to use a quarter rather than a
year, the basic properties of the model are not affected by this choice.
We will be using an annual model once we introduce overlapping
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Table 1
Parameters for infinitely-lived household calibration

p
.954

B

.30

n
.27

sm

.065

K
.057

8

.018

P

.806 .0139

Th

.25

rk

.50

generations because the data on hours worked by age is at annual fre-
quency. Not shown in Table 1 is that we assume government spending
relative to market output to be .20.

There are also four utility parameters not listed in Table 1: the elas-
ticity parameters y and £, and the coefficients giving weights on market
versus home consumption and on hours versus total consumption,
xjj and co. The standard procedure for determining values for these
parameters is to set co and \jj so that the steady-state values of Hm and
Hn are equal to some target values taken from the data, typically
Hm = | and Hn=\, and to set y and £ in accord with the empirical
literature because they cannot be pinned down easily by steady-state
considerations. It is well known that the values of the two elasticity
parameters y and £, matter a lot for the cyclical properties of hours.
There is also considerable controversy over these parameters, and esti-
mates can vary a lot depending on which group one looks at (e.g.,
males versus females), which features are incorporated (e.g., skill accu-
mulation, home production), and which margins one considers (e.g.,
the intensive versus the extensive margin). Hence, we will present
results for a wide range of values for y and £, without necessarily tak-
ing a stand on any particular value.

2.3 Results

It is well known that models of this sort can mimic the broad features
of cyclical fluctuations in the U.S. economy, although the magnitude
of fluctuations in market hours has received considerable attention
since the model does less well on this (see Hansen and Wright, 1992).
In particular, we will emphasize the relative standard deviation of
market hours to market output.8 In the data, the relevant number is
.80, which is the standard deviation of market hours based on current
population survey (CPS) data over the period 1962-2000, relative to
the standard deviation of output over this same period. The standard
deviation of hours is 1.79 and the standard deviation of output is 2.23,
where these numbers are annual and correspond to data that has been
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Table 2
Standard deviation of market hours relative to output

£ = o

£ = •2

£ = •4

£ = •5

£ = •6

£ = •8

7 = 1

.66

.67

.68

.69

.71

.78

7 = 2

.48

.50

.53

.56

.59

.71

7 = 2.5

.45

.47

.51

.54

.57

.70

7 = 3.0

.43

.45

.49

.52

.56

.69

7 = 4

.40

.43

.47

.50

.54

.69

7 = 11

.35

.38

.44

.47

.52

.68

Hodrick-Prescott (HP)-filtered with a smoothing parameter of 100. We
note that our output measure excludes the service flow from housing
since we treat this as a nonmarket service.

Given the calibration strategy discussed above, Table 2 reports
values for the standard deviation of market work relative to market
output (both HP-filtered) that come from simulating the model. We
generate samples that are 39 periods in length, the same as our data,
and average over 1000 runs. Table 2 reports the results for values of y
ranging from 1 to 11, which corresponds to elasticities ranging from
infinite to .1, and values of £ ranging from 0 to .8, which corresponds
to elasticities ranging from 1 to 5. As can be seen, and as is fairly well
known, the model can account for most of the fluctuations in market
hours if (and only if) the elasticities are sufficiently large. Perhaps
somewhat less well known is that it is not sufficient to know the value
of the intertemporal elasticity parameter y to assess the model on this
dimension since even if y is set to 11, the model would still be able to
account for the bulk of the observed fluctuations if the value of £ were
sufficiently high.9

There is considerable debate over the appropriate value of y for the
representative household, and even less is known about the parameter
£. This notwithstanding, just to fix ideas, suppose we use values in the
upper part of the plausible range, in particular, y = 2.5 and £ = .5, cor-
responding to elasticities of | and 2, respectively. The implied relative
standard deviation of hours is equal to .54, roughly two-thirds of what
we observe in the data. This suggests that although the model accounts
for a substantial fraction of the volatility in market hours, there is also
a sizable fraction that it misses.

One is then naturally led to consider modifications to the model to
better match the behavior of market hours. Many such modifications
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have been proposed in the literature, including alternative specifica-
tions of preferences (e.g., Kydland and Prescott, 1982), search frictions
(e.g., Merz, 1995; Andolfatto, 1996; and Den Haan, Ramey, and Wat-
son, 2000), informational asymmetries (e.g., Gomme, 1999, and Alexo-
poulos, 2004), restrictions on working hours (e.g., Rogerson, 1988, and
Hansen, 1985), alternative formulations of technology (e.g., Kydland
and Prescott, 1988), and alternative wage-setting mechanisms (e.g.,
Danthine and Donaldson, 1995). What we want to argue in the re-
mainder of this paper is that if we are looking for ways to isolate the
key empirical deficiencies of equilibrium macro models like the one
described above, we ought to consider a lower level of aggregation. In
the next section, we document a wide range in variability of market
hours over the business cycle across subgroups. In view of this, it
seems interesting to ask whether the mechanism implicit in the model
underaccounts for fluctuations across all subgroups, or if perhaps it
does account for the fluctuations of some groups but not others. Put
somewhat differently, if we are trying to understand the causes of fluc-
tuations in hours of work over the business cycle, it seems reasonable
that understanding why some groups fluctuate much more than other
groups would be a key piece of information.

3. Beyond Aggregate Data

In this section, we document differences in the magnitude of cyclical
fluctuations in market hours across groups in the population. In partic-
ular, we disaggregate by age, education, marital status, gender, and in-
dustry of employment.

3.1 Fluctuations by Age

Using data from the March Supplement of the CPS for the period
1962-2000, we compute aggregate market hours per capita for the
entire population aged 16 and above, and market hours per capita by
age for seven age groups: 16-19, 20-24, 25-34, 35-44, 45-54, 55-64,
and 65+. The standard procedure for defining the business-cycle com-
ponent of an aggregate series is the percentage deviation from a suit-
ably defined trend, defined here using the HP filter. To extract the
component of fluctuations in aggregate hours that is accounted for by
each age group, we use a two-step procedure described in the appen-
dix (Section 9). The results are in Table 3.
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Table 3
Relative cyclical fluctuations of hours by age group

ah/°Ym

%ofH m

% of aHm

16-19

2.23

4

11

20-24

1.23

11

16

25-34

.86

26

28

Table 4
Fluctuations of sectoral hours relative to GDP

Sector

°h/^Ym

Agr

1.44

Min

1.69

Cons

2.17

Mfg

1.24

35-44

.64

25

19

Trans

.75

45-54

.57

20

14

Wh/Re
Tr

.80

55-64

.59

12

9

FIRE

.55

65+

1.26

2

3

Serv

.57

The first row shows fluctuations in the hours of each age group rela-
tive to output. The second row indicates the fraction of average hours
worked by each age group over the entire sample period. The third
row indicates the fraction of fluctuations accounted for by each age
group. Several interesting patterns emerge. First, note that the pattern
of fluctuations across age groups is U-shaped: fluctuations are highest
for young and old workers, and are lowest for middle-aged workers.
Related to this, the second and third rows indicate the extent to which
cyclical fluctuations in hours are disproportionately accounted for by
fluctuations in the hours of work of younger workers. Workers aged
16-24 account for only 15% of total market hours, but more than 25%
of fluctuations in market hours. Conversely, prime-age workers, be-
tween the ages of 35 and 54, account for 45% of total market hours but
for only 33% of fluctuations in market hours.10

One may be concerned that the patterns displayed above are not due
to age effects per se but are really an artifact of a situation in which
workers of different ages work at different jobs, with some jobs being
more cyclically volatile than others. To explore this possibility, we ex-
amine the role that the age distribution of hours worked across one-
digit industries may play in shaping fluctuations by age group. Table
4 shows the relative volatility of hours of work across one-digit sectors.
As is well known, hours in some sectors fluctuate much more over
the business cycle. In particular, goods-producing sectors display more
volatility than do service sectors. Table 5 indicates the distribution of
hours worked by each age group across each of these eight sectors.
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Table 5
Sectoral distribution of hours by age

Agr

Min

Cons

Mfg

Trans

Wh/Re Tr

FIRE

Ser

16-19

5.17

.45

4.59

15.78

2.97

44.30

4.43

22.32

20-24

2.99

.92

6.26

22.34

5.94

26.10

7.13

28.33

25-34

2.91

1.08

6.81

23.82

7.86

19.52

6.93

31.08

35-44

3.20

1.06

6.56

24.23

8.62

17.98

6.38

31.97

45-54

3.81

.98

5.87

24.78

8.35

18.30

6.21

31.70

55-64

.01

.90

5.91

25.07

7.70

20.43

6.52

33.46

65+

12.89

.43

3.66

11.04

3.59

22.47

7.55

38.37

Table 6
Relative fluctuations induced by sectoral composition

Age 16-19

.81

20-24

.83

25-34

.84

35-44

.84

45-54

.84

55-64

.81

65+

.79

Table 5 reveals that there are indeed some sharp differences across
age groups in how their hours of work are distributed across sectors.
For example, the distribution of hours in the manufacturing sector is
increasing in age up until 65. Hours of work of teenagers are heavily
skewed toward the wholesale and retail trade sector. Mining, construc-
tion, and transportation and public utilities all display an inverted U-
shape across age groups, whereas wholesale and retail trade displays
a U-shape across age groups. Given that each age group has a distinc-
tive pattern of hours across sectors and that fluctuations vary across
sectors, we can ask how fluctuations would vary by age if the only
source of differences by age were the sectoral distribution of hours.
The answer is given in Table 6, where we take a weighted average of
the sectoral relative volatilities for each group using the age distribu-
tion of hours across sectors as weights.

Two observations emerge from this exercise. First, the size of the
effects induced by differences in sectoral composition across age
groups is small—the range of values goes only from .79 to .84. We
conclude from this finding that abstracting from sectoral composition
effects is a reasonable thing to do. Second, to the extent that sectoral
composition effects do matter, they actually generate an inverted U for
the pattern of volatility across age, the opposite of what we see in the
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data. It follows that the pattern in Table 3 would be even more pro-
nounced if we controlled for sectoral composition.

Given previous research on the importance of the intensive and ex-
tensive margins of labor hours adjustment, it is also of interest to see if
there is any systematic difference across groups in the importance of
the two margins. However, analysis revealed this not to be the case.
We found that the percentage of total fluctuations accounted for by
the extensive margin varied within the relatively narrow range of 68-
72%.

To close this subsection, recall the discussion of the infinitely lived
representative agent model in the previous section. We suggested that
an empirically plausible parameterization generates relative fluctua-
tions in hours of work equal to .54. Recall also the first row of Table 3,
which showed the relative volatility of hours by age. Looking at this
row with the number .54 in mind raises a key issue. One interpretation
of these findings is that the previous model is actually successful in
accounting for the fluctuations of hours of prime-age individuals, and
that its main shortcoming is accounting for the fluctuations in hours of
younger workers. Of course, this interpretation is not warranted in the
infinitely lived representative agent framework; we need to consider a
model in which agents differ by age. We pursue exactly this in the
remaining sections of this paper. Before we do so, however, we think
it is also of interest to examine the heterogeneity in hours fluctuations
along some additional dimensions.

3.2 Fluctuations by Education

Here, we repeat the previous analysis, but this time we split the popu-
lation by education. Because we do not model fluctuations by educa-
tional attainment in our theoretical analysis below, we do not carry
out as extensive an analysis of this case as we did for age. Also, due to
data issues, we restrict our attention to the years 1974-2000. And be-
cause measuring educational attainment for young workers is difficult,
we restrict our attention to individuals age 25 or greater. For each year,
using the March CPS, we compute hours per person for individuals in
four educational groups: (1) those with less than high school, (2) those
with exactly high school, (3) those with some college but no college de-
gree, and (4) those with at least a college degree. Again, we extract the
component of fluctuations in aggregate hours accounted for by each of
these groups.
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Table 7
Hours fluctuations by education, 1974-2000

<HS HS

ahm/aYm 1.20 .84

Table 8
Hours fluctuations by gender, 1962-2000

Males Females

07im/oYm .87 .73

SC

.67

C

.23

The results are reported in Table 7, which raises a similar issue to
the one in the previous subsection: is it possible that the model does a
good job of explaining fluctuations for those with, say, at least some
college education, and that the model's shortcomings are entirely to
do with the fluctuations in the other groups? Although we will not
address this question explicitly in this paper, we believe that under-
standing the sources of these differences in volatility across education
groups may also help us better understand the fluctuations in the
aggregate data.

3.3 Fluctuations by Gender and Marital Status

In the model that we study below, we will continue to take the unit of
analysis to be a household, and we will assume the sole dimension
along which households differ is age. In particular, we will abstract
from differences in household size, and we will abstract from the issue
of time allocations across household members in multimember house-
holds. We still think it is interesting, however, to examine the extent
to which fluctuations in market hours differ along the dimensions of
marital status and gender (if for no other reason, this helps in assessing
the extent to which our abstractions are warranted). Using the same
procedure as above, we extract the component of aggregate hours fluc-
tuations that is accounted for first by men and women, and then by
married and unmarried individuals. For these series, the data cover
the period 1962-2000.

Table 8 reports relative fluctuations for men and women. Somewhat
surprisingly, men display larger cyclical fluctuations than do women.
One may suspect that part of this difference is accounted for by sec-
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Table 9
Hours fluctuations by gender and sector {ohm/oYm), 1962-2000

Males

Females

Wh/
Agr Min Cons Mfg Tran Re Tr

1.49 1.64 1.99 1.09 .72 .70

1.46 2.28 1.51 1.27 .68 .83

FIRE

.61

.47

Table 10
Relative standard deviation of hours by age and gender {ohm/^Ym), 1962-2000

Male

Female

16-19 20-24 25-34 35-44 45-54

2.60 1.52 .96 .64 .60

2.01 1.00 .75 .69 .55

Table 11
Standard deviation of hours by marital status and age, 1962-2000

Married

16-19 20-24 25-34 35-44 45-54

1.98 1.03 .79 .61 .52

Not Married 2.35 1.36 1.07 .80 .87

55-64

.73

.45

55-64

.61

.61

Ser

.63

.52

65+

1.16

1.50

65+

1.19

1.47

toral composition patterns. Table 9 shows that this is indeed a factor.
This table shows that in several sectors, notably manufacturing and
wholesale and retail trade, males display less volatility than do females.

It is also of interest to examine how the variability across the life
cycle varies by gender. In Table 10, we report relative variability by
age, using the same procedure as before. Table 10 shows the pattern of
volatility over the life cycle is U-shaped for both males and females,
though the timing of the trough is different across the groups—for
men, the volatility begins to increase in the 55-64 group, whereas for
women, it does not increase until the 65+ group. Quantitatively there
are some differences—for younger workers, the volatility of hours is
somewhat less for females, while for individuals aged 35-44, the vola-
tility is somewhat higher for females. Taken together, we interpret
these findings with respect to gender as supporting our decision to ab-
stract from the within-family decision in the analysis that follows.11

Table 11 reports the results disaggregated by marital status, where
we note that fluctuations here are at the individual level and not at the
household level. Fluctuations for single individuals are significantly
larger than they are for married individuals. It is important to keep in



430 Gomme, Rogerson, Rupert, & Wright

mind that among prime-age individuals, the majority are married, so
that for these individuals, the aggregate numbers look very similar to
those of the married group. For younger groups, however, the reverse
is true. Here again, note that the basic pattern is U-shaped for both
groups, with the exception of the observation for the 45-54 group that
is not married. For this group, however, the majority of fluctuations in
hours are not correlated with movements in aggregate hours, so this
number does not necessarily reflect the overall fluctuations for this
group. We conclude from Table 11 that there are indeed differences
across married and unmarried individuals. If we interpret our model
as applying to married households, it follows that the target levels of
volatility are somewhat lower as a result.

4. A Life-Cycle Model

In the remainder of the paper, we focus on the nature of fluctuations
by age. The obvious way to incorporate this type of heterogeneity into
the model is to move from the infinitely lived representative agent
framework to the overlapping generations framework. The goal will
be to retain the basic structure of the infinitely lived household model
as much as possible, while introducing life-cycle considerations. To
maintain simplicity, some of these considerations will be captured in
somewhat of a reduced form manner—for example, rather than explic-
itly modeling fertility, we will simply assume that preference parame-
ters change systematically over the life cycle.

4.1 Model

In each period, a representative T-period lived household is born. We
abstract from population growth and assume that length of life is
deterministic, although one could extend things on these dimensions
at some cost in terms of simplicity. In our quantitative analysis, we in-
terpret a period to be a year and set T = 55, and we think of a house-
hold beginning economic decisionmaking at age 20 and continuing
until 75. We impose exogenously that agents retire at age TR. Agents
have preferences over lifetime profiles of consumption and work. For
a generic variable s, we will use s" to denote the value of s for an agent
of age a in period t, and we use lowercase (uppercase) letters to repre-
sent choices at the individual (aggregate) level. Hence, for an agent
born in period t, preferences are given by:
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T - l

E BaU(ra+1 ra+1 ha+1 ha+l \\ia ma)
a=0

where ca
m is market consumption, c^ is household consumption, ha

m is
market work, and h% is home work at age a, while \\ia and coa are life-
cycle preference shifters.12

We make the same assumption regarding functional forms as earlier.
In particular, the period utility function U{ca

m, ca
n, h

a
m, h.an, if/

a, coa) is of the
form:

Each household is endowed with one unit of time in each period of
life, which can again be allocated among three uses: working in the
market, working at home, and enjoying leisure. As in the previous
model, agents derive no utility from government consumption.

An important empirical regularity is that wages exhibit significant
changes over the life cycle. We incorporate this feature by assuming
that the efficiency units corresponding to a given amount of time spent
working changes with age. In particular, each unit of time spent in
market work at age a yields ea efficiency units of market labor input.13

We could also assume that each unit of time spent in home work at age
a yields ea

n efficiency units of household labor input. However, given
the life-cycle preference shifter \J/a, there is really nothing to be gained
by this, so we assume ea

n does not vary with a.14

As before, we assume that home-produced goods are nontraded and
can be used only as consumption. Hence, for a household of age a at
time t, we have:

where k%t is the stock of home capital for a household of age a in period
t, ha

nt is time spent in home production by a household of age a in
period t, and we assume that the rate of technological progress is the
same in both production functions to have balanced growth.

The laws of motion for individual stocks of capital satisfy:

Kt+1 = (1 ~~ dn)Kt + int

while the aggregate laws of motion for the capital stocks are given by:
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= (1 — Sm)Kmt + Imt

Knt+l = (1 — dn)Knt + Int

We assume that each household begins economic life with an endow-
ment of home capital kno) that is, k\t — kno for all t. Without this endow-
ment, agents would have no home capital in the first period of their
life, which gives rise to big differences in the time allocated to home
work in the first and all other periods of life. For internal consistency,
we assume that this endowment of home capital is transferred from
the age T cohort to the newborn cohort each period; i.e., we require
that individuals make choices such that kfn

+1 = knQ. Aside from this,
we assume no links between the generations.

As above, the government consumes G and finances expenditures
via proportional taxes T/, and xk that do not vary over time, balancing
the budget every period by adjusting the lump-sum transfer xt. Given
that the total mass of households alive at any date is T, and letting wt

and rt denote the wage per efficiency unit of labor and the rental rate
of market capital, respectively, this implies:

rt = (ThwtEmt + TkrtKmt - Gt)/T

where Emt is the aggregate supply of labor measured in efficiency
units.

Individual budget constraints are given by:

<4 + 4 + 4 = (1 - ?h)wteaha
mt + (1 - rk)rtk

a
mt + xt

We require that k%t is always nonnegative. By contrast, although aggre-
gate market capital cannot be negative, we assume that individuals
may hold negative market capital ka

mt as a way to borrow. We do not
place any explicit restriction on the extent to which individuals can
borrow, but we do require that everyone have zero holdings of market
capital at the time of death, k^1 = 0. In a deterministic model, these
restrictions implicitly generate a maximum feasible debt at each age.
In a stochastic model, the situation is more complicated, but in prac-
tice, we found that this issue is irrelevant in the quantitative analysis
since the shocks are not that large. Hence, we impose no explicit
restrictions on holdings of market capital.

The market technology is given by:

Ymt = ztK
ff

mt[(l+g)tEmt}
1-0
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where Kmt is the input of market capital, Emt is the input of market
labor measured in efficiency units, g is the constant rate of labor aug-
menting technological progress, and zt is an aggregate shock that fol-
lows exactly the same process as in the representative agent model.
Aggregate efficiency units of market labor are given by:

T

^ aha

n mt

Market output in period t has four uses: private market consumption
Cmt, government consumption Gt, investment in market capital Imt,
and investment in home capital Int. Hence feasibility requires:

Cmt + Gt + Imt + Int ^ ^mi

where

• T T T

Cmt = 2-^Cmti Imt = 2_^imti and Int = / J C
a=l fl=l a=\

We abstract from any form of public social security and do not allow
markets for risk sharing. Note that in this model, all shocks are aggre-
gate shocks, which induce changes in wages and rental rates, but all
individuals face the same wage per efficiency unit of labor. In princi-
ple, once one allows for heterogeneity, there is the possibility of the
shocks affecting individuals differently even if they are perfectly corre-
lated. It is possible, for example, that fluctuations in market hours dif-
fer across groups because the size of the shocks differ across groups.
Our formulation implicitly rules this out since we think this provides
the most natural baseline for comparison with the standard representa-
tive agent model.

4.2 Equilibrium and Computation

Our solution concept is recursive competitive equilibrium. The aggre-
gate state of the economy at t will be the the technology shock, plus
jumt and fint, which denote the distributions of market and home capital
across agents indexed by age at t. We denote the aggregate state by
St. For a given agent, the individual state is given by their age and
their two capital stocks. We denote an individual state vector by st.
In a recursive competitive equilibrium, prices at t are time invariant
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functions of the aggregate state variable; i.e., wt — W(St), and rt =
R(St). Since our notion of equilibrium is standard, in the interests of
space, we do not provide a formal definition.15

In equilibrium, individual decision rules depend on the entire state
vector, including the two distributions jumt and fint. Solving for these
decision rules would be prohibitively costly in terms of computa-
tional time unless they are restricted to being linear; see Rios-Rull
(1996). We therefore adopt the following procedure to solve for equi-
librium numerically. We linearize the households' first-order condi-
tions, the firms' first-order conditions, and the equilibrium conditions
around the model's steady state, and then we use a Schur algorithm to
solve for the linearized decision rules; see Klein (2000) for details.

4.3 Calibration

We use the model to interpret the choices of households between ages
20 and 74. Thus, we set a period length to be one year and set T = 55
and TR = 45, implying that agents retire at 65. We now turn to the
choice of parameter values for our benchmark specification. We em-
phasize that these choices are only for a benchmark, and that we have
carried out sensitivity analyses to explore the implications of alterna-
tive values for several parameters. Given that we have a home produc-
tion model, there is an important decision regarding the division of
activity between the home and market. Typically, housing services are
treated as a component of market consumption. This does not fit well
with a model that describes market output as the result of combining
market hours with market capital. We treat housing as a form of home
capital, and so in our treatment of the data, we subtract the flow of
housing services from market activity. Because the data on market
hours fluctuations by age is for the period 1962-2000, we restrict atten-
tion to this period for all of our measurement.16

As is standard, we follow the procedure of requiring that parameter
values are such that the model's deterministic steady state matches the
time series averages for several aggregate variables. There are various
specific procedures that one may adopt to carry this out. We have
experimented with several and found that it made little difference to
our conclusions. For our benchmark case, we do the following. The
capital share parameter for the market production function is set to
9 = .3 to match the capital share of market income in the data. The cap-
ital share parameter for the home production function rj is set to gener-
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ate the same ratio of home investment to market output as in the data.
The ratio of home investment to gross domestic product (GDP) in the
data is .1248, and the resulting value is rj = .21. The two depreciation
rates are picked on the basis of estimated depreciation by the Bureau
of Economic Analysis (BEA). This implies dm = .0654 and 5n = .0568.

We use a standard procedure to pick values for the stochastic pro-
cess for the market technology shock. In particular, we construct a
series for the Solow residual over the period 1954-2000 using annual
data and then estimate an AR(1) process assuming a polynomial time
trend.17 This leads us to pm = .8953 and am = .0153. The trend growth
rate g is set to a value of .0184. For the government sector, we choose
G so that government spending on goods and services is always equal
to .20 of market output, which is roughly the average ratio of govern-
ment spending to output over the period 1962-2000. We set %h — .25
and Tjt = .5.

This leaves household parameters. There are three sets of such
parameters: preference parameters that are constant over the life cycle
(/?, £, and y), the efficiency units profile ea, and the profiles for the pref-
erence shifters \j/a and coa. We choose the discount factor so that house-
holds, on average, have investment in market capital that amounts to
the share .1203 of market output. The implied value for /? is .9563.18

For £, which determines substitutability between home and market
goods and given the empirical results in Rupert et al. (1995) and
McGrattan et al. (1997), a reasonable range is between .4 and .5; we
set £ = .45.19 For y, which determines the degree of intertemporal sub-
stitution in hours of work, there are a variety of estimates to consider,
for both men and women, with estimates for the latter usually being
greater. In our sensitivity analysis, we explore many values for y, but
as a benchmark, we set y = 2.5, which we think is a reasonable com-
promise between the range of estimates for men and women. This is
the estimate obtained by Rupert et al. (2000) using life-cycle data for
males in a model that explicitly allowed for time spent in home work
as well as market work. As they point out, this estimate is larger than
those often found for males, but this is explained by the fact that
neglecting home work leads to a negative bias in previous estimation
procedures.

We choose the efficiency units profile for market work for the house-
hold by matching data on male wages over the life cycle. In particular,
we use cross-section data from the March CPS for the years 1975-1981
and then use the fitted values from a regression on a constant, age and
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o

Actual Fitted

Figure 1
Household profile for market hours

age squared.20 The parameters \j/a and coa, which dictate the relative
weights on market versus home consumption and on consumption
relative to work, are important because they influence the absolute
amount of time spent working and the relative amount of time spent
on market and home work. Thus, we choose these parameters to match
the profile of time spent on home and market work, given the other
parameters. We obtain life-cycle profiles of time spent on market and
home work for married couple households from the Time Use Study.
In particular, we use data from the Michigan Time Use Longitudinal
Panel Study for the years 1975-1981. We use data on market and
home hours for married households and use the fitted values from a
regression on a constant, age, age squared, and age cubed. Figure 1
shows the life-cycle profile for market hours that we use in the calibra-
tion, and Figure 2 shows the life-cycle profile for home hours. Figure 3
shows the calibrated profile for \j/ over the life cycle, and Figure 4
shows the profile of co over the life cycle.21

As can be seen, the calibrated profile for \j/ has a U-shape, increasing
during the middle part of the life cycle, whereas the profile for co is
increasing over time. This profile has a large jump at retirement age
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since we require the first-order condition for total work to hold on
either side of retirement. Perhaps not surprisingly, the calibration then
requires that the disutility of working increases rather sharply at retire-
ment. To understand the shape of the co profile, note that in the steady-
state equilibrium of this model, the standard first-order conditions for
market hours at each point of the life cycle with positive market hours
implies a relationship between total hours (market plus home) at each
period relative to hours in the first period; relative efficiency units at
each point relative to the first period; and the value of y, the parameter
that determines the intertemporal elasticity. Our calibrated hours series
implies a series for total hours that is hump-shaped, similar to the effi-
ciency units profile. The profile for co is increasing over time because
with y = 2.5, the data on total hours and efficiency units can be recon-
ciled only with an increasing profile for co. Given the series for total
hours, the series for x// effectively justifies the split of total hours be-
tween home and market work over the life cycle.

Last, we need to assign a value to the endowment of home capital
that a household receives when they begin economic life. We set this
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Table 12
Parameters for benchmark calibration

P 0 f] Oni On

.967 .30 .21 .065 .057

g

.018

P

.895

om

.0153 .25 .50

y

2.5 .45

Table 13
Properties of aggregate fluctuations

variable (x) Ox

A. U.S. data, 1962-2000

Ym

* nip

Cm

I

HmE

HmH

Ymp/HmE

B. Model

Ym

Cm

I

Hm

Ym/Hm

2.23

2.36

1.37

5.68

1.95

1.79

1.14

2.25

1.12

4.99

1.05

1.23

1.00

1.06

.61

2.55

.87

.80

.51

1.00

.50

2.22

.47

.55

corr(xt,xt-i)

.54

.52

.65

.56

.58

.55

.34

.52

.56

.51

.54

.51

corr(xt, Ymt)

1.00

.99

.91

.89

.86

.75

A7

1.00

.97

.99

.98

.99

to .2 in our benchmark since with this value, we did not need any large
departures from the profiles for the coa and \j/a to match the life-cycle
hours profiles. This condition is obviously somewhat weak; however,
we found that this parameter does not matter for the model's business-
cycle properties. This completes the calibration. Table 12 summarizes
the key parameter values for our benchmark economy.

5. Results

In this section, we present the results for our benchmark model. As is
standard, we simulate the model for 39 years, starting from the deter-
ministic steady state, and compute sample statistics from the equilib-
rium time series. We then repeat this 1000 times and average across
the trials. Panel A of Table 13 shows the standard set of aggregate
business-cycle statistics for the U.S. economy, and Panel B shows the
same set of statistics for our benchmark model.
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A few remarks on the data are in order. The measure of output that
we use in Panel A is GDP per capita, less the imputed value of owner-
occupied housing services. As discussed earlier, subtracting the value
of owner-occupied housing services is consistent with viewing this as
a nonmarket service that derives from the stock of home capital. We
also report a measure of private GDP. Although our model has a gov-
ernment sector, by assumption in our model, the government sector
fluctuates as much as the private sector and is perfectly correlated
with fluctuations in the private sector. In reality, although the gov-
ernment sector does fluctuate about as much as the private sector,
the two series are virtually uncorrelated. Our measure of consumption
is spending on consumer nondurables and services (net of the imputed
service flow for owner-occupied housing). Spending on consumer
durables is counted as investment in home capital and hence is in-
cluded in the investment category. Because our model abstracts from
inventories, our investment series excludes this component. We report
two hours series—one from the household series and one from the es-
tablishment series. The productivity series reported is for productivity
in the private sector and is derived from using the data on private
GDP and the hours series from the establishment series.

The relationship between the model statistics and their real-world
counterparts is fairly typical for this literature, so we do not devote
much space to it here. Note, however, that if one calibrates to annual
data, then Solow residuals are large enough to account for virtually all
fluctuations in market output, whereas in a quarterly model, the typi-
cal result is that the model accounts for roughly two-thirds of output
fluctuations.22

Our focus here is on the ability of the model to account for fluctua-
tions in hours, and as we can see from the above tables, the model can
account for only about 60% of relative fluctuations in market hours.
Also, consistent with the findings of Rios-Rull (1996), note that the vol-
atility of aggregate hours in the overlapping generations model is very
similar to that of the infinitely lived representative agent model. The
relative standard deviation of hours here is .47, whereas it is .52 in the
infinitely lived representative agent model, with the same values for
labor supply elasticities. However, note that in the infinitely lived rep-
resentative agent model, all labor services were equally productive, so
that the variability of labor services in efficiency units was the same as
the variability of labor services as measured by units of time. This is
not the case in the calibrated overlapping generations model. If we
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Table 14
Relative standard deviation of market hours by age group

Age group

16-19

20-24

25-34

35-44

45-54

55-64

65+

Aggregate

Data

2.23

1.23

.86

.64

.57

.59

1.26

.80

Model

—

.39

.35

.35

.46

.97

—

.47

Model/data

—

.32

.41

.54

.81

1.64

—

.59

compute the standard deviation of efficiency units of labor input in-
stead, we obtain a value of .50 for the relative volatility. We conclude
that the ability of the two models to account for aggregate labor mar-
ket fluctuations is basically the same.

Since these aggregate statistics have been studied extensively in this
context, we do not wish to devote any additional space to them here.
Rather, we wish to look more carefully at the model's implications for
market hours fluctuations by different age groups. Table 14 presents
some summary statistics. The first column shows the standard devia-
tions of hours fluctuations by age group, using the detrending pro-
cedure described earlier. As can be seen, these fluctuations exhibit a
U-shaped pattern over the life cycle, with prime-age individuals exhib-
iting the smallest fluctuations.

A striking pattern emerges. In particular, the model's ability to
account for fluctuations in hours increases as we consider older age
groups. Although the magnitude of fluctuations exhibits a U-shaped
profile over the life cycle in both the data and the model, this shape is
much more pronounced in the data. In the model, the profile is effec-
tively flat over the first part of the life cycle and increasing thereafter.
We also note that in the model, the high variability of the age group
55-64 is due to the individuals in the 60-64 age group. If one considers
the age group 55-59, the model predicts a relative standard deviation
of roughly .73, which is much closer to the actual data. A simple mes-
sage emerges from Table 14. Although the various income and substi-
tution effects present in this model are sufficient to account for only
about 60% of all fluctuations in hours, the extent of the shortcoming
varies dramatically across age groups. We conclude that whatever
the key additional mechanisms might be to help account for hours
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fluctuations, these mechanisms must be very nonuniform across age
groups, as evidenced by the last column in Table 14.

A key property of these results that we want to emphasize is the pat-
tern of volatility over the life cycle. We will explore the economic fac-
tors behind this shape more fully in the next section. But before doing
so, we want to emphasize that this pattern is very robust with regard
to our calibration strategy. In particular, this pattern is basically inde-
pendent of the elasticity parameters. Changing the elasticity parame-
ters basically generates parallel shifts in the curve that shows volatility
over the life cycle.

6. Understanding the Life-Cycle Pattern of Volatility

In this section, we try to shed some light on why the life-cycle profile of
fluctuations takes on the shape that it does. Note that in the model, all
shocks are aggregate in the sense that all individuals face exactly the
same shock processes. The differing responses of individuals over the
business cycle are purely the result of individuals responding differ-
ently to common shocks. There are two different aspects to hetero-
geneity in the model. The first is that individuals are of different ages
and hence at any point in time the agents that are alive have different
planning horizons. In our model, this is also associated with differ-
ent weights on home and market consumption, different weights on
consumption and time spent working, and different productivities in
market work. All of these differences represent heterogeneity in the
exogenous component of an individual's state vector. The second source
of heterogeneity is in the endogenous component of an individual's state
vector. Optimal decisionmaking implies that, on average, individuals
of different ages will have accumulated different amounts of capital.
Individuals with different amounts of capital will potentially respond
differently to the same shock. In seeking to understand the pattern of
hours volatility over the life cycle predicted by the model, it will be
useful to acknowledge these two different sources of heterogeneity.

To learn about the role that various features play in shaping the
resulting profile of hours volatility over the life cycle, we find it in-
structive to compare outcomes across models in which specific model
features are varied. If we do this type of analysis in the context of
the full general-equilibrium model that we studied earlier, a difficulty
emerges since with any change in model features we will potentially
generate different parameters from a given calibration procedure. The
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equilibrium properties of the stochastic wage and rental rate processes
may also vary. This makes it more difficult to assess the role of the
various changes. This would also be true even if we did not redo the
calibration with the new model feature present.

Because of this, in this section, we have chosen to focus on a compar-
ison of decision theoretic cases in which we take a given stochastic pro-
cess for wage (or rental) rates, solve individual decision problems with
different features, and then compare the outcomes. We feel that this is
a useful way to isolate the manner in which changes in features of the
individual decision problem lead to changes in the volatility of hours
for a given exogenous stochastic process for wages (or rental rates).

6.1 Case I: The Pure Effect of the Time Horizon

We begin by focusing on the pure effects of differences in the time
horizon; i.e., we are interested in how the time horizon affects the
response of an individual to a given shock, holding all other factors
constant, such as the stock of capital owned by the individual, or the
individual's productivity in market work. We will do this in two con-
texts, one in which there is no retirement, and the other in which there
is retirement since it is of separate interest to understand the role of
retirement. In this section, we present results for the case of no retire-
ment. For simplicity, we abstract from home production in these exer-
cises. Hence, we consider an individual with a period utility function
given by:

We consider an individual with constant efficiency in market work and
who begins life with zero assets. The individual works for T periods
and then dies. We assume that the individual faces stochastic processes
for wage and rental rates that approximate those in the benchmark
equilibrium above, except that we assume that the mean rental rate of
capital is such that the return to capital exactly offsets the effect of dis-
counting. In each exercise, we allow for only one stochastic process,
holding the other price constant. We do this analysis for various values
of T. In each case, we simulate the decision problem and compute the
variability of hours at each stage of the life cycle. One appealing fea-
ture of this specification is that the individual has no life-cycle motive
for capital accumulation, so that in the absence of shocks the individual
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would not accumulate any capital—he or she would simply work the
same amount each period and then consume their income.

All results reported below are for the case of y = 2.5. We assume that
wage and rental rate stochastic processes follow AR(1) processes with
a persistence parameter of .75. Average hours of work in the no-shock
case are equal to .33, and average wages are equal to .96. The standard
deviations in the tables below are based on the raw series and are not
HP-filtered since we are not comparing these to actual data.

Comparing the volatility of, say, those in years 1-5 of life across
cases with different T provides a way to assess the role of the time
horizon in shaping the magnitude of the response. Intuitively, in this
model, the key mechanism through which changes in wages and capi-
tal rental rates influence hours of market work is through intertempo-
ral substitution. The shorter the horizon, the less scope there is for
intertemporal substitution. In fact, in the extreme case of a one-period
context, the intertemporal substitution effect vanishes. Table 15 shows
the results of this exercise. As in the previous analysis, we interpret
our individuals as starting life at age 20.

Reading down the columns of the table, one sees the various life-
cycle profiles of volatility. Two patterns emerge. First, for a given life
cycle, volatility decreases as the household ages. Second, holding age
of the household fixed, volatility increases as we increase the number
of periods remaining. The two patterns are strongly related. In fact,
the table reveals that the volatility in hours is effectively determined
by how many periods remain in the household's planning horizon:

Table 15
Effect of planning horizon: wage shocks, no retirement

Age interval T = 5

20-24 .026

25-29

30-34

35-39

40-44

45-49

50-54

55-59

60-64

65-70

71-75

T = 15

.115

.087

.044

T = 25

.179

.161

.129

.087

.042

T = 35

.223

.214

.193

.163

.128

.087

.042

T = 45

.252

.249

.235

.215

.190

.162

.128

.087

.042

T = 55

.272

.272

.264

.249

.232

.213

.190

.162

.128

.087

.042
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holding the number of periods remaining fixed, it is basically irrelevant
how old the household is. The decreasing pattern is consistent with the
intuition that we expressed earlier—as the horizon becomes shorter,
there is less opportunity for intertemporal substitution. Or put some-
what differently, as the horizon becomes shorter, the shocks appear to
be more permanent, and with balanced growth preferences, individu-
als do not change hours of market work in response to a permanent
shock to wages (if they have no additional income). Recall that, given
our earlier comment, capital holdings do not vary systematically with
age in the deterministic version of this problem.

The table also allows us to assess the quantitative significance of the
time horizon effect. The table indicates that once the number of years
remaining is around 30, the effect of further increasing the number of
periods remaining is relatively small. However, comparing the vola-
tility at different points in the life cycle, we see that the associated
effects are very large. Specifically, consider the final column of the
table, which corresponds to a planning horizon of 55 years. Volatility
in the first five years of working life is more than six times as large as
volatility in the final five years of working life, and about one-third
larger than volatility during the middle five years of working life.

We have done this same exercise using the stochastic process for
rental rates on capital rather than the stochastic process on wage rates.
The patterns are virtually identical, though the volatility is about half
as much on average. Since there is little additional information, we do
not present the results for this case.

62 The Effect of Retirement

Next, we consider the same situation except that we add retirement. In
particular, we consider an individual who works for 45 periods and
then retires for TR periods, where we vary TR. The results are shown
in Table 16. As before, each column depicts the life-cycle pattern of vol-
atility for a given length of retirement. The first column in Table 16 is
identical to the second to last column in Table 15—both correspond to
a case in which the worker works for 45 years and then dies. A striking
new pattern appears. With the prospect of retirement, volatility no
longer decreases monotonically over the life cycle. In fact, once TR
exceeds zero, we see that the highest volatility always occurs in the
final five years of working life, which is just the opposite of what
we found in the case without retirement. Looking at the results more



446 Gomme, Rogerson, Rupert, & Wright

Table 16
Effect of retirement: wage shocks

Age

20-24

25-29

30-34

35-39

40-44

45-49

50-54

55-59

60-64

TR = 0

.252

.249

.235

.215

.190

.162

.128

.087

.042

r* = io

.253

.254

.247

.235

.225

.219

.222

.256

.390

TR = 15

.253

.256

.252

.242

.236

.235

.247

.291

.427

TR = 20

.255

.260

.256

.249

.246

.249

.266

.316

.451

carefully, we see volatility is not monotone as we read down the col-
umns. Loosely speaking, the pattern is for volatility to be roughly con-
stant over the first 15 or so years of working life, then to decrease
somewhat prior to increasing over the final ten or fifteen years of
working life. The overall pattern is roughly U-shaped.

Why does the final five years of working life now have the highest
level of volatility? The reason is once again intuitive. The presence of
retirement extends the worker's planning horizon beyond the final
period in which he or she works. If a worker in the final year of work-
ing life realizes a positive wage shock in the no-retirement case, he or
she will increase current-period consumption by the same amount by
which labor income increases. And with balanced growth path prefer-
ences, this results in no increase in hours of work. In contrast, a worker
with a large number of periods left will not increase current consump-
tion by the full amount by which current labor income increases since
he or she will save some of it to supplement consumption when wages
are low sometime in the future. When we add a retirement period,
a worker in the final period of working life will spread any increased
income across all retirement periods, so that current consumption
increases by only a fraction of the increase in current labor income. If
the same individual were to have additional working periods after the
current period, he or she would shift less income forward since in the
face of a persistent positive shock to wages, he or she would plan on
working more, not just this period but also in future periods. This
lessens the incentive to work more this period and explains why the
response is even larger for someone facing retirement. Put somewhat
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differently, if a worker is in the final period of working life prior to re-
tirement and experiences a positive persistent shock to wages, the fact
that he or she will retire next period makes the shock seem more tran-
sitory than it really is, and intertemporal substitution is larger in re-
sponse to less persistent shocks. Of course, this effect is present not
only in the final period prior to retirement but also in earlier periods,
which is why we see that volatility will increase not only in the final
five years of working life but also earlier.

Intuitively, the model without retirement predicts a monotone
decreasing pattern for volatility over the life cycle, whereas the argu-
ment just made suggests that retirement gives rise to an increasing pat-
tern for volatility over the life cycle. The size of these effects are not
uniform over the life cycle, so when they are combined, we see that
one dominates over the early part of the life cycle and the other domi-
nates over the latter part, giving rise to the rough U-shaped pattern.

It is also important to note the quantitative importance of retirement.
As just remarked, the pattern of volatility over the life cycle is roughly
U-shaped. However, going from the first five periods to the middle
five periods, the decrease in volatility is only about 10%, whereas in
going from the middle five years to the final five years, the volatility
of hours almost doubles. This quantitative pattern is reminiscent of
what we found in our benchmark simulations. While the model does
generate a U-shaped pattern, the lefthand side of the U is in fact almost
flat.

The key message from this exercise is that adding retirement is likely
to have a large effect both qualitatively and quantitatively on the na-
ture of volatility over the life cycle. However, it should also be noted
that once the retirement period reaches ten years, the resulting profile
of volatility over the life cycle is in fact relatively constant in the face
of additional increases in the retirement period.

Though we do not deal with the case of endogenous retirement, it
is worth noting that in such a context, one would probably expect
the sharp increase in volatility just prior to retirement to be mitigated
somewhat. An individual who realizes a positive wage shock at age
65 would potentially postpone retirement to take further advantage
of the increased earnings opportunities rather than focusing all of the
increased hours in one period. Conversely, the fact that individuals be-
come eligible for social security benefits at age 62 could cause individ-
uals to have much larger responses to negative shocks if a persistent
negative shock leads them to opt for early retirement.
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Table 17
Effect of life-cycle earnings: wage shocks, no retirement

Standard deviation of hours

Age

20-24

25-29

30-34

35-39

40-44

45-49

50-54

55-59

60-64

65-69

70-74

No peak

.272

.272

.264

.249

.232

.213

.190

.162

.128

.087

.042

Peak = 2

.293

.252

.212

.175

.149

.146

.169

.186

.196

.211

.220

Peak = 3

.303

.245

.191

.143

.112

.118

.162

.203

.243

.285

.323

6.3 The Effect of Life-Cycle Changes in Wages

We now ask how the presence of changes in wages over the life cycle
influences the pattern of volatility over the life cycle. To better isolate
the role of this factor, we consider a somewhat stylized version in
which wages over the life cycle are represented by a symmetric trian-
gle. In the benchmark case considered above, efficiency units were al-
ways equal to one. We now consider cases where the peak efficiency
units are 2 and 3. Table 17 presents the results. For this exercise, we as-
sume that the worker works for 55 periods and then dies.

As noted earlier, the life-cycle profile of volatility in the first column
is decreasing. As we move from the first column to the second column,
we see that the amount of volatility is decreased in the middle of the
life cycle and is increased at the two edges of the life cycle. Note that
the decrease is largest for the periods in which efficiency units are
greatest. Why does this happen? We believe there is a simple intuitive
explanation for this. There are two perspectives from which one can
view the mechanics of intertemporal substitution in this model. One
perspective is that when an individual engages in intertemporal substi-
tution, he or she is effectively substituting production of income today
for production of income at some future date; i.e., he or she is choosing
to produce income when it is most efficient to do so. The other per-
spective is that the individual is trading off leisure today for leisure in
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the future. We argue that both of these perspectives lead us to expect
volatility of hours of work to be lower during periods of high effi-
ciency units.

We begin with the first perspective. If one is considering trading off
production of income in two periods in which efficiency units differ,
then the trade-off in hours will not necessarily be one-for-one. In par-
ticular, the change in hours from the lower-productivity period must
be greater to compensate for the change in hours from the higher-
productivity period. This suggests that intertemporal substitution
in this context will necessarily lead to lower changes in hours in the
high-productivity period and higher changes in hours in the low-
productivity period, as we see in Table 17. Next, consider the second
perspective. If leisure is lower in the period with high efficiency units,
then at the margin, leisure is more valuable in these periods. It follows
that if the individual is trading off leisure in the different periods, then
it takes more leisure in the low-efficiency unit periods to compensate
for one unit of leisure in the high-efficiency units period. Again, this
suggests that hours should be less volatile in the high-efficiency unit
periods.

The results in Table 17 also reflect another factor that is mechanical
in nature. To see this, note that if we change the profile of hours over
the life cycle in the absence of shocks but keep the absolute magnitude
of fluctuations in hours worked over the life cycle constant, then it
would actually appear that percentage fluctuations in hours worked
were lower during periods in which efficiency units are higher. To as-
sess the magnitude of this mechanical effect, we have also computed
standard deviations of the business-cycle component of hours worked
by age by using actual hours rather than the log of hours. When we
did this, we found a U-shaped pattern of volatility that was of roughly
the same quantitative magnitude as in Table 17, so we conclude that
this mechanical channel is not driving the results. The potential size of
this effect can also be gauged by noting that the variation in hours
worked over the life cycle is not that large.

As with the previous factors, it is important to assess the quantita-
tive magnitude of the effect associated with the life-cycle pattern of
efficiency units. The case of peak efficiency units equal to two is of
roughly the appropriate order of magnitude in terms of reality. As can
be seen, this effect decreases volatility of hours in the middle of the life
cycle by about one-third, and increases the volatility of older workers
quite substantially.
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In this subsection, we have focused on life-cycle changes in wages.
However, we note that if there were life-cycle changes in the value of
leisure, we would get similar effects. In particular, if leisure is valued
differently at different points, then intertemporal tradeoffs are altered.
Given the similarity to the effects just analyzed, we do not present any
results for this particular specification. But it should be noted that our
benchmark calibration does entail a changing value of leisure; over the
life cycle.

6.4 Discussion

The objective of this section was to investigate the role that various
factors play in producing the life-cycle profile of volatility generated
by our calibrated model. We have shown that three factors seem to be
quantitatively significant. First, the finite time horizon matters. Second,
the existence of a retirement period matters. And third, the variation of
parameters over the life cycle to mimic life-cycle patterns in wages and
hours of work also matter. Based on this analysis, we feel that the basic
finding regarding volatility of hours over the life cycle is a robust prop-
erty of the benchmark model with a reasonable parameterization. This
is not to claim that our results are robust to all changes in various
model features. For example, as mentioned earlier, it is possible that
having an endogenous retirement decision in the context of a realistic
social security program may influence the nature of fluctuations for
older individuals.

What is the relative importance of the three factors just described? To
provide an answer to this question, we redid our general-equilibrium
calibration exercise keeping everything the same except that we im-
posed no change in parameters over the life cycle. In particular, we
assumed that the efficiency unit profile is constant, as are the profiles
for the preference shifters. We then examined the business-cycle prop-
erties of this model. The main finding is the following. Volatility of
hours worked increases monotonically over the life cycle. The relative
volatility of the youngest group is roughly the same as in the bench-
mark calibration, while the volatility of the oldest group is about two-
thirds as volatile as in the benchmark calibration. The main impact of
the parameters that vary over the life cycle is to depress volatility dur-
ing the middle years and increase volatility in later years. It remains
true in this exercise that the model's ability to account for the pattern
of volatility over the life cycle is increasing in age. We conclude from
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this that our key quantitative finding is largely due to the finite horizon
and retirement aspects.

7. International Evidence

Earlier in the paper, we presented evidence pertaining to properties of
labor market fluctuations in the United States. It is of interest to ask to
what extent these patterns are also found in other countries. This may
well help us think about what factors are generating these patterns. In
particular, given that labor market policies and regulations differ quite
widely across economies, if these factors are playing a central role, we
would expect to see quite different patterns across countries.

Data limitations prevent us from exactly repeating our earlier analy-
sis using data that is available from international statistical agencies
such as the Organization for Economic Cooperation and Development
(OECD). One would have to go directly to country-level data sets to
extract equivalent information. However, data that is available from
the OECD does allow us to compare fluctuations in employment to
population ratios by age groups for several countries. The time period
for which this data is available does vary from country to country, but
Table 18 presents summary statistics for several countries for which
there is sufficient data.23 In this table, we report standard deviations
relative to the age group 45-54.

In all countries but one, we observe that volatility is highest for indi-
viduals in the 15-24 group, and that it decreases until we reach the age
group 45-54, though for two countries, the volatility increases slightly
going from the 35-44 age group to the 45-54 age group. For most
countries, relative volatility increases as we move to the oldest group,

Table 18
International evidence

Australia (1963-2001)

France(1968-2001)

Germany (1970-2001)

Ireland (1961-2001)

Norway (1972-2001)

Portugal (1974-2001)

Spain (1972-2001)

Sweden (1963-2001)

15-24

1.78

3.06

1.68

2.60

2.20

3.94

2.74

4.24

25-34

1.19

2.36

1.29

1.24

1.33

1.65

1.79

2.22

35-44

1.14

1.21

1.03

.96

.97

1.16

1.09

1.54

45-54

1.00

1.00

1.00

1.00

1.00

1.00

1.00

1.00

55-64

7.71

4.20

1.02

.86

.84

1.60

.98

1.53
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though for two countries, the change is minimal and for two others,
there is a relatively sizable decrease. A more complete assessment of
the cross-country data is beyond the scope of this paper, but based on
this first look at the data, we conclude that the life-cycle pattern of
volatility that we documented for the United States is a robust stylized
fact for a broad cross-section of countries.

8. Summary and Directions for Future Research

The motivation for this paper consisted of two simple observa-
tions. The first motivating observation is that for what many would
view as reasonable parameterizations, the standard infinitely lived
representative agent household business-cycle model cannot account
for the magnitude of fluctuations in aggregate hours of market work
over the cycle. According to our benchmark specification and our
metric, this model can account for about 60% of observed fluctuations.
This observation has lead many researchers to modify the model in
ways to produce greater fluctuations in hours of work for the represen-
tative household. The second motivating observation is that fluctua-
tions in hours of market work over the business cycle vary quite
dramatically across subgroups in the population. We documented this
heterogeneity along two specific dimensions: age and education.

Taken together, this suggests to us a clear direction for research that
has been largely ignored. If some groups experience much larger cycli-
cal fluctuations in hours of work than do other groups, this should pre-
sumably provide substantial insight into the factors that account for
these fluctuations. Or put somewhat differently, if a model produces
average fluctuations that are too small, but there is substantial hetero-
geneity in the magnitude of fluctuations, a natural question to ask is,
Which groups are not fluctuating enough? Is the shortfall of fluctua-
tions uniform across all groups, or is it concentrated in a few select
groups? The answer to this question should influence the nature of
modifications that researchers choose to explore.

This paper has taken a first step in this line of research. We analyzed
business-cycle fluctuations in a model in which households differ in
age, and we used it to explore the implications of standard shocks and
economic forces for the pattern of fluctuations in hours by age. The
finding is quite striking. As in the standard model, average hours of
market work do not fluctuate enough. But significantly, the main
shortfall in fluctuations is accounted for by the behavior of young indi-
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viduals. Taken at face value, this suggests that whatever modifications
one believes are empirically relevant for generating larger fluctuations
in average hours, these modifications should be such that they interact
with age in a very nonneutral manner.

It is beyond the scope of this paper to explore what these modifica-
tions might be. One plausible feature is some sort of search friction.
One aspect of labor market behavior that varies with age is that
younger workers are more likely to be in the process of searching for a
career. Aggregate shocks may interact with this process in a distinctive
manner.

Another plausible modification could involve human capital accu-
mulation since the nature of human capital accumulation varies over
the life cycle. While our model implies that human capital accumula-
tion varies over the life cycle, it implicitly assumed that human capital
accumulation at any age occurred at the same rate independently of
how an individual allocates his or her time among market work, home
work, and leisure. It seems very reasonable to consider modifications
of the human capital accumulation process. In this vein, the work of
Imai and Keane (2004) is relevant since they argue that allowing for
endogenous human capital accumulation greatly increases the esti-
mated labor supply elasticities.

Finally, one qualification that was mentioned earlier also bears re-
peating. In a model that allows for heterogeneous agents, one must
also allow for the possibility that differences in volatilities might also
reflect the fact that these agents face different shocks. Even if the
shocks are perfectly correlated, the magnitudes of the shocks could
vary.

Although our analysis focused solely on the age dimension, the
empirical work that we summarized also suggests that a fuller treat-
ment will consider age and human capital accumulation jointly in the
business-cycle context. It will be important to assess the key economic
forces that alter the way in which individuals who differ in age and
human capital respond to common shocks.24 More generally, the anal-
ysis carried out suggests a research agenda in which macroeconomists
take seriously the patterns of hours fluctuations at disaggregated levels
to better assess the economy's impulse and propagation mechanisms.

9. Appendix

In this appendix, we outline in detail the procedure that we used to
produce the statistics reported in Table 3. As stated in the paper, our
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Table 19
Cyclical fluctuations of hours by age group

16-19 20-24 25-34

a 6.91 3.38 2.19

35-44

1.61

45-54

1.55

55-64

1.92

65+

5.13

data source is the CPS March Supplement for the years 1962-2000. We
use the question on total number of hours of market work in the pre-
ceding week to compute average hours per person for all individuals
age 16 and over as well as for each of the seven age groups listed in
the paper. We use these numbers as our estimates of hours of work
per person in the aggregate and by age for each year in the sample,
giving us an annual data set for each series.

We define the cyclical component of aggregate hours per person by
applying the Hodrick-Prescott (HP) filter to the log of aggregate hours
and applying a smoothing parameter of 100. This series has a standard
deviation of 1.99.

Our basic goal is to determine how changes in aggregate hours per
person are accounted for by changes in hours per person of each age
group. The first step we take is to apply the Hodrick-Prescott filter to
each age-specific series. Doing this produces the values in Table 19.
These values display the U-shaped pattern that figured prominently in
the analysis in the paper. However, these values are not necessarily the
best measures of fluctuations by age for our purposes. There are two
issues. First, in going from aggregate data to age-specific data, the sur-
vey sample sizes are reduced considerably and there is the possibility
of additional noise in the data. Given our detrending procedure this
noise will likely show up as cyclical fluctuations. Second, there may be
some nonbusiness cycle shocks that affect relative hours across age
groups that we do not want to interpret as representing business-cycle
shocks. Table 20 presents cross-correlations for the various age-specific
cyclical components with each other and the aggregate component.

As expected, one sees that each of the age-specific series is highly
correlated with the aggregate, with the exception of the over-65 age
group. This group also accounts for very few hours worked. In fact,
the basic pattern is that the greater the age-specific hours worked,
the greater is the correlation with the aggregate. All of the cross-
correlations between age groups are also fairly positive. However,
the basic pattern suggests that measurement error and/or some age-
specific shocks may be a factor.
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Table 20
Contemporaneous correlations across age groups, HP filtered data

16-19

20-24

25-34

35-44

45-54

55-64

65+
Agg

16-19

1.00

.81

.81

.70

.59

.44

.34

.80

20-24

1.00

.92

.84

.77

.50

.19

.89

25-34

1.00

.92

.82

.62

.31

.96

35-44

1.00

.86

.71

.41

.96

45-54

1.00

.79

.39

.90

55-64

1.00

.53

.74

65+

1.00

.43

Agg

1.00

Table 21
Standard deviations by age group, HP filtered data

Raw

Adjusted

16-19

6.91

5.67

20-24

3.38

3.04

25-34

2.19

2.12

35-44

1.61

1.58

45-54

1.55

1.41

55-64

1.92

1.46

65+

5.13

3.11

Hence, the second step in our two-step procedure is to remove the
component due to measurement error and/or idiosyncratic shocks. To
do this, we take each age-specific series for HP residuals and find the
component that is correlated with changes in aggregate hours. We
regress each age-specific series on a constant, and current and lagged
aggregate hours, and then use the predicted values as our measure of
the cyclical component of each series. We experimented with addi-
tional lags but found that it made no difference. In fact, except for the
groups aged 55 and above, the effect of adding one lag of aggregate
hours was very small. Table 21 shows the effect that this has on the
measure of volatility for each group.

The first row repeats the standard deviations of the deviations from
the HP trend, and the second row presents the values produced by
our second step. As can be seen, the changes are relatively small for
prime-age individuals, but they are sizable for the youngest and oldest
individuals. We should emphasize that for the points that we make
in our analysis, the raw data would actually make our case somewhat
stronger, so this process of adjustment is not to make our case stronger.
As evidence that our adjustment serves its purpose, we note that if one
uses the raw data and computes the weighted average of age-specific
standard deviations using age-specific hours as weights, then the



456 Gomme, Rogerson, Rupert, & Wright

resulting series has a standard deviation that is more than 10% larger
than the aggregate series, but when we do the same calculation using
our adjusted series, we obtain the same standard deviation as for the
aggregate series. In this sense, we feel that we have isolated the age-
specific components of the aggregate fluctuations.

There is one final adjustment that we make for all data reported in
the text. This adjustment is irrelevant for purposes of comparing stan-
dard deviations across hours series, but it is relevant for comparing
volatility of hours with a series such as GDP. Ideally, we would have
computed the annual value for aggregate average hours per person by
averaging the monthly values for each year. Because we do not have
the monthly values for all years, we are unable to do this. Intuitively
we would expect that using only the values for March rather than all
months would lead to greater variance in the series. To estimate the
extent of this effect, we carried out a similar exercise using establish-
ment hours. In particular, for this series, we asked how the standard
deviation of the cyclical component changes when we use only the
March data as our annual estimate rather than averaging over all
twelve months. We find that the standard deviation is larger by 10%
in the case in which only March is used. To retain comparability with
other annual series for which we use all observations, in what follows
we will make a 10% adjustment to the standard deviation of all of our
hours series based on using only March data. Note that this has no
impact on any comparisons of relative volatility across hours series—it
is relevant only when comparing the volatility of an hours series to
some other series, such as GDP.
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1. For example, if one was thinking that the main shortcoming of the model was the
absence of rigidities in real wages, one would have to argue that this feature is more im-
portant for young workers than it is for prime-age workers.

2. Researchers have previously suggested that trying to understand fluctuations at a
more disaggregate level would be useful; an example is Gertler and Gilchrist (1994), who
argue that the differences in behavior of large and small manufacturing firms provide ad-
ditional information about the nature and propagation of aggregate shocks.

3. Some of the standard references on home production in macroeconomics include
Benhabib, Rogerson, and Wright (1991); Greenwood and Hercowitz (1991); Greenwood,
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Rogerson, and Wright (1995); McGrattan, Rogerson, and Wright (1997); Baxter and Jer-
mann (1999); and Gomme, Kydland, and Rupert (2001).

4. Standard references in the labor supply literature include, for example, MaCurdy
(1981), Altonji (1986), and Pencaval (1986). See Mulligan (1998) for estimates based on
other sources.

5. We could also assume that individuals do derive utility from government consump-
tion but that it is separable with respect to the other arguments, which accords with
results in the literature, like Christiano and Eichenbaum (1992) and McGrattan et al.
(1997).

6. For some other issues, however, shocks to the home technology are crucial; for exam-
ple, Benhabib, Rogerson, and Wright (1991) show how such shocks can generate a rea-
sonable contemporaneous correlation between productivity and hours, and Hall (1997)
finds that home-sector shocks are actually a significant source of aggregate fluctuations.

7. Alternatively, one could assume that installed home and market capital can be cost-
lessly transformed into each other, as in Benhabib et al. (1991). For the issues on which
we focus here, this would not make much of a difference.

8. In assessing the magnitude of fluctuations in hours, two normalizations have been
used in the literature—one normalizes relative to fluctuations in output, while the other
normalizes relative to fluctuations in average labor productivity. For our purposes, this
choice does not matter because the benchmark specification accounts for roughly two-
thirds of fluctuations by either metric. Hence, we will simply report the relative volatility
of hours to output.

9. Our choice of metric for assessing the magnitude of fluctuations in hours was made
in the context of an analysis that emphasizes technology shocks. For a model driven by
monetary shocks, this may not be a good metric. Nonetheless, we believe the basic
point—that one should consider implications for disaggregated data—to be relevant for
all business-cycle models.

10. Using slightly different methods, this basic observation has previously been noted
by Clark and Summers (1981). See also Blanchard and Diamond (1990) and Keane and
Prasad (1996).

11. There are some attempts to model within-household time allocation explicitly over
the business cycle; see, for example, Cho and Rogerson (1988).

12. The role of these shifters will become clear subsequently, but loosely speaking, rj/a

allows a household's relative desire for home versus market consumption to change sys-
tematically over the life cycle, and co" allows a household's value of consumption relative
to leisure to change over the life cycle.

13. We are assuming the life-cycle profile of efficiency units is not affected by decisions
taken by the individual, such as investment in human capital; this is similar to much of
the labor supply literature, but there are exceptions, including Shaw (1989); Chang,
Gomes, and Schorfheide (2002); Imai and Keane (2004) and Olivetti (2001).

14. The issue is that events such as having children and buying a home tend to affect the
time allocated to home production. One can view these changes as affecting the efficiency
of time spent in home production or as affecting one's preferences for home consump-
tion. This choice is not likely to matter for our results. One thing that might be more in-
teresting is to make the timing of these events endogenous, but this is beyond the scope
of the current project.
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15. While we will not get into them at all, we note that there are important issues
concerning the existence of recursive competitive equilibria in overlapping generations
models with incomplete markets. See Kubler and Polemarchakis (2004) for a discussion
and some related results.

16. The one exception is in the case of determining the stochastic process for the Solow
residual since we think it is important to use as much data as possible to obtain more pre-
cise estimates of this process.

17. Specifically, we use data on private GDP as the output measure, market Ccipital as the
capital input, and data from the Establishment Survey on hours in private establishments
as the labor input.

18. We could have chosen /? to target a particular rate of return to capital. Our choice
implies an after-tax rate of return of approximately 7%. Targeting a lower value would
generate a much larger investment share. Ultimately, there is some tension between the
various statistics that we ask the model to match. Matching a lower rate of return and a
reasonable investment share would require a higher capital share.

19. Related evidence is contained in work by Aguiar and Hurst (2003), who document
substantial substitution between expenditures and time in the production of food con-
sumption in response to variation in the opportunity cost of time.

20. It would be more appropriate to use a weighted average of male and female wages
over the life cycle. Given the selection issues that are more significant in estimating
wages for women and the secular changes in women's wages and hours of work, we
chose to use men's wages as a proxy.

21. As a side issue, we note that for a given profile of efficiency units ea and elasticity
parameters £ and y, one can always find values of the ip" and coa profile such that
observed life-cycle hours are consistent with optimization. This should make one leery of
studies that claim to identify the value of y from life-cycle data on wages and hours
worked since one cannot make this inference without knowing the values of the prefer-
ence shifters, and they are clearly unobservable.

22. This point is not new—Plosser (1989) found the same result in his model. Note, how-
ever, that although Rios-Rull (1996) was an annual model, he also found that his model
could account for roughly two-thirds of observed fluctuations in output. TTi€: reason for
this apparent discrepancy is that he effectively used the Solow residuals computed using
quarterly data. In particular, he computed Solow residuals using quarterly data and then
aggregated the quarterly process to get an annual process.

23. The data are annual and the numbers in the table are based on standard deviations of
cyclical components as defined by the HP filter. Unlike in the earlier tables, we have
made no additional adjustments.

24. An early attempt to understand differences in fluctuations in hours of market work
across different skill groups is Kydland (1984).
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Eva Nagypal
Northwestern University

1. Introduction

It has been well known for at least the past two decades that the neo-
classical growth model with aggregate shocks, notwithstanding its sur-
prising success in explaining many aggregate phenomena, performs
poorly when it comes to explaining business-cycle fluctuations in the
labor market.

The work of Gomme, Rogerson, Rupert, and Wright (GRRW) builds
on the premise that the understanding of labor market fluctuations
over the business cycle is enhanced by moving beyond standard repre-
sentative agent models. In particular, they propose to analyze models
with heterogeneous agents and to study their implications, not only
for the aggregate time series, but also for cyclical variation across
heterogeneous groups of agents. There are at least two reasons why
this is a promising approach to take. First, the empirical evidence
shows that different demographic groups exhibit substantially differ-
ent labor market fluctuations over the business cycle. Second, the het-
erogeneous impact of business-cycle shocks is an important testing
ground for theories of fluctuations that aim to improve the ability of
business-cycle models to explain labor market phenomena. Many
such theories have been proposed in the literature, so offering addi-
tional ways to test the empirical validity of these alternatives is much
needed.

For these reasons, I applaud the premise of the paper—the emphasis
on heterogeneity in understanding labor market fluctuations—since it
sets the stage for further exploration of some crucial questions in the
study of labor markets over the business cycle. It also provides a good
overview of the relevant empirical and theoretical results. In particular,
the empirical results of the paper show that the findings of Clark and
Summers (1981) regarding the demographic differences in cyclical vol-
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atility extend to the recessions of the last two decades, while the theo-
retical part of the paper shows that extending the model studied by
Rios-Rull (1996) to include home production and incomplete markets
does not significantly alter its implications for the life-cycle pattern of
cyclical volatility.

The aim of my discussion is, first, to highlight the most important
empirical phenomenon regarding the life-cycle pattern of business-
cycle volatility that a theoretical model should aim to explain; second,
to clarify why the theoretical approach taken by GRRW fails to explain
this phenomenon; and, finally, to push the premise of the paper further
and offer an alternative explanation of this phenomenon. Correspond-
ingly, my discussion is organized to deliver three main points.

First, I argue that the difference in the cyclical volatility of hours
between prime-age and old workers is second-order in comparison to
the substantial difference in the cyclical volatility of hours between
young and prime-age workers. Hence, the very high cyclical variation
in the hours of young workers is by far the most important empirical
phenomenon that a model that sets out to explain the life-cycle varia-
tion in business-cycle volatility should aim to tackle. This means that
the authors' focus on the U-shape of cyclical volatility over the life
cycle is somewhat misplaced since what is quantitatively relevant is
the high cyclical volatility at a young, and not an old, age. Second, I
argue that the model studied by GRRW explains only a small fraction
of the high business-cycle volatility of hours of the young compared
to that of prime-age workers. I explore which of the mechanisms in
the GRRW model work in the right direction to explain the higher
business-cycle volatility of the hours of the young and which do not. I
argue that several of the mechanisms built into the model have no po-
tential to explain the high relative volatility at a young age, and high-
light the one mechanism that does. Finally, I suggest that an additional
promising mechanism to explain the high cyclical volatility of young
workers is the increase in the amount of specific human capital or ex-
perience with age. I propose an alternative model with such a mecha-
nism and show that it helps to explain qualitatively why the hours of
young workers respond more to business-cycle shocks.

2. Empirical Evidence on Labor Market Fluctuations over the Life
Cycle

To empirically motivate their study, the authors present measures of
cyclical volatility for different demographic groups. Since heterogeneity
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by age is the driving force in the theoretical model studied by GRRW, I
restrict my discussion to the results regarding age. It is worth noting,
however, that there is also substantial variation in cyclical volatility of
hours by education group, a fact that has frequently been noted empir-
ically but that has not received much attention in theoretical work (for
an exception, see my earlier work in Nagypal, 2004).

The authors use the March Current' Population Survey to con-
struct average hours worked by demographic group for each year be-
tween 1962 and 2000. Then, as a measure of cyclical volatility in hours
worked by group, they use the standard deviation of the projection
of the group-specific Hodrick-Prescott (HP)-filtered log weekly hours
series onto the aggregate HP-filtered log weekly hours series.1 The
measure thus constructed does not have well-established statistical
properties and possibly expects more from the available annual data
than they might be able to deliver. This is because, in the annual hours
data between 1962 and 2000, there are only four distinguishable down-
turns, i.e., four episodes during which aggregate hours declined, each
episode roughly corresponding to a period of recession. This is due
to the fact that, even though there were five recessions between 1962
and 2000, the twin recessions of the early 1980s are not distinguishable
using annual data. Hence, as a robustness check, I construct a less
demanding measure of cyclical volatility. I use the same dataset, but
extend it to 2003 to have information on the most recent downturn,
which started in 2001. For each downturn,2 I calculate the share of total
hours worked by each age group in the peak year preceding it:

where Hv
r is the aggregate number of hours worked in the peak year in

recession r, and Hfr is the total number of hours worked in the same
year by group i. I compare this to the share of each age group in the
drop in total hours between the peak and the trough year:

where Hf. is the aggregate number of hours worked in the trough year
in recession r, and Hj r is the total number of hours worked in the same
year by group i. In Figure 1, I plot szr and d^r by age group averaged
over the five downturns in the data.3 If there were no difference in the
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Figure 1
Share of different age groups in total hours in the peak year and in the drop in total hours
during the subsequent downturn averaged over the downturns in the data between 1962
and 2003

cyclical volatility of hours across age groups, we would expect hours
worked by each age group to shrink by the same extent in a downturn,
and we would therefore expect the share in total hours in the peak
year, s^ r, to be the same as the share in the drop during the downturn,
dij. Instead, what we see is that the share of younger workers in the
drop in hours during a downturn is much larger than their share in to-
tal hours. This implies that workers in their early thirties and younger
bear a disproportionate share of the contraction in total hours. It is this
phenomenon that is by far the most important one quantitatively.

How does this measure relate to the one reported by GRRW? Note
that djj/sij is a measure comparable to that used by GRRW, except
for a scaling factor. The measure dij/sij, in fact, exhibits a very similar
pattern to the measure used by GRRW, both of them having a U-
shape. It is clear from Figure 1, however, that the increase at an older
age of the relative volatility is exclusively due to workers above the
age of 65, who account for a very small share of total hours in the data
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and who are excluded from the theoretical model of GRRW. Empha-
sizing the U-shape therefore detracts from the essence of the empirical
finding, which is that young workers bear a disproportionate burden
in downturns.

With the focus placed so heavily on young workers, it is useful to
ask whether it is the extensive or the intensive margin that accounts
for the bulk of the drop in their hours during a downturn. To do this, I
decompose the drop d^r into its extensive and intensive margin com-
ponents, and find that, for all age groups, between 69% and 80% of the
drop in hours during a downturn is due to the extensive margin, i.e.,
to the fact that fewer workers are employed, as opposed to workers
working fewer hours. This number is somewhat higher than the one
reported by GRRW based on a different measure, but it shares the fea-
ture that it does not show substantial variation with age.

3. The GRRW Model

In the theoretical part of the paper, the authors set out to study the life-
cycle version of the neoclassical growth model with technology shocks,
variable labor, home production, and incomplete markets to under-
stand the extent to which the above facts can be explained by such a
model.

It is instructive to consider the different channels in the model that
give rise to differences among the age groups in labor-market re-
sponses to aggregate shocks. The first two channels, the time-horizon
channel and the time-to-retirement channel, are studied in detail in Sec-
tions 6.1 and 6.2 of the paper, so I will review them only briefly.

The time-horizon channel is present because, as agents get older, they
have fewer and fewer periods of consumption (of leisure and of con-
sumption goods) remaining. This means that a given innovation in the
present discounted value of income due to an aggregate shock induces
a larger and larger increase in the consumption of all goods for the re-
mainder periods, including the consumption of leisure in the current
period. In other words, the income effect on leisure of an increase in
wages is higher as agents get older, which in turn implies a lower re-
sponse in labor supply to aggregate shocks as agents age. This channel
works in the right direction, at least qualitatively, to explain the larger
labor-supply response of young workers, as is demonstrated in Section
6.1.
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Let us next turn to the time-to-retirement channel.4 This channel intro-
duces an increasing lifetime profile of labor-supply response to per-
sistent business-cycle shocks. This is due to the fact that, for young
workers, an innovation in the aggregate productivity process induces
a large income effect on the consumption of leisure due to the per-
sistence of the shock, and to the fact that young workers have many
periods over which they can expect to have a higher wage. This large
income effect means that the labor-supply response to higher wages is
muted for young workers. For workers closer to retirement, the same
innovation in the aggregate productivity process induces a smaller
income effect on the consumption of leisure because they have fewer
periods over which they can expect to have a higher wage. So despite
the fact that the shock is persistent, older workers respond to it as if
it were temporary. Older workers thus respond to the same shock by
increasing their hours more than young workers.

The third channel, and the one the authors emphasize the most,
is the life-cycle profile of productivity and preferences channel (or the life-
cycle-profile channel). This is present in the GRRW model because the
authors assume that the efficiency units of working, the disutility from
labor, and the weight placed on the consumption of home goods all
change deterministically over the life cycle. One can show that this
channel works by influencing the life-cycle profile of three quantities:
the ratio of labor income to market consumption, the ratio of home to
market consumption, and the ratio of home to market hours.5 The ratio
of labor income to market consumption matters because it determines
the extent of the income effect of a change in the market wage. When
labor income is large compared to market consumption (as in Section
6.3, during middle age), the income effect on the consumption of
leisure of a temporary wage increase is large, and the labor supply
response to this temporary wage increase is therefore small. The ratio
of home to market consumption matters because it determines the
strength of the income versus substitution effect of a temporary change
in the market wage. A temporary change in the market wage has only
an income effect on the consumption of the market good, but has an in-
come and a substitution effect on the consumption of the home good.
Finally, the ratio of home to market hours matters because it deter-
mines the extent to which market hours respond to a wage change for
a given change in total and in home hours. The deterministic preference
and productivity shifters play a role in determining the labor-supply
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response of the different age groups only to the extent that they influ-
ence these three ratios.

These three ratios, though, are observable directly. In particular, it
is well known from the empirical consumption literature that house-
hold labor income and market consumption profiles are fairly similar,
implying that their ratio is roughly constant over the life cycle. The
ratio of home to market consumption is more difficult since the; authors
do not report this measure, but presumably it is closely related to the
ratio of home to market hours. The ratio of home to market hours, in
turn, can be backed out from the calibration exercise of GRRW since
they use both market and home hours to calibrate the deterministic
preference and productivity shifters. Since the ratio of home to market
hours is strictly increasing with age in the GRRW calibration, one can
show that the life-cycle profile channel introduces an increasing volatil-
ity of market hours with age in the GRRW calibration. Just as the time-
to-retirement channel, the life-cycle-profile channel works in the wrong
direction, at least given the values to which GRRW calibrate.6

Finally, the last channel is the asset-holding channel. The GRRW
model features incomplete markets, and younger workers have lower
asset positions than older workers, on average: all workers start their
life with no market capital and a fixed amount of home capital, and
workers accumulate assets over time for the period of retirement at the
end of life. The low asset position of young workers means that, hold-
ing all else equal, they work more and consume less for precautionary
reasons. Hence, a positive innovation in their income will lead to a
higher effect on leisure and thus a lower labor supply response com-
pared to agents with higher asset levels.7 This means that increasing
asset levels over the working life implies increasing labor supply re-
sponse to aggregate shocks in the model, so this channel also works in
the wrong direction.

To summarize, in terms of explaining the high cyclical volatility
of the hours of young workers compared to prime-age workers, the
asset-market and the time-to-retirement channels always work in the
wrong direction, the life-cycle-profile channel most likely works in
the wrong direction given the calibration of GRRW of the home to
market share of hours, and the time-horizon channel is the only one
that works in the right direction. Given these observations, it is not
surprising that the quantitative results of GRRW confirm that the
model cannot explain the high cyclical volatility of the hours of young
workers.
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Table 1
Cyclical volatility of hours of different age groups relative to age 35-44 in the Rios-Rull
and GRRW models, and in the data

Age group

20-24

25-34

35-44

45-54

55-64

Rios-Rull (1996)*

1.21

1

1

1.72

1.72

GRRW (2004)

1.11

1

1

1.31

2.77

Data reported by GRRW

1.92

1.34

1

0.89

0.92

*In Rios-Rull (1996), age group 25-34 is not distinguished from age group 35-44, and
age group 45-54 is not distinguished from age group 55-64.

In terms of the quantitative results, it is worth noting that three of
the above four channels are already present in the model studied by
Rios-Rull (1996). Since he studies a complete-markets version of the
GRRW model without home production, the asset-market channel is
not present in his model, while the life-cycle-profile channel has a
more limited role. Since both of these channels work in the wrong di-
rection, it is not surprising that the results of GRRW are, if anything,
less successful at explaining the high cyclical volatility of the hours of
young workers. Table 1 compares the results of GRRW and those of
Rios-Rull by calculating the cyclical volatility of hours for each age
group relative to the age group 35-44. We can see that the two sets
of results are rather similar, implying that the additional channels are
quantitatively not very important.8

4. Accumulation of Human Capital over the Life Cycle

To explain the life-cycle pattern of cyclical volatility more successfully,
one needs to explore additional channels through which differences
in age groups arise. This is an issue I take up in this section by explor-
ing one additional channel, the human-capital channel, and examine
whether it works in the right direction, at least qualitatively.

Differences in human capital are often emphasized in labor econom-
ics as one of the major differences between young and old workers.
There are, of course, different measures of human capital, the two
most prominent ones being education and experience. At first glance, it
might seem that differences in education could explain some of the dif-
ferences in the life-cycle profile. Younger workers (at least under a cer-
tain age) might have somewhat less education and, as is documented
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Figure 2
Share of different age groups in the drop in total hours during a downturn predicted by
education variation

in the paper, there is significant variation in the response of hours to
business-cycle shocks by education. It turns out, though, that if the
only variation allowed across the age groups was in education, this
would not be enough to explain the differential business-cycle
responses. To show this, I plot in Figure 2, for each of the different age
groups plotted in Figure 1, the share in total hours in the peak year and
the share in the drop in total hours during the downturn, together with
the share in the drop in total hours during a downturn that would
be predicted solely by a different educational composition of the age
groups. We see that it is only for teenagers that conditioning on educa-
tion works in the right direction. The reason for this is the secular
increase in educational attainment over the period of study, which
means that workers in their late twenties and thirties tend to have
more education, and thus a lower predicted business-cycle response,
than workers in their forties and fifties.

Another, more promising variation in human capital across age
groups is in specific human capital, or experience. Younger workers
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Figure 3
Monthly separation rate by age conditional on staying in the labor force

have less experience and lower tenure, on average, than their older
counterparts. This experience includes knowledge about a particular
firm, industry, or occupation, but it also includes knowledge about the
worker's own ability or fit.

One way to demonstrate this lower level of specific human capital is
to look at labor-market mobility by age. Figure 3 plots the monthly
separation rate by age, conditional on staying in the labor force, using
data from the Basic Monthly CPS between 1994 and 2003. It is clear
that younger workers have much higher mobility levels than older
workers do, even when conditioning on remaining in the labor force,
i.e., disregarding the fact that younger workers are more likely to
move in and out of the labor force.

4.1 Looking for a Good Match when Young

In this section, I sketch a model that relies on differences in a particular
notion of specific human capital—differences in the knowledge about
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own ability/fit—to explain the higher response of young workers to
business-cycle shocks.9 Its primary goal is to demonstrate, at least
qualitatively, that differential amounts of specific human capital is a
promising mechanism to consider. To keep the discussion simple, I ab-
stract from the other channels considered in the GRRW model: the
agents in the model are infinitely lived (no time-horizon channel), face
no retirement (no time-to-retirement channel), have the same potential
productivity regardless of age (no life-cycle-profile channel), and are
risk-neutral (no asset-market channel since there is no precautionary
savings motive).

4.1.1 The Environment
Consider the following extension of the model of Mortensen and Pis-
sarides (1994). There is a unit mass of workers of two types, half of
them round and half of them square.10 Workers are risk-neutral and dis-
count future income at rate r. New workers are born and emter the
labor market at rate a, which is also the Poisson arrival rate of death,
so that the size of the population remains constant over time. Newly
born workers start out unemployed and do not know their type, al-
though they know that they have probability one-half of being round
and probability one-half of being square.

There are two labor markets: one for round people and one for
square people. If a round person is matched in the round market, she
produces px; if a square person is matched in the round market, she
produces (ppx, where (p < 1. Here, p is aggregate productivity, while x
is the idiosyncratic productivity of the match, the evolution of which is
discussed below. If a square person is matched in the square market,
she produces px; if a round person is matched in the square market,
she produces (ppx. Unemployed workers enjoy a flow utility of b.

There is a large measure of potential firms who are risk-neutral and
have the same discount rate r. These firms can open a vacancy in
either market and keep the vacancy open at a flow cost of c. Firms
with a vacancy do not see, prior to matching, whether a worker is
round or square. There is a single matching function in each market
with the usual properties. Once a worker and a firm are matched, the
type of the worker is revealed. The idiosyncratic productivity x takes
on its highest value of 1 when the worker and the firm match. While
matched, new realizations of x arrive at rate S and are drawn from
distribution F: [0,1] —>• [0,1]. A worker and a firm can separate at any
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point in time and will generally choose to do so when the idiosyn-
cratic productivity is low. Finally, wages are determined by Nash
bargaining.

4.1.2 Equilibrium
It is straightforward to show that, in the steady-state equilibrium of
this model for a given level of aggregate productivity, half of new
workers are lucky and enter the market where they are well matched
(i.e., they enter the market of their own type). They learn their type
during their first employment spell and never switch from that market
again. The other half of new workers are unlucky and enter the market
where they are badly matched. They go through one employment
spell, learn their type and the fact that they are better matched in the
other market, switch to the market where they are well matched, and
stay there until they die. It can also be shown that there is a distinct
reservation productivity of a match depending on whether the worker
is well-matched or not: Rweu < Rbadly In other words, matches that find
out that they are badly matched do not end their relationship im-
mediately since they find it beneficial to take advantage of their high
idiosyncratic productivity. They are more stringent, however, about
the level of idiosyncratic productivity required to continue the rela-
tionship since they know that the worker will be better matched in
the other market once the relationship dissolves.

4.1.3 Comparative Statics
It is well known that, due to the high job finding rate that these type of
models are generally calibrated to, analyzing a full dynamic stochastic
version of the model with an explicit stochastic process for aggregate
productivity gives results similar to analyzing the comparative static
responses to changes in aggregate productivity. For the sake of sim-
plicity then, I resort to the latter. It is easy to show that, just as in the
standard Mortensen-Pissarides model, a decrease in the aggregate
productivity p gives rise to an increase in the reservation productiv-
ities. For a uniform distribution, the increase in the reservation produc-
tivity is higher for badly matched workers than it is for well-matched
workers. Hence, the impact of a negative shock is larger on the de-
struction margin for badly matched workers than for well-matched
workers. Since badly matched workers are disproportionately young,
this means that the impact of a negative shock is larger on young
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workers. The mechanism of the model thus works in the right direction
for explaining the larger response of the hours of the young to aggre-
gate shocks.

4.1.4 Simulation Results
To demonstrate the above claim, I simulate the above economy and
study the response of the hours of the different age groups to aggre-
gate shocks. In particular, I use the following approximations. I assume
that aggregate productivity follows a two-state Markov process. In-
stead of trying to determine the history-dependent optimal policies
of the workers, I approximate their optimal policies by the steady-
state optimal policies corresponding to the two levels of aggregate
productivity.11

In Figure 4, I report statistics that correspond to the statistics con-
structed using the actual data in Figure 1. In particular, I report the
share in total hours in the peak year and the share in the drop in total
hours during the downturn for each age group. As can be seen, this
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model can qualitatively generate the main pattern in the data, namely,
that young workers are more responsive to business-cycle shocks than
are older workers. In other words, in the model, the burden of a down-
turn falls disproportionately on the young, just as in the data.

Since the model is one that features bilaterally efficient separations, it
is not possible to distinguish between quits and layoffs. The results re-
garding cyclical variation can be understood, however, both from the
firm's and from the worker's perspective. From the firm's perspective,
during a boom, a firm is willing to employ even relatively unproduc-
tive and relatively poorly matched workers. During a recession, how-
ever, a firm becomes more stringent, and separates from workers who
are relatively unproductive or are relatively poorly matched. Being
relatively unproductive is a risk that all workers face, while the risk of
being poorly matched falls on young workers. Hence, young workers
face larger risk of separation during a recession. From a worker's
perspective, during a boom, she is willing to work even in relatively
unproductive jobs and in relatively poor matches since the opportunity
cost of searching for a more productive job or a better match is high.
During a recession, however, the opportunity cost of searching for a
better match becomes lower. If a worker is relatively unproductive or
badly matched, she separates and starts looking for a more productive
match. Again, being badly matched is a risk that only young workers
face; hence, they have larger separation rates in a recession.

5. Conclusion

The work of GRRW directs attention to a new and very exciting ave-
nue of research regarding the heterogeneous labor-market impact of
business-cycle shocks. They focus on heterogeneity in age, which,
together with education, seems to be the most important dimension
along which workers differ in their response to business-cycle shocks.
While much work remains to be done, the work of GRRW demon-
strates some of the mechanisms that could result in differing business-
cycle responses across the life cycle.

Understanding demographic heterogeneity over the business cycle
is relevant for several reasons. As the authors point out, the heteroge-
neous impact of business-cycle shocks is an important testing ground
for theories of fluctuations. There are other reasons beyond method-
ological ones. F,or example, political-economy considerations implied
by demographic heterogeneity could be crucial for understanding



476 Nagypal

stabilization policies. Also, labor-market heterogeneity could have im-

portant consequences for economists' understanding of the cost of

business cycles. In particular, if business-cycle shocks have larger and

potentially lasting effects on the labor-market performance of young

workers, this could significantly increase macroeconomists' estimates

of the costs of business cycles. Overall, demographic heterogeneity in

the labor-market response to aggregate shocks is something that is long

overdue in arriving on the research agenda of macro-labor economists.

Notes

1. See the appendix in Section 9 of their paper for a more detailed explanation of the
measure used and a motivation for its use.

2. The five downturns distinguishable in the annual data are 1970 to 1971, 1974 to 1975,
1981 to 1983,1990 to 1991, and 2001 to 2002, corresponding to the recessions beginning in
December 1969, November 1973, January 1980, July 1990, and March 2001, respectively.

3. Plotting them separately for each downturn gives very similar patterns.

4. The cleanest way to disentangle this channel from the time-horizon channel is to con-
sider an infinitely lived agent who can work only for the first TR periods of her life and
is then forced to retire and receive a fixed endowment in all subsequent periods. The
numerical exercise in Section 6.2 of the paper maintains the assumption of finite lives,
meaning that the results are influenced both by the time-horizon and the time-to-
retirement channel.

5. This can be established more formally by log-linearizing the optimality conditions
characterizing the decision problem of the worker around the steady state, which I omit
for the sake of brevity, but which is available on request.

6. In light of the importance of the ratio of home to market hours, one could question the
calibration exercise: it calibrates to married households only, which presumably biases
the hours figures substantially for young households. Young people also spend a large
fraction of their time in education, something that does not appear in the model or the
calibration.

7. This channel is present in the variable labor version of the Krusell and Smith (1998)
model presented in the appendix of their paper.

8. This comparison is made somewhat more difficult because Rios-Rull (1996) treated
workers between 45 and 64 as one age group, while GRRW break them into two age
groups. The primary effect of this difference is to make the impact of the time to retire-
ment channel even more clear.

9. A more detailed exposition is available on request.

10. There is no conceptual difficulty in extending the model to more than two types.

11. In the standard Mortensen-Pissarides model, all decision variables are forward-
looking, and market tightness can adjust instantaneously, so it turns out that the optimal
policies simply depend on the current aggregate state. In the variant of the model consid-
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ered here, this is no longer true because the distribution of well-matched and badly
matched workers enters the state space of the firms.
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1. Introduction

This is an ambitious paper. The authors extend the standard real
business-cycle model in two directions. First, they allow for both
market production and home production, as in Benhabib, Rogerson,
and Wright (1991). Second, they allow for overlapping generations of
finitely lived agents, as in Rios-Rull (1996). They then compute the ag-
gregate implications of the overlapping generations model for cyclical
fluctuations, focusing on the relative volatility of market hours (the
number of hours that the representative agent spends working in the
market sector) and market output (the output that she produces in
the market sector). The main question they ask is, Can this generaliza-
tion of the real business cycle model explain the observed differentials
in the cyclical fluctuations in hours across age groups in the United
States? I will use most of my discussion to address this question, but
an initial digression is useful.

2. Representative Agent Model

The representative agent model which the authors develop in Section 2
performs remarkably well. Depending on the intertemporal elasticity
of labor supply \/{y — 1) and the elasticity of substitution between
home and market goods 1/(1 — £), the authors can easily match the
relative volatility of market hours and market output (see their Table
2).1 Therefore, a critical question is, Which values of these parameters
are reasonable?

A well-established microeconomics literature starting with MaCurdy
(1981) concludes from the life-cycle behavior of wages and hours
worked in the market that an appropriate value for y is close to infin-
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ity, at least for men, but recent work has questioned that finding. For
example, Keane and Imai (2004) argue that MaCurdy and followers
neglect an important component of the compensation of younger
workers, human capital accumulated at work. After correcting for this,
they find that the intertemporal elasticity is close to 4; i.e., y is approxi-
mately 1.25. More to the point of this paper, Rupert, Rogerson, and
Wright (2000) conclude that hours worked at home is an important
omitted variable in MaCurdy-type regressions and show that includ-
ing home work raises the estimated value of y considerably. Both of
these arguments seem quite convincing, and so values of y not much
larger than 1 are plausible.

There is much less evidence on the parameter £, that is, on the elas-
ticity of substitution between home and market goods, although this
parameter is also critical to the performance of the model. If home and
market goods are strong complements, a decrease in market produc-
tivity induces workers to reduce the time they spend producing the
complementary home goods, further reducing the cyclical fluctuations
in market hours. The introduction of home goods amplifies the cyclical
fluctuations in market hours only if the elasticity of substitution
exceeds 1. So what is a reasonable value of £? To my knowledge,
only two papers have tackled this question. McGrattan, Rogerson, and
Wright (1997) pin down £, using macro data and show that the model
requires a high elasticity of substitution 1/(1 — £) to match the behav-
ior of important aggregate variables, including market hours and con-
sumption and home capital. But this is analogous to saying that we
know that the intertemporal elasticity of substitution is high because
we observe that market hours fluctuate a lot over the business cycle. It
does not provide independent evidence on the empirical relevance of
the particular model. One wants to use microeconomic evidence to cal-
ibrate macroeconomic models.

Rupert, Rogerson, and Wright (1995) provide the best such evidence,
but their estimates are imprecise. They start by estimating a fairly
complicated home production model, allowing for the possibility that
home and market goods are imperfect substitutes, home and market
hours are imperfect substitutes, and the production of home goods is a
concave function of home hours. Perhaps not surprisingly, their esti-
mates of this very general model are imprecise. Despite this, their point
estimates suggest that the elasticity of substitution between home and
market goods is economically indistinguishable from one for single
men and married couples, although it is larger for single women. This
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would seem to be a significant blow for the usefulness of the home
production model in thinking about macroeconomics. But in footnote
13 in their paper, Rupert et al. impose that home and market hours
are perfect substitutes and restrict the curvature of the home produc-
tion function exogenously. They show that the estimates of £ for mar-
ried couples range between 0.2 and 0.3, somewhat less than the
numbers that Gomme, Rogerson, Rupert, and Wright use in the cur-
rent paper, but still significantly larger than zero. Based on this evi-
dence, or lack of evidence, I think it is fair to say that the jury is still
out on the true value of £, a viewpoint that seems to contrast with that
of the authors.

3. Life-Cycle Model: Cyclical Fluctuations

The heart of this paper is the analysis of the behavior of employment
volatility conditional on a worker's age. The authors use data from the
March Current Population Survey (CPS) from 1962 to 2000 to docu-
ment that the cyclical volatility of market hours is almost four times
as high for teenagers as it is for prime-age workers.2 This volatility
decreases monotonically until approximately age 50, but is twice as
high for workers over age 65 compared to workers age 45 to 64. I've
constructed a similar measure using times series for age-contingent
employment-population ratios, constructed by the Bureau of Labor
Statistics (BLS) from the basic (monthly) CPS from 1948 to 2003. The
results are remarkably similar to those in the paper. It is also worth
noting that the relative volatility of different age groups is extremely
stable over time.

Looking at this data and at the behavior of the aggregate model, the
obvious hypothesis is that the aggregate model can satisfactorily ex-
plain the behavior of prime-age workers but does a poor job of explain-
ing the behavior of younger and older workers. Of course, to test this
hypothesis, it is necessary to write down a model in which workers of
different ages interact. The overlapping generations model in Sections
4 and 5 is an obvious benchmark.

How well does the model perform? The authors claim that "the
model's ability to account for fluctuations in [market] hours increases
as we consider older age groups." At some level this is correct. In fact,
the model predicts more hours volatility for workers age 55 to 64
than there is in the data. But this conclusion is misleading. Trie model
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ignores teenagers, the group with the greatest fluctuations in mar-
ket hours. It imposes mandatory retirement at age 65, and so it
cannot hope to match the high volatility of market hours for the
oldest workers. And for the age ranges that are considered in the
model, the standard deviation of market hours is basically a decreas-
ing function of age in the data and an increasing function of age in the
model (Table 14). A more accurate conclusion is that the life-cycle
model can explain virtually none of the age pattern of fluctuations in
hours. If anything, the life-cycle model predicts the opposite of what is
observed in the data.

It is not particularly surprising that the life-cycle model predicts little
of the variation in the observed fluctuations in hours. As my discussion
of the aggregate model should have made clear, there are two impor-
tant determinants of the volatility of market hours: the intertemporal
elasticity of labor supply l/(y — 1) and the elasticity of substitution be-
tween home and market goods 1/(1 — £)• Although the authors allow
different age workers to have different preferences over market goods,
home goods, and leisure, and they allow different age workers to be
endowed with labor that is more or less productive, they do not allow
either of the elasticities to vary with age. I suppose this puts discipline
on the theoretical exercise, but in light of the results, the obvious recon-
ciliation between the model and data is to allow for the possibility that
younger workers have a more elastic labor supply or are more willing
to substitute between market and home goods than are prime-age
workers.

Of course, one would like some direct microeconomic evidence in
support of this hypothesis. It seems impossible to measure age varia-
tion in the intertemporal elasticity of labor supply using MaCurdy's
(1981) methodology, so this might be untestable. But the authors could
have easily extended Rupert, Rogerson, and Wright (1995) to examine
how the elasticity of substitution between home and market goods
varies with age. Introspection suggests to me that as people age and
have children, they become less willing to substitute between any
goods, in particular market and home goods, a pattern that may help
to reconcile the model and data.3 Conversely, if the data do not show
differential elasticities of substitution, I would again use the authors'
words against them: "In looking for alternative theories to better ac-
count for aggregate labor market fluctuations, attention should be
directed toward features that specifically affect individuals during the
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first half of their life." If the elasticity of substitution is the same over
the life cycle, attention is best diverted away from home production
models.

4. Life-Cycle Model: Secular Trends

There are some very interesting facts lurking in the shadows of this
paper, in the secular trends in market hours. Although the number of
hours worked per adult has not shown any trend in the United States
during the past 55 years,4 this is not true for particular age groups. Fig-
ure 1 shows that in 1948, the employment-population ratio for people
over age 65 stood at over 26%. This fell steadily until around 1990,
reaching as low as 10% before increasing slightly in the last fifteen
years. The decline for older men has been even more dramatic. The
same data indicate the opposite pattern for workers age 20 to 54, a
secular increase in employment due to a sharp increase in women's
increased labor force participation partially offset by a moderate de-
cline in employment for prime-age men. Of course, this is not news
to at least one of these authors, who has written: "the number of aver-
age weekly hours of market work per person in the United States
since World War II . . . has been roughly constant; for various groups,
however, it has shifted dramatically from males to females, from older
people to younger people, and from single- to married-person house-
holds" (McGrattan and Rogerson, 1998).

Why does this matter for Gomme, Rogerson, Rupert, and Wright? I
am not simply saying that they should have written about secular
trends instead of business-cycle fluctuations because the trends are
more interesting than the cycle. In fact, it is conceivable that the same
forces that explain the differential cyclical fluctuations in employment
are also important for understanding the differential secular trends.
But the secular trends raise a major concern: How does one calibrate
such a model? The authors write "as is standard, we follow the pro-
cedure of requiring that parameter values are such that the model's
deterministic steady state matches the time series averages for several
aggregate variables." But if the aggregate variables are trending over
time, does that mean that the calibrated parameters must also trend
over time? It seems they must, which casts doubt on the discipline of
the calibration exercise.

Conversely, the secular trends contain a lot of information that the
authors ignore. McGrattan and Rogerson (1998) claim that changes in
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social security benefits, in fertility rates, and in family structure are crit-
ical for understanding secular changes in the employment-population
ratio. In light of these changes, should we be surprised that the cross-
sectional pattern of volatility is so stable over time? For example, if the
cross-sectional pattern of volatility is due to different elasticities of sub-
stitution, then why did changes in fertility and family structure not
alter the age-conditional elasticity of substitution and therefore rear-
range the cross-sectional pattern of volatility? In other words, why
is cyclical volatility so stable over time, even in the presence of the
changes that induced large secular shifts in employment? Unfortu-
nately, the paper does not answer this question.

5. Conclusion

Let me conclude by saying what I think we learn from this exercise.
First, the authors make a convincing case that any model that purports
to explain employment fluctuations must be able to explain why em-
ployment fluctuates more for younger workers and workers over the
age of 65 than it does for prime-age workers. Second, they carefully
describe and solve one particular model that, based on this criterion,
cannot explain employment fluctuations: the real business-cycle model
extended to allow for home production and overlapping generations.
The next step is to explain what type of model can explain the cross-
sectional pattern of employment fluctuations. That is an interesting
and important question that I suspect will continue to occupy re-
searchers' attention for many years.

Notes

1. The authors do not ask whether the model can explain the absolute volatility of the
variables. Presumably the answer depends on whether cyclical fluctuations in the Solow
residual represent a primitive technology shock.

2. The authors measure the volatility of hours as the standard deviation of the detrended
hours series for a particular age group projected on the detrended hours series for the
overall population.

3. Of course, this only makes the high volatility of hours for older workers more puz-
zling. Explaining this first requires a serious model of the retirement decision.

4. I measure the employment-population ratio using the basic CPS and average hours
worked for production workers using the Current Employment Statistics (CES). The
product of these two numbers is a rough measure of average hours per person. Between
1964 (the first year when hours data are available) and 1983, the average person worked
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21.1 hours per week. Over the next 20-year period, this increased to 21.5 hours per week.
There is no evidence of a secular trend in this variable.
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Discussion

In response to the discussants' question about the objective and value
added of the exercise presented in the paper, Richard Rogerson said
that their work was rather a robustness exercise on some previous
work, such as the one conducted by Jose-Victor Rios-Rull, and
attempted a deeper analysis into what types of changes over the life
cycle could account for the changes in volatility over the life cycle.
Rogerson explained that Rios-Rull's work was centered on whether
aggregate fluctuations properties looked different in a life-cycle model
than in an infinitely lived representative agent model, and looked at
what happens to volatility over the life cycle but did not look into why
it behaved the way it did. Rogerson said that in their work, they con-
cluded that for reasonable parametrizations it was impossible to get
the life-cycle pattern and that although they did not expect to obtain it,
it was important to understand why. The fact that they obtained some-
thing that was flat over the life cycle meant that there was a failure of
the model to generate the life cycle and this had very important impli-
cations concerning the type of modifications these models needed.

A number of participants expressed opinions regarding the relevance
of incorporating frictions into the analysis. First, Rogerson responded
to Eva NagypaTs comments by saying that even if their model did not
include frictions, the way they were looking at the data might allow
more precise identification of frictions and their effects on different age
groups. John Leahy said that even if Rogerson had dismissed wage
frictions as a potential explanation for their findings, maybe it would
be interesting to look at seniority rules in firing decisions and what
happened if that friction occurred. He wondered what the effects
would be on decisions of who gets fired and who does not, or what
types of jobs people got through the life cycle. Rogerson responded
that they did not consider wage variability per se to be very important
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for explaining long-term relationships and they did not expect the
wage to reflect the marginal value of production. Dave Backus said
that what was useful about frictions was to use the same friction to ex-
plain more than one thing and suggested looking at the work of Romer
and Gerome, which tried to explain consumption heterogeneity by age.
In that work, young people who did not have a cushion of assets were
pressed by the borrowing constraint and were more responsive on the
consumption side; Backus wondered if this might have a similar effect
on hours worked and be relevant to the authors' work. On this topic of
the borrowing constraint, Eva Nagypal believed that it went the wrong
way. Intuitively, she said, one might think that young workers, be-
cause of this constraint, had less opportunity to decrease their hours
in a recession, but if one included durables and other kinds of goods,
then the direction would be reversed. David Laibson believed that
nominal wage rigidity mechanisms affected new workers more than
those with more seniority because of the lack of joint surplus. He
believed that high-frequency variations for new/young workers, the
kind of dynamics shown in the data, would be appearing more and
more often.

There were several interventions dealing with the differences along
the life span. Steve Davis believed that the previous explanations were
not enough because this was not just a cyclical phenomenon and sug-
gested looking at the elasticity of the substitution parameter between
market- and home-produced goods as a function of age. Rogerson ad-
mitted that in passing from an infinitely lived agent to the life cycle,
they maintained the assumption of constant elasticities over the entire
life span. He said that many of the labor supply elasticities came from
estimations of prime-age individuals. Taking that into consideration,
their model worked well for prime-age individuals but not for the
wage history. Alessandra Fogli suggested looking at different family
arrangements to understand different elasticities at different ages.
Younger and older workers might rely more heavily on their prime-
age relatives who were less elastic. Rogerson said that in their overlap-
ping generations model, they considered workers starting at age 20
and did not consider the 16 to 19 group precisely for the reasons men-
tioned by Fogli. The household structure in their model was based on a
married couple, and people aged 16-19 were not considered to be in
that kind of structure. He said that an open-ended question might be
to what extent 16- to 19-year-olds were in different family structures
and if that produced different outcomes.
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Mark Gertler brought attention to the fact that the authors were try-
ing to address alternative explanations for a possible life-cycle pattern
of volatility and this was innovative work. He also said that originally
he had thought that the pattern found by the authors responded to the
fact that most young workers could be in manufacturing. However,
the authors' analysis showed that this did not seem to be the case and
that the life-cycle pattern did exist for other sets of factors, such as
sex or education. Gertler also agreed with Robert Shimer on the im-
portance of the effect of demographics on volatility. He wondered if
demographics could have a first-order effect on volatility the way that
Shimer's work showed it did for the equilibrium unemployment rate.
Gertler thought that getting at this would involve having effects and
that it would need a structural model showing that demographics
would have an aggregate effect on volatility. Rogerson responded by
saying that Shimer mentioned the secular decline and that although it
seemed interesting, it was difficult to incorporate it into their model be-
cause there was no consensus about what drives those secular trends.
However, it would be possible to conduct an analysis like the one sug-
gested by Shimer in terms of looking at two different pictures of the
life-cycle profile, one for the 1950s and one for the 1990s. This could be
a way to calibrate the model in two different ways and to see if there
were different results. However, Rogerson believed the result would
be similar to the one they had obtained and that it would be flat over
the life cycle. He raised a deeper question, though, about the interac-
tions between trends and cycles. He thought that sometimes there was
confusion about what was a cycle and what was a trend and that such
confusion could exaggerate fluctuations in some groups versus others.

Harald Uhlig was intrigued with the difference between the num-
bers for quarterly data and yearly data, which are what the authors
used. He said that it was possible to use the Hodrick-Prescott (HP)
smoothing parameter equal to 100, but if they really wanted to repli-
cate what was done with quarterly data, they would have to use a
parameter of 7. He thought that since they were using the parameter
of 100, maybe they were missing things that were happening at lower
frequencies. He suggested that maybe hours fluctuate more quickly
at higher frequencies, while unemployment fluctuates more at lower
frequencies.

Finally, Jordi Gali expressed his reservations regarding the initial
motivation given by the authors in terms of the inability of a stan-
dard representative-household model to generate sufficient volatility
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of hours with respect to output or productivity. He believed this was
because the authors had chosen a model exclusively driven by tech-
nology shocks. With a model that allowed for sources of fluctuations
other than technology shocks, there would be more volatility in hours
than in either output or productivity. Rogerson acknowledged that
their motivation came from a particular type of model and that other
models would produce greater fluctuations.
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