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Abstract

Regional scientists have developed numerous concepts and mea-
sures of economic diversity and diversification, primarily motivated
by the desire to establish a relationship between diversity and eco-
nomic performance. Rather than striving for a unified theory with a
singular measure, this paper argues that economic developers should
employ a multi-dimensional framework that combines the compara-
tive advantages of a range of theoretical approaches. The application
of locational, agglomerational and risk-reward measures to the non-
manufacturing high-tech industry for the Blacksburg MSA in south-
western Virginia reveals specific policy implications and offers lessons
for economic policy design.
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1 Dimensions of economic activity

Uneven development – both in space and over time – is one of the few con-

stants across the many disciplines that investigate economic activity. From

individual financial planning to macroeconomic management, the diverse

efforts of policy makers are unified by the conviction that the disruptive

potential of imbalances merits corrective action and intervention. Economic

systems may display self-stabilising properties over the long-run, yet the

associated social cost and time horizon are frequently deemed unacceptable.

In this context, policy makers regularly make an explicit distinction be-

tween efficiency and equity criteria. While the former are concerned with

the allocation of scare resources that translates into economic growth, the

focus of the latter is equitable economic development. Indeed, in trying to

find a balance between these objectives, economic developers are often char-

acterised as “Walrasian auctioneers with a normative conscience” (Polanyi,

1944).

There have been numerous attempts by regional scientists to develop

concepts and measures of economic diversity and diversification, primarily

motivated by the desire to establish a relationship between diversity and

economic performance.1 Be it the core and periphery, the centre and the

hinterland or leading and lagging regions, urban and regional planners apply

a wide range of analytical concepts to distinguish between different shades

of uneven development that describe the diverse realities of economic land-

scapes. The multiplicity and mutual overlaps of concepts and definitions
1See Siegel et al. (1995) for a comprehensive overview of the literature.
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might occasionally appear confusing, yet at the same time they serve as an

important reminder that when analysing economic activity “one size does

not fit all”.

Rather than striving for a unified theory with a singular measure, this

paper argues that economic developers should employ a multi-dimensional

framework that combines the comparative advantages of a range of theo-

retical approaches. The combination of several quantitative measures of

diversity affords policy makers a more comprehensive understanding of the

dynamics and factors that shape regional economic activity – a key prereq-

uisite for sustainable economic development. In many instances, however,

this approach mightgive rise to contradictory signals that arise from differ-

ent measures of concentration. Applying several such measures to the non-

manufacturing high-tech industry in the Blacksburg-Christiansburg-Radford

Metropolitan Statistical Area2, I contend that even such apparent incon-

gruities can provide valuable inputs for economic developers as part of a

more rounded approach to fostering regional growth.

The remainder of this paper is structured as follows. Section II briefly

discusses the challenge of economic development and outlines the theoretical

background for different measures of concentration. Section III looks at the

dimensions of three groups of quantitative measures, whereas section IV

summarises the empirical findings of these metrics in the context of the

non-manufacturing high-tech industry for the Blacksburg MSA. Section V

reviews possible policy implications and offers some conclusions.
2Blacksburg MSA hereafter.
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2 From Theory to Implementation

In recent years, globalisation has raised old fundamental questions regard-

ing economic development in a new context. Why are economic activity

and prosperity spread so unevenly around the globe? Do trade and – more

generally – spatial interaction necessarily narrow these differences? What

explains the discrepancy between the predictions of theory and what hap-

pens in reality?

In response, policy debates in many industrialised countries have shifted

their focus from international development issues to rising domestic regional

inequalities. In the United States, for example, the analysis of regional

disparities is beginning to feature high on institutional research agendas,

even at federal agencies that do not have an explicit mandate to foster

economic development, such as the Federal Reserve Banks (Yellen, 2006).

2.1 Basic Hypothesis

Economic base theory provides a widely-used starting point when analysing

what makes cities and regions grow. It is founded on the tenet that external

demand for a region’s products is the primary determinant for regional pros-

perity, while endogenous demand – affecting growth through the multiplier

– is of secondary importance. Distinguishing between basic and non-basic

(or residentiary) industries, development strategies based on economic base

theory focus primarily on increasing export growth, infrastructure develop-

ments and import substitution.

In this context, determining regional export activity is particularly im-
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portant and location quotients (LQs) are the most frequently employed mea-

sure of relative sectoral specialisation. While many extensions and refine-

ments have been offered, economic base theory is generally faulted for being

too coarse a tool for explaining the complexities of regional change.3

2.2 Additional Factors

Clearly, external demand is not the only exogenous driver of change nor do

aggregated multipliers offer sufficient granularity to measure the dynamics

of regional economic growth and decline. Ranging from theories of spatial

concentration and neoclassical trade and growth theories to product cycle

theories, theories of flexible production and clusters, and entrepreneurship

theory, a vast array of literature is addressing the shortcomings of economic

base theory. Broadly speaking, these theories deal with additional drivers of

concentration and dispersion which can be summarised into the following,

mutually non-exclusive categories:

• Agglomeration economies,4

• transportation, transaction and other input costs,

• changes over the product or the spatial life cycle, and

• sources of locational competitive advantages.5

As economic base theory has been complemented by the emergence of

these more elaborate models, the one-dimensionality of LQs has been supple-
3See for example the staple theory approach by North (1955) and its critique by

Tiebout (1956).
4See Feser (1998) for a detailed overview of a variety of agglomeration concepts.
5Porter’s “diamond” (2000), for instance, is based on firm context, input factor condi-

tions, demand and supply conditions and knowledge spillovers.
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mented by a series of alternative measures of economic dispersion. The next

section provides a tour d’horizon of the most widely cited such quantities.

3 A Comparison of Alternative Measures

Reflecting the fact that it would be futile to reduce complex dynamics to

a singular metric, quantitative measure of regional economic activity are

often complementary. While each addressing slightly different dimensions

and frequently grounded in distinct theories, they can be largely grouped

into two categories: locational and agglomeration measures.6

3.1 Locational Measures

As discussed above, LQs are a standard measure of employment distribution

that controls for the size of the region. A value of greater than unity indicates

that there is an above average proportion of employment in a given industry

in a given region. Industries with a value above 1.25 are generally viewed

as constituting the core of the export-oriented economic base. 7

Although LQs are widely used, their main drawback is that they ignore

any dimension of industry clustering within the region. In other words, LQs

only measure the relative importance of an industry and do not provide a

measure for the industry’s absolute size in that region. This limits their use

as a policy indicators since it is possible to obtain high LQs for very small
6A comprehensive definition and the mathematical formulæ for each of these measures

is relegated to the appendix. Several of the agglomeration measures require county level
data with the BLS unfortunately does not disclose for the high-tech industry. These
measures are thus not computed in the empirical section.

7See e.g. Malizia and Feser (1999).
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local industries.

In order to capture the ‘mass effects’ of larger industries irrespective of

relative concentration, Fingleton et al. (2004) propose a measure for hor-

izontal clustering (HC). This measure accounts for possible agglomeration

effects in terms of the numbers of jobs in a specific industry and is defined

as the number of jobs that exceeds the expected number of jobs in the local

industry if it had the same share as the national economy.

3.2 Agglomeration Measures

Locational measures do not address the geographic dispersion and uneven

distribution of employment within subregions of an area under study. The

Herfindahl-Hirschman index (HHI) is the most simple measure to overcome

this specific shortcoming. While the HHI assumes that all subregions have

the same area and it is sensitive to the number of firms in each industry, its

main advantage stems from its computational simplicity.

The locational Gini coefficient (LGC) also accounts for agglomeration

and concentration within a specific region, but in a most sophisticated way

than the HHI. Commonly defined as the measure of the inequality of an

industry’s regional distribution, the LGC is the ratio of the mean of the

difference between individual LQs and the mean LQ. It tends to be the

most widely used measure of industrial concentration in the literature of the

new economic geography.8

However, both the HHI and the LGC fail to reflect a firm’s intentional lo-

cational selection. In other words, these measures do not distinguish whether
8See Krugman (1991; 1995) for a comprehensive overview.
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industries occur at a specific location randomly, or on the basis of specific

considerations, such as spill-over effects or natural advantages. Further-

more, these indices are not comparable across industries and regions. An

increasingly popular index proposed by Ellison and Glaeser tackles these

aspects and measures to what extent patterns of industrial concentration

differ from a situation if firms had “chosen locations by throwing darts at a

map” (Ellison and Glaeser, 1997, p.890).9

3.3 Risk-reward Measure

While locational and agglomeration measures account for different dimen-

sions of uneven economic development, they are less useful to capture uneven

development over time, particulary when focusing on employment growth.

Indeed, employment growth is one of the most important criteria for eco-

nomic developers when selecting target industries.

Drawing from financial theory and portfolio construction, Berry and

Blackwell (2005) introduce a measure of employment variability. The so-

called employment beta enables economic planners to consider the volatility

of employment in combination with the growth of employment in target in-

dustries. Like investors who generally prefer the less volatile of two stocks

with similar returns, this measure suggests that – given the choice between

two industries with similar (historical) employment growth – policy makers

are best advised to target the industry which exhibits less ups and downs

in employment over the economic cycle.

Clearly, the individual assumptions behind these different measures make
9See Feser (2000) for a critical review of this measure.
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their cross-comparability highly dependent on the specific context in which

they are applied. Indeed, the question regarding the most suitable measure

of the geographic concentration of economic activity still remains a highly

contentious issue (Spieza, 2003).

4 Empirical Results

Inspired by the success stories of Silicon Valley, Massachusetts’ I-128 corri-

dor and the Research Triangle in North Carolina, the high-tech industry has

perhaps received more attention from economic developers than any other

industry. Despite its limited share of overall employment in most regions

(rarely exceeding 5%), the high growth potential of technology intensive in-

dustries has become a central element in regional economic development.

As the traditional manufacturing sectors in industrial countries have either

matured or are declining, the theoretical and empirical focus of economic

development has shifted to private and public sector high-tech organisa-

tions and non-profit research institutions. In this context, high-tech is often

equivalent to high R&D expenditures (Goldstein and Luger, 1993).

The American Electronics Association (2003) provides a widely used 6-

digit NAICS code definition of the high-tech industry which distinguishes

between between manufacturing and non-manufacturing high-tech. As the

performance of former is often inextricably linked to the presence of an old-

economy manufacturing hub, the latter displays most of the characteristics

which are associated with the knowledge-based new economy, receiving more

attention in the literature as a result.
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Evidence from product cycle theory suggests that high-tech clusters are

indeed cycle- or stage-dependent, which adds to the appeal of the non-

manufacturing high-tech industry as a natural target area for policy ac-

tion.10 While both types of high-tech industries are present in the case of

the Blacksburg MSA, I will therefore only focus on the non-manufacturing

high-tech industry. Table 1 lists the relevant industries and their NAICS

classification which are grouped into communication and software and tech-

nology services.

4.1 The Blacksburg MSA

The town of Blacksburg and the City of Radford each enjoy a dominant

presence while the town of Christiansburg, and Pulaski and Giles counties

are present in a more peripheral capacity.11 Manufacturing, as has been

traditionally the case in southwestern Virginia, remains a key influence in

the region’s economy. Furthermore, Virginia Tech and Radford University

are significant economic drivers within the area as well.

Table 2 confirms that employment in the Blacksburg MSA is strongly

bipolar, with a heavy concentration in two key industries, Manufacturing

(NAICS 31–33) and Educational Services (NAICS 61). Looking at employ-

ment within these industries reveals similar, hub-and-spoke industrial orga-

nizational structures in both poles; Volvo acting as the centre of a private

sector, manufacturing-based hub and Virginia Tech (and to a lesser de-

gree Radford University) as the center of a public-sector, educational hub.
10See e.g. Bresnahan et al. (2001).
11This outline of the economy and industrial structure of the Blacksburg MSA draws

from Bieri et al. (2006).
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Figure 1 substantiates that both manufacturing and educational services

display a level of specialization that significantly exceeds national and state

levels, with education being marginally more specialized (LQ=2.23) than

manufacturing (LQ=2.03).

4.2 Non-manufacturing High-Tech Industry

Employment in the non-manufacturing high-tech industry (NMHTI) in the

Blacksburg MSA falls into two NAICS supersectors: Information (NAICS

51) and Professional and Technical Services (NAICS 54).

Table 3 illustrates that in 2005 some 1,670 jobs or 2.5% of the re-

gion’s employment were accounted for by the NMHTI.12 Over 85% of the

non-manufacturing high-tech employment is concentrated in software and

technology services with computer, engineering and R&D-related industries

alone accounting for three-thirds. Combined with the fact that over two-

thirds of these jobs are concentrated in Montgomery county, this provides a

first clear indication for the presence of possible agglomeration effects around

Virginia Tech.

The two measures of dispersion (LQs and HCs) presented in table 4

reveal that the NMHTI has become increasingly specialised over the last

decade. While there is some evidence of a shake-out in a few industries –

most likely connected to the burst of the internet bubble – the specialisation

of the dominant players is particularly pronounced in engineering and R&D-

related services, with LQs of 1.28 and 1.30 respectively. Furthermore, the

HCs for these industries uncover increasing regional clustering which pro-
12This compares to the national average of 3.3%.
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vides additional support for the presence of agglomeration forces. Indeed,

in 2005 some 10% of the MSA’s non-manufacturing high-tech employment

shows explicit cluster characteristics.13

Overall, the evolution of the region’s industry specialization from 1990

to 2005 reveals that the two economic powerhouses (education and manu-

facturing) have broadly maintained their positions and continue to form the

economic base. At the same time, as is highlighted in figure 1 by the red

and yellow bubbles, the NMHTI-based sectors unambiguously represent the

area’s emerging industries. Accordingly, figure 2 reveals that the regional

wage gaps have been closing and that the catch-up rate does not appear to

be related to the deviation from the national averages, but seems to reflect

industry-specific and regional phenomena.

4.3 A hub-and-spoke cluster?

Much of the quantitative evidence presented thus far permits the inference

that the location of NMHTI in the Blacksburg MSA is strongly influenced by

the presence of Virginia Tech. While the high-tech industry may even thrive

in the absence of a major research university (Mayer, 2005), the Blacksburg

MSA does not seem to have bucked conventional wisdom.

The shift-share analysis of employment changes in the NMHTI offers

additional evidence. Table 5 indicates that, whilst a large part of the job

growth can be assigned to national factors, there are some notable excep-

tions. In particular, for the key industries identified above (i.e. computer,
13The HCs in table 4 bring to light that for engineering and R&D there are almost 200

jobs in excess of what could be expected from the national industry norm.
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engineering and R&D-related services) an overriding part of job creation

arose due to local factors. This finding is certainly consistent with the

hypothesis that Virginia Tech exerts substantial gravitational pull on the

high-tech industry.

In summing up, we can reasonably assume that the spatial concentration

of the NMHTI is best approximated by a hub-and-spoke model or even –

given that Virginia Tech is a public entity – by a state-anchored district.14

With a theoretical model of industrial organisation now corroborated by

quantitative evidence, the following section discusses what this entails for

policy makers.

5 Policy Implications

So far, the NMHTI in the Blacksburg MSA bears all the hallmarks of an

emerging industry that is successfully clustering around one of the existing

employment hubs in the region. In addition, the employment growth – one

of the most important criteria for selecting target industries – illustrates

that high-tech also means high-performance in this instance: over the last

decade, NMHTI employment grew by a stellar 56.2%, as opposed to the sub-

par growth of the rest of the MSA in comparison to the national average

(9.4% vs. 11.7%, see table 5).

Does this showcase evidence, however, automatically render the high-

tech industry a winner for economic developers? This question is inextricable

linked to the issue of sustainability and a target industry’s performance over
14This terminology follows Markusen (1996) who proposes three alternative concepts of

industrial districts, namely hub-and-spoke, satellite platforms and state-anchored districts.
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the economic cycle.

5.1 Elements of policy design

In addition to location and agglomeration measures, therefore, the employ-

ment beta provides further useful insights for policy makers. In fact, table 6

reveals that the most dominant players in the NMHTI in the Blacksburg

MSA have a historically high employment volatility. In combination with

their high employment growth, however, this still permits the NMHTI to be

classified as acceptable target industries for economic development.

The usefulness of this measure as a guide for policy direction is further

illustrated by briefly looking at the manufacturing high-tech industry which

is also present in the Blacksburg MSA, clustering around the second of its

two hubs. In this case, by contrast, the unfavourable combination of low

growth and high volatility strongly cautions against any pro-active targeting

by planners.

While a complementary mix of measures of economic concentration are

a critical tool for planners and developers, additional quantitative measures

will further improve policy design. Indicators of innovation (e.g. the number

of patents) or entrepreneurial activity (e.g. firm size or wage growth) yield

specific information that will enhance the effectiveness economic develop-

ment initiatives. Table 7 highlights that NMHTI firms in the Blacksburg

MSA are smaller than the national average. This might be an indicator for

a high presence of start-ups in the region and warrant economic planners to

focus on designated entrepreneurship policies.
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5.2 Directions for policy makers

Even if picking a winner is a necessary element of a successful region devel-

opment plan, it is by no means a sufficient one. Particularly in the context

the current debate which focuses extensively on the high-tech industry, two

important elements with regard to the normative focus of the policy debate

seem important. In most regions, high-tech employment is concentrated

only in a few industry segments and – although a rapidly growing sector of

the economy – employment in the high-tech industry is only a small frac-

tion of the regional total. More broadly speaking, there are no quick wins

in economic development, not even with high-tech.15

Policy makers also ignore specific industry and regional linkages at their

own peril; as much as 20% of a region’s observed geographical concentration

can be explained by natural advantages in resources or labour markets (El-

lison and Glaeser, 1999). Put differently, where there is no hub, spokes are

unlikely to develop.

Good policies do not depend on good theory alone, they also rely on

sound implementation – an aspect that seems all too frequently forgotten

in practice (Wood, 2001). Be it simple const-benefit studies or more sophis-

ticated modes of inquiry, like a cluster analysis, effective research should

be designed with clear policy questions in mind and it should be transpar-

ent. In economic development policy making, good scientific practice is not

grounded on quantitative measures alone, but relies on a prudent mix of
15Looking at the biotech industry in the US, Cortright and Mayer (2001; 2002) conclude

that development of successful high-tech clusters requires considerable amounts of time
and investment. Furthermore, success critically depends on the research capacity and the
ability to convert research into commercial activity.
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quantitative (top-down) and qualitative (bottom-up) methods; measures of

concentration and dispersion or input-output modelling ought to be com-

plemented by interviews, surveys and focus groups (Feser and Luger, 2003).
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A Definition of Measures

The various quantitative measures of economic concentration are defined in
detail in this section.

A.1 Locational Measures

The location quotient (LQ) is the standard measure of employment distri-
bution that controls for the size of the region. The relative concentration of
industry i in region j is defined as

LQi =
(Eij/Ein)
(Ej/En)

(A-1)

where, Eij is employment in industry i in region j, Ej is total employment in
region j, Ein is national employment in industry i, and En is total national
employment. Thus, a LQ of greater than one indicates that there is an above
average proportion of employment in a given industry in a given region.
Industries with an LQ above 1.25 are generally viewed as constituting the
export-oriented economic base.

A.1.1 Horizontal Clustering

Horizontal clustering (HC) is an alternative measure that accounts for pos-
sible agglomeration effects in terms of the numbers of jobs in a specific
industry. As such, it is the arithmetic equivalent to a bubble chart which
accounts for an industry’s gravitational pull over and above what is expected
to occur at the national level. HC can then be written as

HCi = Eij − Êij , (A-2)

where Êij = Ej × Ein
En

by setting L̂Qi = 1.

A.2 Agglomeration Measures

Location measures generally ignore geographic dispersion and uneven dis-
tribution of employment within subregions of an area under study. Agglom-
eration measures are designed to overcome this shortcoming.
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A.2.1 Herfindahl-Hirschman Index

In the context of industry employment concentration within an MSA the
simplest such measure is the Herfindahl-Hirschman Index (HHI). It is defined
as

HHIi =
n∑

i=1

s2
i , (A-3)

where si is simply industry i’s LQ at the level of the subregion compared
to the MSA and n is the number of counties within the MSA.16 The index
is equal to 1 if there is absolute concentration and it takes a value of 1

n if
employment in the industry is equally dispersed across the MSA.

A.2.2 Locational Gini Coefficient

The locational Gini coefficient (LGC) also accounts for agglomeration and
concentration within a specific region, but in a most sophisticated way than
the HHI. It is defined as

LGCi =
∑n

i=1

∑n
j=1 |xi − xj |

2n(n− 1)µ
, (A-4)

where xi and xj are the LQs of industries i and j in each of the subregions,
µ is the mean of the LQs in the MSA and n is the number of counties.

A.2.3 Ellison-Glaeser Index

The Ellison-Glaeser index (EG) measures how industrial concentration pat-
terns differ from a situation where firms in a purely random manner. The
index is defined as follows

EGi =
∑n

i=1(si − xi)2 − (1−
∑n

i=1 x2
i )

∑m
j=1 z2

j

(1−
∑n

i=1 x2
i )(1−

∑m
j=1 z2

j )
, (A-5)

where si, xi and n have the same definitions as above; zi is the share of the
6-digit NAICS subsector establishments in sector j and m is the number of
6-digit subsectors.

16In the context of MSA-level data, counties are commonly assumed to be the subre-
gions. For the Blacksburg MSA, we would set n = 4 since it includes Giles, Montgomery,
Pulaski counties and the city of Radford.
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B Tables

Table 1: AeA Definition of Non-Manufacturing High-Tech Industries (6-digit
NAICS code)a

NAICS Industry Description NAICS Industry Description

Communication Services
Communications Services

517110 Wired Telecom Carriers 517410 Satellite Telecom
517211 Paging Services 517510 Cable & Other Program Distribution
517212 Cellular & Other Wireless Telecom 517910 Other Telecom
517310 Telecom Resellers

Software and Tech Services
Software Publishers

511210 Software Publishers
Computer Systems Design and Related Services

541511 Custom Computer Programming 541513 Computer Facilities
541512 Computer Systems Design

Management
541519 Other Computer Related Services

Internet Services
518111 Internet Service Providers 518210 Data Processing, Hosting,
518112 Web Search Portals & Related Services

Engineering Services
541330 Engineering Services

R&D and Testing Labs
541710 R&D in the Physical, 541380 Testing Laboratories

Engineering & Life Sciences
Computer Training

611420 Computer Training

a The AeA’s NAICS-based definition of high-tech industries is widely accepted and has been
adopted by third parties, including regional Federal Reserve Banks, the Brookings Institution,
the Bureau of Labor Statistics, and foreign governments such as Israel and the United Kingdom.
Sources: American Electronics Association (2003), New Economy Index (2002).
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Table 4: Comparative measures of dispersion for non-manufacturing high-
tech employment in the Blacksburg MSA (6-digit NAICS code), 1996–2005a

1996 2005
NAICS Industry Description LQ HC LQ HC

517110 Wired Telecom Carriers 0.67 -101 0.78 -55
517212 Cellular & Other Wireless Telecom 0.66 -15 0.25 -63
517310 Telecom Resellers 0 0 0.09 -61
517510 Cable & Other Program Distribution 0.85 -8 0.81 -13
511210 Software Publishers 0.24 -67 0.40 -70
541511 Custom Computer Programming 0.38 -102 0.90 -27
541512 Computer Systems Design 0.76 -39 0.74 -66
541519 Other Computer Related Services 0.52 -20 0.04 -50
518111 Internet Service Providers 0.33 -18 0.34 -32
518210 Data Processing, Hosting, & Related Services 0.22 -109 0.21 -104
541330 Engineering Services 1.05 17 1.28 114
541710 R&D Physical, Engin., & Life Sciences 0.67 -64 1.30 75
541380 Testing Laboratories 0.78 -13 0.50 -35

a Location quotients (LQ) are defined against the national base (LQ > 1.25 indicates high special-
isation), horizontal clustering (HC) are defined as the of jobs in excess of what would be expected
on the basis of the concentration at the national level; positive values (highlighted in bold) indi-
cate clustering within an industry. Sources: BLS Quarterly Census of Employment and Wages
and author’s calculations.
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Table 5: Non-Manufacturing high-tech employment shift-share analysis for
the Blacksburg MSA (6-digit NAICS code), 1996–2005a

NAICS Code Industry 1996 2005 Change National Industry Local

Total, MSA employment 59,330 64,904 9.4%
Total, high-tech employment 1,068 1,671 56.2% 1,193 124 478

517110 Wired Telecom Carriers 202 195 -3.5% 226 -56 -31
517212 Cellular & Other Wireless Telecom 29 21 -2.8% 33 25 -12
517310 Telecom Resellers 0 6 — 0 0 6
517510 Cable & Other Program Distribution 45 54 20.0% 50 8 4
511210 Software Publishers 21 47 124.7% 24 5 24
541511 Custom Computer Programming 62 233 276.3% 69 31 164
541512 Computer Systems Design 121 185 53.5% 135 58 49
541519 Other Computer Related Services 22 2 -90.9% 25 3 -23
518111 Internet Service Providers 9 17 88.8% 10 7 6
518210 Data Processing, Hosting, & Rel. Serv. 31 27 -12.9% 35 -5 -8
541330 Engineering Services 352 523 48.6% 393 46 129
541710 R&D Physical, Engin., & Life Sciences 129 326 153.0% 144 27 182
541380 Testing Laboratories 45 35 -22.2% 50 6 -15

a Shift-share analysis attributes the total change in regional employment to different factors,
namely a national share, the industry mix and local influences. Sources: BLS Quarterly Census
of Employment and Wages and author’s calculations.
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Table 6: Selected national industry groupings by employment growth and
beta, 1990–2005a

Desirable Target Industries: High growth/low volatility
NAICS Growth Beta Industry Description

6113 3.48% 0.31 Colleges, universities, and professional schools

Acceptable Target Industries: High growth/high volatility
NAICS Growth Beta Industry Description

5415 7.63% 4.38 Computer systems design and related services∗

5112 2.16% 3.22 Software publishers∗

Less Acceptable Target Industries: Low growth/low volatility
NAICS Growth Beta Industry Description

3345 -1.55% 0.63 Navigational, measuring, electrical and control instruments∗

Unacceptable Target Industries: Low growth/high volatility
NAICS Growth Beta Industry Description

3344 1.28% 4.07 Semiconductor and other electronic components∗

3361 0.59% 6.15 Motor vehicle manufacture
3343 -4.61% 1.82 Audio and video equipment manufacture∗

a High-tech industries are marked with an asterisk (∗). The employment beta relates the em-
ployment variability in a 4-digit NAICS industry to the employment variability of total non-farm
employment. Industries with high employment betas are more vulnerable to layoffs and plant
closings. Source: Berry and Blackwell 2005.
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Table 7: Average firm size and wage growth in the non-manufacturing high-
tech employment in the Blacksburg MSA (6-digit NAICS code), 1996–2005a

Avg. Firm Size Wage Growth†

NAICS Industry Description Nation MSA Nation MSA

Total 15 20 3.4% 3.5%
Total, high-tech 13 10 4.4% 4.2%

517110 Wired Telecom Carriers 26 15 3.3% 1.7%
517212 Cellular & Other Wireless Telecom 18 3 3.7% -3.1%
517310 Telecom Resellers 18 6 2.8% —
517510 Cable & Other Program Distribution 38 14 3.8% 6.3%
511210 Software Publishers 24 12 3.7% 1%
541511 Custom Computer Programming 8 7 4.1% 5.3%
541512 Computer Systems Design 8 8 3.3% 6.0%
541519 Other Computer Related Services 7 2 3.6% 3.6%
518111 Internet Service Providers 13 3 6.3% 8.8%
518210 Data Processing, Hosting, & Related Services 21 4 4.1% 11.2%
541330 Engineering Services 14 16 3.6% 3.1%
541710 R&D Physical, Engin., & Life Sciences 30 12 4.7% 5.3%
541380 Testing Laboratories 17 9 4.4% 6.2%

a Average firm size is defined as the total average employment divided by the average number
of establishments; † Average annual wage growth from 1996 to 2005, with annual compounding;
— = Not computed. Sources: BLS Quarterly Census of Employment and Wages and author’s
calculations.
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C Figures

Figure 1: Structural Changes and Economic Development within the
Blacksburg-Christiansburg-Radford MSA, 1990 vs. 2005a

aSize of the bubbles is the average employment per 2-digit NAICS industry in 2005. Sources:
BLS Quarterly Census of Employment and Wages and author’s calculations.
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Figure 2: Development of nominal wages within the Blacksburg-
Christiansburg-Radford MSA, 1990 vs. 2005a

aSize of the bubbles is the average annual industry wage in nominal US$ terms. In a number of
key industries the regional wage gap is closing from 1990 to 2005. The catch-up rate is not related
to the deviation from the national averages, but seems to reflect industry-specific and regional
demand and supply determined phenomena. Sources: BLS Quarterly Census of Employment and
Wages and author’s calculations.


