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This paper discusses the control of nonlinear stochastic systems and, in particular, linear systems with unknown parameters. It is shown how the optimal policy utilizes preposterior analysis to obtain the control values. The stochastic nature of the problem leads to the probing and caution properties of the control. Explicit expressions of the probing and caution terms in a stochastic control problem are presented. These terms are obtained by a closed-loop approximation of the stochastic dynamic programming equation. An approximate value of information can be evaluated and the benefit to be derived from probing (experimentation) can be traded off against its cost. The interplay between caution and probing is illustrated by an example. The performance of the closed-loop control obtained from the above approximation of the stochastic dynamic programming is compared with several suboptimal controls as well as the optimal one.

1. INTRODUCTION

Many models used in economic decision making are assumed to be linear but it is generally accepted that the parameters of these models are imperfectly known and sometimes time-varying. The decision (or control) problem in linear systems with unknown parameters is actually a nonlinear stochastic control problem. The optimal solution of all but a few stochastic control problems is not known and cannot be obtained numerically because of the dimensionality associated with the numerical solutions [B1]. The notable few exceptions are the linear-quadratic problem [S3, T5, A1], and the exponential-linear-quadratic problem [S2]. The optimal stochastic control is obtained by applying the principle of optimality [B1] and, unless a closed-form solution can be guessed and verified, as in the above two problems, suboptimal solutions are usually sought. Since one has to give up on the optimality, it is desirable to obtain a solution that has, at least, the features (structural characteristics) of the optimal solution. Therefore, it is important to be able to define the structure of the optimal solution, i.e., what types of information can be available to the controller and how are they used.

It is well known that, in stochastic control problems, utilizing observations improves the performance over the open-loop controls because the utilization of measurements on the system reduces the uncertainty (see, e.g., [M1]). A non-anticipative control cannot, obviously, use future observations that can benefit the performance of the control; however, the probabilistic description of these observations can reveal the “value of the future information” before they are actually taken. Therefore, while being non-anticipative, a control can still “look into the future” and utilize what is presently known about the information to be obtained later. This is called “preposterior analysis” [R1].

This type of control, called closed-loop because it “anticipates” that the loop will be closed in the future, is to be distinguished from the feedback type (see [B3, B4] for details). The latter utilizes the past measurements, but it does not
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"anticipate" (via a probabilistic description) the future measurements. Since most of the existing suboptimal algorithms (where the optimal is not known) for many problems of practical importance are of the feedback type, it is of interest to see how closed-loop type algorithms can be derived and what improvements can be obtained in the performance over existing feedback algorithms.

It is in light of this property of anticipating the value of future information by using the statistics of the future measurements that a closed loop stochastic control algorithm is examined. Namely, the algorithm developed in [T1], [T2] for a large class of systems that includes linear systems with unknown parameters is discussed in Section 2 and a rigorous derivation of it is given. It is shown how the control can carry out experiments, i.e., it can probe the system in anticipation of the value of the information to be derived from future observations. This probing of the system is done by utilizing Feldbaum’s “dual effect” [F1]. A control is said to have a dual effect if, in addition to its effect on the state, it can affect the estimation—then it can be used for “active information storage” [F1], or, in other words, it can actively learn. An explicit expression of the value of future information which weights the future uncertainty in the state is derived. The other aspect of controlling a stochastic system is the need for caution [F1, J1]. A caution term is obtained which includes the uncertainties that cannot be affected by the control but their weightings in the cost depend on it.

The conflict between caution and probing is illustrated in a numerical example in Section 3. Comparisons of the closed-loop control algorithm with the certainty equivalence algorithm, the adaptive algorithms of MacRae [M2] and Chow [C2], the open-loop-optimal feedback and the optimal one are presented. The optimal control was obtained by extensive Monte Carlo simulation such that the results of the comparison can be stated with very high confidence.

2. A STOCHASTIC CLOSED-LOOP CONTROL ALGORITHM FOR NONLINEAR SYSTEMS

Feldbaum [F1], Aoki [A1] and Dreyfus [D1] stressed the importance of closed-loop controllers. They showed in several examples the improved performance one can achieve due to the closed-loop property. In this section, the suboptimal stochastic closed loop control algorithm ( "dual control") developed in [T1, T2] is discussed in light of the concepts presented in [B3] and a rigorous derivation is presented.

Consider the system whose state, an n-vector, evolves according to the equation

\[ x(k+1) = f[k, x(k), u(k)] + v(k) \quad k = 0, 1, \ldots, N-1 \]  

and with observations (m-vector)

\[ y(k) = h[k, x(k)] + w(k) \quad k = 1, \ldots, N \]

where \( x(0) \) is the initial condition, a random variable with mean \( \hat{x}(0|0) \) and covariance \( \Sigma(0|0) \); \{v(k)\} and \{w(k)\} are the sequences of process and measurement noises, respectively, mutually independent, white and with known statistics up to second order. For simplicity we shall assume they are zero-mean. For the
purpose of the control algorithm to be derived no assumptions about the distributions of these random variables are needed.

The cost function is taken as
\[
C(N) = \psi(x(N)) + \sum_{k=0}^{N-1} L[x(k), k] + \phi(u(k), k)
\]
and the performance index is
\[
J(N) = E[C(N)].
\]

In the case of a linear system with unknown parameters, \(x\) is the "augmented" state, a stacked vector that includes the unknown parameters.

Rather than using the exact information state \(\{y', 1_jk - \}\) the following approximate "wide-sense" information state is used.
\[
\Theta^k = \{\hat{s}(k|k), \Sigma(k|k)\}
\]
i.e., the conditional mean and covariance of \(x(k)\). The computation of \(\Theta^k\) can be done by a number of approximate methods, e.g., extended Kalman filter, second order filter, or non-linear filter.

Assume now that the system is at time \(k\) and a closed-loop control \(B31\) is to be computed using \(\Theta^k\) and the present knowledge (statistical) about the future observations.

The cost-to-go for the last \(N - k\) steps is
\[
C(N - k) = \psi(x(N)) + \sum_{j=k}^{N-1} L[x(j), j] + \phi(u(j), j)
\]

The principle of optimality [B1] with the information state (2.5) yields the following stochastic dynamic programming equation for the closed-loop-optimal expected cost-to-go at time \(k\)
\[
J^*(N - k) = \min_{u(k)} E[L[x(k), k] + \phi(u(k), k) + J^*(N - k - 1)|\Theta^k].
\]

The main problem is to obtain an approximate expression for \(J^*(N - k - 1)\) while preserving its closed-loop feature, i.e., this expression should incorporate the "value" of the future observations. Note that \(J^*(N - k - 1)\) is obtained by the closed-loop minimization [B1, B3] of \(C(N - k - 1)\). In order to find an explicit solution to this minimization, the cost-to-go \(C\) for the last \(N - k - 1\) steps is expanded about a nominal trajectory as follows. Let the nominal trajectory be
\[
x_0(j + 1) = f[j, x_0(j), u_0(j)] \quad j = k + 1, \ldots, N - 1
\]
where \(u_0(j), j = k + 1, \ldots, N - 1\) is a sequence of nominal controls (to be discussed later) and the initial condition for this nominal trajectory is taken as
\[
x_0(k + 1) = \hat{x}(k + 1|k; u(k))
\]
i.e., the predicted value of the state at \(k + 1\) given \(\Theta^k\) and the control (yet to be found) \(u(k)\). The expansion of the cost-to-go (2.6) with \(k\) replaced by \(k + 1\) is, with terms up to second order,
\[
C(N - k - 1) = C_0(N - k - 1) + \Delta C_0(N - k - 1)
\]
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where

$C_0(N-k-1) = \sum_{j=k+1}^{N-1} L[x_0(j),j] + \phi[u_0(j),j]$

is the cost along the nominal and

$\Delta C_0(N-k-1) = \sum_{j=k+1}^{N-1} L[x_0(j),j] \delta x(N) + \phi[u_0(j),j] \delta u(j) + \sum_{j=k+1}^{N-1} \left[ \delta x'(j) L_0,xx(j) \delta x(j) + \phi_0,xx(j) \delta u(j) \right]$

is the variation of the cost about the nominal. The notations $L_0,xx, L_0,xu$ stand for the gradient and Hessian of $L$ w.r.t. $x$ evaluated along the nominal trajectory and

$\delta x(j) = x(j) - x_0(j)$

$\delta u(j) = u(j) - u_0(j)$

are the perturbed state and control, respectively.

The approximation of the closed-loop-optimal expected cost-to-go for the last $N-k-1$ steps is done now as follows:

$J^*(N-k-1) = \min_{u(N-k+1)} \mathbb{E}\left[ E[x(N-k-1) | \theta^{N-1}] \right]$

$= J_0(N-k-1) + \Delta J_0(N-k-1)$

where

$\Delta J_0(N-k-1) = \sum_{j=k+1}^{N-1} \mathbb{E}\left[ \delta x'(j) L_0,xx(j) \delta x(j) + \phi_0,xx(j) \delta u(j) \right]$

Note that the closed-loop minimization of (2.16) is over a cost quadratic in $\delta x(j), \delta u(j)$ for $j = k+1, \ldots, N-1$ as can be seen from (2.12). Furthermore, from the definition of the nominal trajectory (2.8) and the dynamics of the system (2.1), the perturbations (2.13) obey the following dynamic equation (with terms up to second order; $f_i$ denotes the Hessian of the $i$th component of $f$):

$\delta x'(j) + f_0,xx(j) \delta x(j) + \delta u'(j) f_0,xu(j) \delta u(j) + \delta x'(j) L_0,xx(j) \delta x(j) + \phi_0,xx(j) \delta u(j) + \phi_0,xu(j) \delta u(j) + v(j)$

with initial condition

$\delta x(k+1) = x(k+1) - x_0(k+1)$

Thus, the problem defined by (2.16) consists of the minimization of the quadratic cost (2.12) for the quadratic system (2.17) and is somewhat similar to...
the linear-quadratic problem. Up to terms of second order, the solution of this problem can be assumed to be of the form
\begin{equation}
J_0(N - k - 1) = g_0(k + 1)
+ E[p_0(k + 1) \delta x(k + 1) + \frac{1}{2} \delta x'(k + 1) K_0(k + 1) \delta x(k + 1)]^2.
\end{equation}

The proof by induction of the above is given in the Appendix. The algorithm for control of linear unknown systems with learning developed by Chow [C2], which is also of the closed-loop type, approximates the entire optimal expected cost-to-go by a second order expansion about a tentative path using numerical derivatives. This expansion is a function of the state, which is assumed to be observed perfectly. In contradistinction to this, the procedure discussed here utilizes a quadratic expansion of the cost prior to taking the expectations and the resulting perturbation cost $\Delta C_0$ can be minimized explicitly; a numerical minimization is required once at every period when obtaining the present control as will be seen later.

To emphasize the close-loop property of $J_0^*$, i.e., the manner in which it is a function of the future uncertainties, it is rewritten as follows (the detailed derivations are presented in the Appendix).
\begin{equation}
J_0^*(N - k - 1) = y_0(k + 1) + E[p_0(k + 1) \delta x(k + 1)
+ \frac{1}{2} \delta x'(k + 1) K_0(k + 1) \delta x(k + 1)]^2
+ \frac{1}{2} \sum_{j=k+1}^{N-1} \text{tr}[K_0(j + 1) Q(j) + \delta x_0(j) \Sigma_0(j)]
\end{equation}

where $\Sigma_0(j)$ is the covariance of the state along the nominal trajectory and $Q$ is the process noise covariance. The existence and uniqueness of the above solution is discussed in the Appendix.

The recursions that yield $y_0(k + 1), p(k + 1), K(k + 1)$ as well as the definition of $\delta x_0, Q$ can also be found in the Appendix (see (A.15)-(A.17) and (A.3), (A.5)-(A.8)).

Combining (2.20) with (2.14), the stochastic dynamic programming equation (2.7) that will yield $u(k)$ becomes
\begin{equation}
J^*(N - k) = \min_{u(k)} \{E[L[x(k), k] + \phi[u(k), k] + C_0(N - k - 1) + y_0(k + 1)
+ p_0(k + 1) \delta x(k + 1) + \frac{1}{2} \delta x'(k + 1) K_0(k + 1) \delta x(k + 1)]^2
+ \frac{1}{2} \sum_{j=k+1}^{N-1} \text{tr}[K_0(j + 1) Q(j) + \delta x_0(j) \Sigma_0(j)]\}
\end{equation}

From (2.9) and 2.18) it follows that
\begin{equation}
E[\delta x(k + 1)|\mathcal{F}^k] = E[\tilde{x}(k + 1)|k]\mathcal{F}^k] = 0
\end{equation}

and
\begin{equation}
E[\delta x'(k + 1) K_0(k + 1) \delta x(k + 1)|\mathcal{F}^k] = \text{tr}[K_0(k + 1) \Sigma(k + 1)|k]].
\end{equation}
Finally, dropping from (2.21) the first term which does not depend on \( u(k) \), and using (2.22), (2.23) the closed-loop control is obtained as

\[
(2.24) \quad u^{CL}(k) = \arg \min J^{CL}(N-k)
\]

\[
(2.25) \quad J^{CL}(N-k) \triangleq J_D(N-k) + J_C(N-k) + J_P(N-k)
\]

where

\[
J_D(N-k) \triangleq \phi[u(k), k] + C_0(N-k-1) + \gamma_0(k+1)
\]

is the deterministic part of the cost and

\[
(2.37) \quad J_C(N-k) \triangleq \frac{1}{2} \sum_{j=k+1}^{N} \text{tr} \left[ K_0(j+1)Q(j) \right]
\]

\[
(2.38) \quad J_P(N-k) \triangleq \frac{1}{2} \sum_{j=k+1}^{N} \text{tr} \left[ \mathcal{A}_{0,\alpha}(j) \Sigma_{ij}(j) \right]
\]

at the stochastic terms in the cost.

The first stochastic term, (2.27), reflects the effect of the uncertainty at time \( k \) and subsequent process noises on the cost. These uncertainties cannot be affected by \( u(k) \) but their weightings do depend on it. The effect of these uncontrollable uncertainties on the cost should be minimized by the control; this term indicates the need for the control to be cautious and thus is called caution term. The second stochastic term, (2.28) accounts for the effect of uncertainties when subsequent decisions will be made. As discussed in the Appendix, if the perturbation problem has a solution, then the weighting of these future uncertainties is non-negative (\( \mathcal{A}_{0,\alpha} \) is positive semidefinite). If the control can reduce by probing (experimentation) the future updated covariances, it can thus reduce the cost. The weighting matrix \( \mathcal{A}_{0,\alpha} \) yields approximately the value of future information for the problem under consideration. Therefore this is called the probing term.

The benefit of probing is weighted by its cost and a compromise is chosen such as to minimize the sum of the deterministic, caution and probing terms. The minimization of \( J^{CL} \) will also achieve a tradeoff between the present and future actions according to the information available at the time the corresponding decisions are made. A sufficient condition for the existence and uniqueness of the solution to the perturbation problem is that the sequence of nominal controls will minimize (2.11) subject to (2.8). In this case one also has

\[
(2.29) \quad \gamma_0(k+1) = 0 \quad k = 0, \ldots, N-1
\]

The preposterior analysis can be seen as appearing explicitly in the decision on the present control which is to be done using the "(prior)" estimate \( \Sigma_{ij}(j|j) \) of the future updated "(posterior)" covariance \( \Sigma(j|j) \) of the state.

To find the closed-loop control \( u(k) \), the minimization of (2.25) is performed using a search procedure. At every \( k \) to each control \( u(k) \) for which (2.25) is evaluated during the search there corresponds a predicted state (2.9) and to this predicted state a sequence of deterministic controls is attached that defines the nominal trajectory. The cost-to-go is then evaluated by expansion about this nominal and its variation (up to second order) is minimized in a closed-loop fashion. This leads to (2.25) where the possible benefit from probing (active
learning) as well as the need for caution appear explicitly. The only use of the nominals and perturbations is to make possible the evaluation of the cost-to-go optimized in a closed-loop manner. This procedure is repeated at every time a new control is obtained. While the computational requirements of this algorithm are significantly higher than those of the certainty equivalence algorithm, problems of modest size can be handled; for example, a 20 period problem for a system with a three dimensional state and six unknown parameters took approximately 45 s for a complete run on a Univac 1108 [T2].

The performance of this algorithm, which is of the "performance adaptive" type [S1], is examined in the next section for a simple example of a linear system with an unknown parameter. Its usefulness is, however, not limited for this class of problems (see [T4] for its application to a nonlinear system which had no unknown parameters).

3. EXAMPLE

Similarly to MacRae [M2], we shall consider the problem of controlling the system

\[ x(k+1) = ax(k) + bu(k) + c + v(k) \quad k = 0, 1, \]

with perfect observations of \( x \). The parameters \( a \) and \( c \) will be assumed known. The input gain will be unknown, time-invariant, with prior mean \( b(0) \) and variance \( \Sigma^b(0) \). The noise sequence \( v(k) \) is zero-mean, white, and with variance \( Q \). The cost function whose expected value is to be minimized is taken as

\[ C(2) = \frac{1}{2} \sum_{k=1}^{2} q(k)x^2(k) + ru^2(k - 1) \]

The initial state is \( x(0) = 0 \).

The augmented system with the state including the unknown parameter is

\[ x(k) = \begin{bmatrix} x_1(k) \\ x_2(k) \end{bmatrix} \triangleq \begin{bmatrix} x(k) \\ b(k) \end{bmatrix} \]

and obeys the nonlinear stochastic difference equation

\[ x(k + 1) = f[x(k)] + \nu(k) \]

where

\[ f[x(k)] = \begin{bmatrix} ax_1(k) + x_2(k)a(k) + c \\ x_1(k) \end{bmatrix} \]

\[ \nu(k) = \begin{bmatrix} v_1(k) \\ v_2(k) \end{bmatrix} = \begin{bmatrix} v(k) \\ 0 \end{bmatrix} \]

The covariance matrix of the augmented state (3.3) is denoted by \( \Sigma \).

* Only one case where the "goals" are zero is considered for simplicity.
The closed-loop cost $J^{CL}(2)$ to be minimized by the first period control $u(0)$ is, following the discussion of Section 2, as follows

$$J^{CL}(2) = J_d(2) + J_c(2) + J_pr(2)$$

where

$$J_d(2) = \frac{1}{2}ru^2(0) + C_d(1)$$

is the deterministic part of the total cost, and the stochastic part of the cost is divided into the "caution" and "probing" components given respectively by

$$J_c(2) = \frac{1}{2} tr\{K_0(1)\Sigma(1|0) + K_0(2)Q(1)\}$$

$$J_pr(2) = \frac{1}{2} tr\{s_o\Sigma(1|1)\}$$

Simulations were done for several cases. The values of the parameters that define each case are given in Table 1. The weighting of the final state was taken as $q(2)=1$ in each case.

**TABLE 1.**
**CASES SIMULATED**

<table>
<thead>
<tr>
<th>Case</th>
<th>Parameters</th>
<th>$a$</th>
<th>$b(0)$</th>
<th>$\Sigma^o(0)$</th>
<th>$c$</th>
<th>$Q$</th>
<th>$q(1)$</th>
<th>$r$</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>0.7</td>
<td>-0.5</td>
<td>0.5</td>
<td>3.5</td>
<td>0.2</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>II</td>
<td>0.7</td>
<td>-0.5</td>
<td>0.5</td>
<td>3.5</td>
<td>0.2</td>
<td>1</td>
<td>0.2</td>
<td></td>
</tr>
<tr>
<td>III</td>
<td>0.7</td>
<td>0</td>
<td>0.5</td>
<td>3.5</td>
<td>1</td>
<td>1</td>
<td>0.2</td>
<td></td>
</tr>
<tr>
<td>IV</td>
<td>0.7</td>
<td>-0.5</td>
<td>0.5</td>
<td>1</td>
<td>0.5</td>
<td>1</td>
<td>0.2</td>
<td></td>
</tr>
<tr>
<td>V</td>
<td>0.25</td>
<td>-0.5</td>
<td>0.5</td>
<td>1</td>
<td>0.5</td>
<td>1</td>
<td>0.2</td>
<td></td>
</tr>
<tr>
<td>VI</td>
<td>0.25</td>
<td>-0.5</td>
<td>0.5</td>
<td>1</td>
<td>0.2</td>
<td>0</td>
<td>0.2</td>
<td></td>
</tr>
</tbody>
</table>

Figure 1 presents, for Case I, the plot of the closed-loop cost from the initial time and its three components as defined above. The deterministic component (obtained by using the CE control as nominal) attains its minimum at the value $u^{CL}(0)=2.53$. The caution part $J_c$ is a monotonically increasing function of $u(0)$. This is due to the fact that a large input applied through the imperfectly known gain $b$ will lead to a large uncertainty. The probing term $J_pr$ is monotonically decreasing in the first period control—the larger this control, the more accurate estimates will be available subsequently.

The minimum of the closed-loop cost $J^{CL}$ is attained at $u^{CL}(0)=1.33$. This value is below $u^{CE}$ because the benefit from probing (decrease of $J_pr$) is much less than its cost, due mainly to the steep increase of $J_c$. Thus the problem under consideration the caution dominates the probing.

An interesting and important question is what is the value of the optimal first period control and how does the (suboptimal) $u^{CL}$ relate to it. Also the comparison with the open-loop optimal feedback control $u^{OL,OF}$, the adaptive controls of MacRae [M2] and Chow [C2], denoted, respectively, as $u^{AM}$ and $u^{AC}$ is of interest.* The three learning algorithms AM, AC and CL used CE controls as nominal.

* For the problem simulated here the algorithm of Rauser and Freebairn [R2] coincides with the one of MacRae [M2].
Since, for the problem under consideration the optimal control cannot be obtained exactly, a Monte Carlo simulation was carried out. Note that the optimal control prior to the last stage, \( u(1) \), is of the open-loop type and is given by

\[
 u^*(1) = \left[ x + (\hat{b}(1))^2 + \Sigma^{\text{out}}(1|1) \right]^{-1} \hat{b}(1)|ax(1)+c| 
\]

where \( \hat{b}(1) \) is the estimate of \( b \) after \( x(1) \) has been observed.

The expected value of the cost (3.2) for a given value of \( a(0) \) was evaluated by going through the following steps in each run:

1. The true \( b \) was obtained from a random number generator as \( \mathcal{N}(\hat{b}(0), \Sigma^b(0)) \), as implied by our Bayesian assumption.
2. The state $x(1)$ was computed using (3.1) with the chosen $u(0)$ and a noise $v(0)$.

3. With the realization $x(1)$ a new estimate $\hat{b}(1)$ was obtained and $u*(1)$ was then applied to yield $x(2)$. In this case instead of generating $v(1)$ its variance was directly added to the resulting $[x(2)]$ in order to reduce the variability of the result.

4. The cost (3.2) was then calculated.

This procedure was repeated $M = 10,000$ times and the average cost, $\bar{J}(2)$, together with its standard deviation are shown in Table 2 for the control algorithms considered. Each set of runs for a given first period control $u(0)$ used the same set of random numbers. This was done in order to get a meaningful comparison of the values of the cost for different values of $u(0)$. The optimum control was obtained from these extensive runs by using a line search procedure; its value and the corresponding cost are also given in Table 2.

Cases I and II are among those considered in [M2]; however, the goodness of the controls has not been investigated there. The reason OLOF performed quite well and, in some cases, better than all the other “learning” algorithms seems to

### Table 2

**Performance of Various Control Algorithms**

<table>
<thead>
<tr>
<th>Case</th>
<th>First period Control and Performance</th>
<th>Control algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$u(0)$</td>
<td>CE</td>
</tr>
<tr>
<td>I</td>
<td>$J$</td>
<td>2.53</td>
</tr>
<tr>
<td></td>
<td>$\sigma_1$</td>
<td>0.105</td>
</tr>
<tr>
<td>II</td>
<td>$u(0)$</td>
<td>5.30</td>
</tr>
<tr>
<td></td>
<td>$\sigma_1$</td>
<td>0.135</td>
</tr>
<tr>
<td>II</td>
<td>$u(0)$</td>
<td>5.30</td>
</tr>
<tr>
<td></td>
<td>$\sigma_1$</td>
<td>0.148</td>
</tr>
<tr>
<td>IV</td>
<td>$u(0)$</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>$J$</td>
<td>0.078</td>
</tr>
<tr>
<td>V</td>
<td>$u(0)$</td>
<td>1.51</td>
</tr>
<tr>
<td></td>
<td>$J$</td>
<td>2.114</td>
</tr>
<tr>
<td></td>
<td>$\sigma_1$</td>
<td>0.018</td>
</tr>
<tr>
<td>VI</td>
<td>$u(0)$</td>
<td>1.25</td>
</tr>
<tr>
<td></td>
<td>$J$</td>
<td>1.563</td>
</tr>
<tr>
<td></td>
<td>$\sigma_1$</td>
<td>0.012</td>
</tr>
<tr>
<td>VII</td>
<td>$u(0)$</td>
<td>0.34</td>
</tr>
<tr>
<td></td>
<td>$J$</td>
<td>0.656</td>
</tr>
<tr>
<td></td>
<td>$\sigma_1$</td>
<td>0.004</td>
</tr>
</tbody>
</table>
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stem from the short horizon of the problem. Furthermore, except for case IV, the accidental learning of $b$ at time 1 also contributed to this. In case IV, if $u(0) = 0$ then there is no accidental learning and active probing is needed. In all cases except IV caution dominates probing. In the last case, $u^{*}_2$ is second best while in the other cases it is worst.

These results point out that there is no superiority between the algorithms considered. The more sophisticated algorithms (AM, AC, CL), which are suboptimal, are not always better than the OLOF or even the CE. Note also the small difference between the performance of the various algorithms. Further work is required where these algorithms have to be compared on realistic problems. In order to see the interplay between caution and probing longer horizon problems should be considered. Since meaningful comparisons can be made only by Monte Carlo methods, the required computation time for results that can be stated with high significance appears to be the main stumbling block. Another aspect to be investigated is the trade-off between computational complexity and performance. Some preliminary results in this direction have been recently obtained by Norman [N1].

5. Conclusion

The structural properties of the closed-loop and feedback type controllers for stochastic problems have been discussed. It has been pointed out that a closed-loop controller “anticipates” the future observations via their statistical description. As a consequence of this, a closed-loop controller has the capability of probing the system to reduce the existing uncertainties. On the other hand, this controller will have to exercise caution in view of the uncertainties in the system. When minimizing the closed-loop approximation of the cost, such a controller will also achieve a trade-off between the present and future actions according to the information available at the time the corresponding decisions are made. Simulation results have been presented that compare several suboptimal control algorithms as well as the optimum.
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Appendix

The Closed Loop Optimization of the Cost-to-Go

Rewriting (2.16) in the stochastic dynamic programming form with the assumed closed-loop-optimal expected cost-to-go of the form (2.19) yields
Using (2.17) and retaining terms up to second order only, the above becomes

\[ \Delta J^*_0(N-j) = \min_{u} \mathbb{E}[L_{0,0}(j) \delta x(j) + \frac{1}{2} \Delta x'(j) K_{0,0}(j) \Delta x(j)] \]

where \( Q(j) \) is the covariance of \( v(j) \).

Denoting

\[ H_0(j) = L_{0,0}(j) + \phi_0(j) + p_0(j+1)K_{0,0}(j) \]

and rearranging the terms in (A.2) it becomes

\[ \Delta J^*_0(N-j) = \min_{u} \mathbb{E}[H_{0,0}(j) \delta x(j) + H_{0,u}(j) \delta u(j)] \]

with

\[ H_{0,u}(j) = H_{0,0}(j) + \phi_0(j)K_{0,0}(j+1)K_{0,0}(j) \delta x(j) \]

Denote

\[ \mathcal{K}_{0,0}(j) = H_{0,0}(j) + \phi_{0,0}(j)K_{0,0}(j+1)K_{0,0}(j) \]

\[ \mathcal{K}_{0,u}(j) = H_{0,0}(j) + \phi_{0,u}(j)K_{0,0}(j+1)K_{0,0}(j) \]

\[ \mathcal{K}_{u,0}(j) = H_{0,0}(j) + \phi_{u,0}(j)K_{0,0}(j+1)K_{0,0}(j) \]

\[ \mathcal{K}_{u,u}(j) = H_{0,0}(j) + \phi_{u,u}(j)K_{0,0}(j+1)K_{0,0}(j) \]

With these notations, the optimal perturbation control resulting from (A.4) is

\[ \delta u^*(j) = -\mathcal{K}_{0,u}(j) \mathcal{K}_{0,0}(j) \delta x(j) + H_{0,u}(j) \]

(A.1) \[ \Delta J^*_0(N-j) = \min_{\delta x(j)} \mathbb{E}[L_{0,0}(j) \delta x(j) + \frac{1}{2} \Delta x'(j) K_{0,0}(j) \Delta x(j)] \]

(A.2) \[ \Delta J^*_0(N-j) = \min_{\delta u(j)} \mathbb{E}[L_{0,0}(j) \delta x(j) + \frac{1}{2} \Delta x'(j) K_{0,0}(j) \Delta x(j)] \]

(A.3) \[ H_0(j) = L_{0,0}(j) + \phi_0(j) + p_0(j+1)K_{0,0}(j) \]

(A.4) \[ \Delta J^*_0(N-j) = \min_{u} \mathbb{E}[H_{0,0}(j) \delta x(j) + H_{0,u}(j) \delta u(j)] \]

(A.5) \[ \mathcal{K}_{0,0}(j) = H_{0,0}(j) + \phi_{0,0}(j)K_{0,0}(j+1)K_{0,0}(j) \]

(A.6) \[ \mathcal{K}_{0,u}(j) = H_{0,0}(j) + \phi_{0,u}(j)K_{0,0}(j+1)K_{0,0}(j) \]

(A.7) \[ \mathcal{K}_{u,0}(j) = H_{0,0}(j) + \phi_{u,0}(j)K_{0,0}(j+1)K_{0,0}(j) \]

(A.8) \[ \mathcal{K}_{u,u}(j) = H_{0,0}(j) + \phi_{u,u}(j)K_{0,0}(j+1)K_{0,0}(j) \]

(A.9) \[ \delta u^*(j) = -\mathcal{K}_{0,u}(j) \mathcal{K}_{0,0}(j) \delta x(j) + H_{0,u}(j) \]
where

\[(A.10)\]
\[\delta x(j|i) = E[\delta x(j)|\Sigma^j].\]

A necessary and sufficient condition for the existence and uniqueness of the solution to the perturbation problem is that \((A.7)\) be positive definite. Note that this is guaranteed if the nominal is a local minimum for the deterministic problem. In this case \((A.8)\) will be positive semidefinite. Reinserting \((A.9)\) into \((A.4)\) yields

\[(A.11)\]
\[\Delta J^*_0(N-j) = E[H_{0,j}(j) \delta x(j) - H_{0,j}(j) \Sigma_{0,j}^{-1}(j) H_{0,j}(j)]
- H_{0,j}(j) \Sigma_{0,j}^{-1}(j) \delta x(j) + E[\delta x(j) \Sigma_{0,j}^{-1}(j) H_{0,j}(j)]
- H_{0,j}(j) \Sigma_{0,j}^{-1}(j) \delta x(j)
+ \frac{1}{2} \delta x(j) \Sigma_{0,j} \delta x(j)
+ H_{0,j}(j) \Sigma_{0,j}^{-1}(j) \delta x(j)
+ \frac{1}{2} H_{0,j}(j) \Sigma_{0,j}^{-1}(j) H_{0,j}(j)\Sigma^j + \rho_0(j+1)
+ \frac{1}{2} \text{tr} (K_0(j+1)Q(j)).\]

Notice that

\[(A.12)\]
\[E[\delta x'(j) \Sigma_{0,j} \delta x(j)|\Sigma^j] = \delta x'(j) \Sigma_{0,j} \delta x(j) + \text{tr} (\Sigma_{0,j} \Sigma_{0,j})\]
where \(\Sigma_{0,j}(j)\) is the covariance of the (future) updated state, along the nominal. With this, \((A.11)\) can be rewritten as follows:

\[(A.13)\]
\[\Delta J^*_0(N-j) = g_0(j+1) - \frac{1}{2} H_{0,j}(j) \Sigma_{0,j}^{-1}(j) H_{0,j}(j)
+ \frac{1}{2} \text{tr} [K_0(j+1)Q(j) + \Sigma_{0,j} \Sigma_{0,j}]\]
+ \(E[H_{0,j}(j) - H_{0,j}(j) \Sigma_{0,j}^{-1}(j) H_{0,j}(j)]\delta x(j)
+ \frac{1}{2} \delta x'(j) \Sigma_{0,j} \delta x(j)]\).

Thus, it can be seen that \((A.13)\) is indeed the assumed quadratic form of \((2.19)\) and the recursions for \(g_0, \rho_0\) and \(K_0\) are, using notations \((A.5)-(A.8)\)

\[(A.14)\]
\[g_0(j) = g_0(j+1) - \frac{1}{2} H_{0,j}(j) \Sigma_{0,j}^{-1}(j) H_{0,j}(j) + \frac{1}{2} \text{tr} [K_0(j+1)Q(j)
+ \Sigma_{0,j} \Sigma_{0,j}] = N-1, \ldots, k+1; g_0(N) = 0\]

\[(A.15)\]
\[\rho_0(j) = H_{0,j}(j) - H_{0,j}(j) \Sigma_{0,j}^{-1}(j) H_{0,j}(j)
= N-1, \ldots, k+1; \rho_0(N) = \phi_{0,x}\]

\[(A.16)\]
\[K_0(j) = \Sigma_{0,j}(j) - \rho_{0,j} \rho_{0,j}\]
\[j = N-1, \ldots, k+1; K_0(N) = \phi_{0,x}.\]

In order to separate the stochastic effects in the expected cost, introduce
\begin{align}
\gamma_0(j) &= \gamma_0(j+1) - \frac{1}{2}\hat{H}_0(j)\mathbf{A}_{0\omega}(j)\hat{H}_0(j) \\
\gamma_0(j) &= \gamma_0(j+1) - \frac{1}{2}\hat{H}_0(j)\mathbf{A}_{0\omega}(j)\hat{H}_0(j)
\end{align}

Then
\begin{align}
\gamma_0(k+1) &= \gamma_0(k+1) + \frac{1}{2}\sum_{j=k+1}^{N-1} \text{tr} \left[ \mathbf{K}_0(j+1)\mathbf{Q}(j) + \mathbf{A}_{0\omega}(j)\mathbf{S}(j) \right]
\end{align}

This completes the proof of (2.20). If the sequence of nominal controls is optimal for the deterministic problem, then the Hamiltonian (A.5) achieves its minimum and \( H_0 = 0 \) (unless one has a constrained optimization and the minimum occurs at the boundary). In this case \( \gamma_0(j) = 0 \) for all \( j \).
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