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1. Introduction

During the last half century, the interest by government policymakers and commercial
forecasters in business cycle fluctuations has been on a stable trend. The interest by the
economics profession, at least in the empirical regularities of business cycles, has been
much more cyclical. The empirical research on business cycles peaked most recently in the
last decade. This recent research basically follows two tracks. One track—which is the
one Englund, Vredin, and Warne follow in their companion paper—is inspired by the
advances in the methodology of time—series econometrics. The other track—which is the
one we follow in this paper—is inspired by the research program laid out in the seminal
paper by Lucas (1977).

Lucas emphasized the idea of "business cycle regularities", a set of common facts in
the form of correlation coefficients and standard deviations, as well as the complementary
idea that "business cycles are all alike" across countries and time. Since his paper, a large
body of research has developed trying to measure and model such regularities empirically.
The vast majority of the existing studies deal with US data from the postwar period,
however. Much less is known about other countries and other time periods. In Europe, in
particular, macroeconomists have been slow to respond. And it is only in the last few years
that European researchers have systematically tried to assemble basic facts about business
cycles. Recent studies include the work by Danthine and Girardin (1989), Blackburn and
Ravn (1990), Brandner and Neusser (1990), Correia, Neves and Rebelo (1990), and
Englund, Persson and Svensson (1990). We believe that such documentation of simple
stylized facts is a necessary and important inductive stage in research on macroeconomic
phenomena. Of course, there will always be some classical qualitative questions in
macroeconomics. But, at least to us, it seems absolutely essential to know more precisely
what facts one is supposed to explain when developing theoretical models.

In this paper, we try to establish such stylized facts for Swedish business cycles.



The scope of our study may well be unique in two respects. First, our yearly data goes
back to the 1860s for most variables. Most other studies use quarterly data for the posiwar
period, which gives about as many observations. However, in a study of business cycles,
one does not want to count the number of observations but the number of cycles. Second,
our data include a large number of variables. In addition to the usual aggregate
GDP-components, our data include relative prices, labor market variables, nominal and
financial variables, variables in foreign trade, and measures of foreign output fluctuations.
We believe that these data are of relatively high quality, in international comparison.
Section 2 of the paper describes our data set and Appendix 1 gives complete sources for our
data.

Any study of business cycles faces the problem of decomposing some raw time series,
80 a8 to extract a cyclical component. Explicitly or implicitly, the researcher must then
adopt a definition of business cycles. We try to take an explicit stand. We follow modern
business cycle theory in viewing business cycles as comovements of deviations from trend in
macroeconomic aggregates. To sharpen this definition, we follow most practitioners in
viewing business cycles as having an average length of about 5 years. In section 3, we draw
on our definition when deciding how to filter our raw time series, so as to extract their
cyclical components. We end up preferring a so called band—pass filter, but throughout the
paper we check our results against results that rely on other popular filtering methods.
Appendix 2 contains a technical discussion of the different filters that we consider, while
Appendix 3 discusses statistical inference on filtered data. Sectior 3 also serves to
introduce most of the statistics that we use to characterize our business—cycle facts in the
following sections. .

In Section 4, we take a look at the broad business—cycle facts. To document these
facts, we mostly use familiar time—domain statistics, such as standard deviations and
correlation coefficients, but also some frequency—domain statistics. For better overview,

we separate our 42 variables into four blocks: nominal and financial variables,



GDP—components, manufacturing and labor market variables, and foreign variables.
Given that our data span very different eras in Swedish economic history, it is interesting
to ask which stylized facts are robust across time. In addition to studying the whole
sample period, we therefore compute moving statistics for 30—year periods from 1861—1891
to 1958—88. We also systematically compare the prewar period (1861—1913), the interwar
period (1921—38) and the postwar period (1948—88).

With such a large data set as ours, we obviously face a trade—off between breadth
and depth. Section 5 tries to establish some narrow facts by going deeper into some
specific questions. The questions we choose to study are central to macroeconomic theory
and debate. First, we look at the behavior of nominal prices and wages to see whether we
can detect any signs of increased stickiness over time. Next, we study the comovements
between money, output and prices and again ask whether those comovements are stable
over time. We then look at the comovements between real wages, employment
(unemployment), output and productivity and try to relate our findings to some of the
main macroeconomic—labor market paradigms. We also study the comovements between
domestic and foreign variables—foreign demand, domestic output, exports and relative
prices in foreign trade, in particular—ifrom the stepping stone of some common views in
the Swedish macroeconomic discussion. Finally, we try to find evidence in our data for the
popular belief that business cycles are asymmetric, and, in particular, that downturns in
the cycle are faster than upturns.

In Section 6 we summarize our main findings. Based on these findings, we suggest
some topics for further research on Swedish business cycles. We also attempt to evaluate
our approach in comparison with other work and raise the difficult question whether the

business—cycle fluctuations that we have identified are really important phenomena.



2. Data

QOur purpose is to establish broad stylized facts of the Swedish business cycle since the
1860's. We are interested in real as well as nominal variables. Therefore, the data set
contains yeatly data on the available variables of macroeconomic interest. For data on
most of the domestic real variables, we rely heavily on an earlier study by Englund,
Persson and Svensson (1990). Most of the data series go back to 1861, a few series go back
only to 1870, while the unemployment series only goes back to 1911. Specific sources for
the data set are given in Appendix 1. The entire raw data set is published in Hassler,
Lundvik, Persson and Soderlind {1992).

A major component of the data set is the national accounts block: GDP and
manufacturing production, the aggregate demand components (public and private
consumption, investment, exports, imports) as well as the GDP deflator and deflators for
each of the demand components and for manufacturing production. The basic data sources
for the historical national accounts stem from a major project undertaken in the 1830° at
the Institute for Social Sciences at Stockholm University. The project covered the period
from 1860 to 1930, and were published in Myrdal (1933), in Bagge, Lundberg and
Svennilson (1933,1935) and in E. Lindahl, Dahlgren and Kock (1937). Dahlgren (1936,
1941) and O. Lindahl (1956) subsequently updated the national accounts data. Johansson
(1967) presented consistent time series for the period 1861 — 1955. In 1950 the National
Institute of Economic Research {(konjunkturinstitutet) started publishing a modern
national accounts series. Later on the Central Bureau of Statistics assumed responsibility
for the national accounts. Obviously, data quality is not uniform across the whole period.
The introduction of local crop investigations in 1870 and the more systematic collection of
production data from the manufacturing sector in two rounds, 1896 and 1913, substantially
improved quality. A fundamental improvement occurred in 1950 when the Central Bureau

of Statistics started publishing the modern national accounts. The quality of the Swedish



historical national accounts is generally regarded to be high in an international comparison.
For instance, Backus and Kehoe (1989) judge the quality to be not quite as high as that of
U.K. data but in parity with that of Canadian and Australian data.!

The original historical national accounts were only given in current prices. Kraniz
and Nilsson (1975) constructed price deflators for the demand components of GDP, by
going back to the originally quantity series that were used when constructing the historical
national accounts. They used these price indices to give a consistent GDP series at fixed
prices from 1861 to 1970. Our study uses the historical data deflated by the price indexes
from Krantz and Nilsson linked in 1950 with the modern national accounts. There are two
problems with this linkage. One problem is how t{o treat inventory investment. Because
the original historical data are basically constructed from the production side, they contain
no information on inventories. Aggregate consumption and investment is determined as
total production of consumption and investment goods minus the balance of trade in those
goods. Inventory investments are thus split in unknown proportions between the historical
series for consumption and investment, while the modern national accounts include
inventory investment as a separate item. Absent any particular information on where
inventory investments are hidden before 1950, we just link the consumption and
investment series, which is likely to exaggregate their volatility in the early part of the
period.?

The second problem is that the Krantz—Nilsson fixed—price series apply to GDP at

1 As pointed out in the recent work by Romer (1989), the historical data in many countries
provide a poor measure of value added in service industries, which overestimates the variation in output.
This problem is not likely to plauge the Swedish data we use, for reasons discussed in Englund, Persson
and Svensson (1990). It may be important for some of the foreign GDP—data that enter our measure of
foreign demand below, however,

2 Note that this procedure differs from that used by Krantz and Nilsson in their linking of pre—
and post—1950 data. They start the linking on the destination side of the national product. There it is
carried out for public consumption, for the private consumption categories of goods and services, and for
the investment categories for machinery and buildings, respectively, These items are subsequently
aggregated to for sub—totals for consumption and investment and a total for national product. (p.38).
This means that pre—1950 items, which sum to GDP, are linked with post—1950 items, which do not
sum to GDP.



factor cost, whereas the official national accounts only give GDP at market value in fixed
prices. We handle this by deflating GDP at factor cost in current prices post 1950 by the
implicit GDP deflator for GDP at market value. Given the relatively small share of
indirect taxes in GDP, the resulting error is small.?

The only reasonably consistent data on wages and employment are limited to the
manufacturing sector. The early data on wages and employment were also developed by
the project at the Institute for Social Sciences in the 1930°s and by Jungenfelt (1966). We
can derive historical measures of total hours and total number of employees in
manufacturing by dividing the total yearly wage bill by measures of average hourly
earnings and average yearly earnings per employee. Using the series of manufacturing
output and the series of hours, we can derive a measure of (average) labor productivity.
Sectoral definitions for the historical production, wage and employment series accord well,
since the data stem from the same project. In the early part of the period, the production
and wage series may have been based on somewhat different samples of firms, however.4
1950 and later all data are from the Central Bureau of Statistics.

The unemployment series from 1911 to 1955 is based on statistics for unemployment
among members in labor unions. In the early part of this period, there may be a problem
of measurement error, since the share of unionized workers was relatively low.
Furthermore there may be a problem of selection bias: because one of the benefits of union

membership was unemployment insurance, union members may have had a larger than

3 The way one handles both of these problems is of some quantitative importance. For the period
1950—1970 the Krants and Nilsson data (their table 3.1) show an average growth rate of 3.37 per cent
(with a standard deviation of 2.12 per cent). For the national accounts at market value in fixed 1968
prices the corresponding figures are 3.77 (1.55), and for our constructed series at factor cost 3.63 (1.42).
We see that the Krants and Nilsson procedure which pretends that there are no inventory investments
leads to a considerable underestimation of the variability of GDP. The difference between the market
value and factor cost series are minor for this peried.

For the period 197(0—1987 the official national accounts at fixed market values show an average
growth of 2.00 per cent with standard deviation 1.46. Our series at factor cost show a slightly lower
growth rate of 1.93 per cent but a considerably higher standard deviation of 1.96.

4 An indication of different sampling is that we get a very high income share for labor during the
first 30 years of the sample.



average probability of losing their jobs. After 1955 the source for unemployment is instead
the number of unemployed registered at the national employment offices.

The basic financial data cover the money supply and nominal interest rates. The
nominal money supply is a broad measure of money (M2), mainly from Jonung (1975).
From these data and data or the price level (the GDP—deflator), we get a measure of the
real money stock. There are two different nominal interest rates: the Swedish official
discount rate, and the borrowing rate from the leading Swedish commercial bank. None of
these is strictly a market equilibrium rate: the discount rate was a direct instrument for
monetary policy, while the borrowing rate was regulated during some subperiods. We
compute real rates of interest simply by deducting the inflation rate (based on the
GDP—deflator) from the nominal rates.

Data for the current account up to 1950 are taken from L. Ohlsson (1969) and
linked with data from the national accounts for the period thereafter. We formulate a
measure of foreign demand by calculating a weighted average of GDP for Sweden’s six
leading trading partners, United Kingdom, Denmark, Norway, Germany, France, and
United States. These countries received about 80 per cent of Swedish exports for most of
the sample period. The source for foreign GDP—levels is Maddison (1982) before 1950 and
Summers and Heston (1988) thereafter. The weight for each country is determined by the
contemporaneous export share to the country (Ohlsson (1969) gives export shares for every
5 years since 1870). This measure of foreign demand is likely to be quite crude, in that it

does not control for the specific (and changing) commodity composition of Swedish exports.



3. What is Business Cycles ?

3.1 Business Cycles: A preliminary definition

There is no objective or universal definition of "business cycles". But since we set out {o
study business—cycle facts, we believe that it is important for us to be precise about exactly
how we define business cycles. That is what we try to do in the present section. In
addition we introduce most of the statistical concepts that we will use to document and
characterize the facts in Sections 4 and 5.

We take a starting point in the celebrated definitions by Lucas (1977). Lucas
defined the business cycle as:

"movements about trend in gross national product™,
and the broader concept of business—cycle regularities as

"comovements of the deviations from trend in different aggregative time series".
One way or another, most modern studies of business cycles have adopted definitions along
these broad lines. By focusing on the cyclical comovement between macroeconomic
aggregates, this view is potentially quite different from the previous dominating
paradigm—formulated in Burns and Mitchell (1946)—with its focus on reference cycles
and on different phases in a given sequence of cycles.

But Lucas’ definitions still contain far 100 many loose ends to be operational. In
particular: If we are to study deviations from trend, how do we define the trend, in
practice? And, if we are to study comovements between aggregative time series, how do
we measure these comovements, in practice? The following two subsections try to answer

these questions.

3.2 What is trend, cycle and noise?

Thinking about how to define the cyclical component, means confronting the classical

statistical problem of representing a given time series, y say, as the sum of a trend



component, a cyclical component, a seasonal component, and a noise component. Because
we are dealing with yearly data, we can ignore seasonal, so schematically the possible
decomposition is:

(3.1) y = trend + cycle + noise.

In the following we shall refer to a procedure to achieve this kind of decomposition as
filtering.

Ideally, we would like to base our filtering on firm theoretical grounds. It is indeed
possible to construct theoretical business—cycle models that gives some guidance on how to
filter. But, unfortunately, these models often involve unbelievable assumptions. For
instance, many real-business cycle models—following Kydland and Prescott (1982)—use a
modified neoclassical growth model and express business cycles as fluctuations around a
growth path where productivity grows at a constant exogenous rate. Taken literally, this
approach would suggest filtering the data by just removing the same log—linear trend from
each growing (real) variable in the model and no trend at all from each stationary variable
in the model.5

But the assumption of a constant underlying productivity trend is hard to swallow,
both from a theoretical and an empirical point of view. The new "endogenous growth
theory" has led us to understand that the economy’s underlying productivity trend could
very well vary over time, for instance, as a result of government policies that affect the
incentives to accumulate capital, human capital, or productive knowledge.8 And-—from
our specific perspective—we know that secular productivity growth has varied quite a bit

over the last 130 years. In the upper part of Figure 3.1a we have plotted the percentage

5 This point is also made in King, Plosser and Rebelo (1988a).

8 A formal and very interesting integration of the theories of growth and business cycles is starting
to take place in the context of "endogenous growth models". See King, Plosser and Rebelo {1988b) for
an early discussion, and King and Rebelo {1990} and Lundvik {1991) for recent applicaiions, This
interesting development seems to lead to serious questions regarding the fruitfulness of decomposing series
into growth and cyclical components. It can also prospectively build & bridge between the theoretical
and simulations—oriented literature on real business cycles and the empirical time series literature on
"unit roots" and stochastic trends. For a further discussion see also Englund, Warne and Vredin (1991).
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deviation of Swedish real GDP from a log—linear trend over our sample period: 1861 to
1988. The series has a major cycle: faster than average growth first during the
industrialization in the late 19th century and ther during the early post—war period and
slower than average growth during the interwar period. What we normally think of as
business cycles are not these kind of cycles however, but instead the more rapid
fluctuations that gives the slow—moving curve in the figure its jagged appearance.

In practice, studies of business cycles typically go for a more flexible approach.
Most researchers in the real-business cycle tradition have in fact chosen to remove a
smooth, but variable trend from the data. Kydland and Prescott {1990) cite as one of their

criteria for choosing a trend that:

"The trend component for real GNP should be approximately the curve that
studenlts of business cycles and growth would draw through a time plot of this time
series."

We are sympathetic to this criterion. But even if we accept it, we are still left with
considerable degrees of freedom: just who do you chose as your "students of business cycles
and growth"?

Thus, one cannot really escape io take an a priori stand. We take our stand in
accordance with what we perceive to be the popular perception of business cycles among
forecasters, policymakers and, maybe, text—book writers. In the langnage of Kydland and
Prescott’s criterion, we chose those practitioners to be the students of business cycles and
growth. Common to these groups—we believe—is to think about business cycles as
having an average length of about 5 years. This is the number Moore and Zarnowitz
(1986) cite for the U.S, both before and after the second world war, and about the number
Lindbeck (1975) cites for Sweden during the last century. According to both, the cycles
were not of constant length but varied over time. Furthermore, official or semi—official
forecasting bodies such as the NBER in the US and the National Institute for Economic

Research in Sweden, typically think of cycles of roughly the same length.
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Having taken this stand, we can gharpen Lucas’ definitions in Section 3.1 somewhat
and take business cycle regularities to mean cyclical comovements, with o period of about §
years, of deviations from trend in macroeconomic variables. Is this definition a useful one?
That is hard to determine on & priori grounds, or more colorfully: the proof of the pudding
is in the eating. We return to a discussion about the usefulness of viewing business cycles
in this particular way in Section 6 below. With our new definition in mind, we next tumn
to a discussion about the three different filters that we use in this study. Each of these
filters produces time series which are dominated by cycles with an average length of about

five years.

3.3 Three filters

Our first and preferred filter is a so called band—pass filter. To explain how it works, we
make a slight digression on spectral analysis. Spectral analysis emphasizes precisely the
cyclical properties of data and therefore provides a natural set of statistical tools for
studying business cycles.?

A Fourier transform of a stationary time series y expresses the series as a sum of
cyclical components of different frequencies . And a Fourier transform of the
covariogram of y gives the spectrum of the series S¥(w). The spectrum can be interpreted
as a decomposition of the series’ variance by frequency. Therefore, one can interpret the
spectrum as a density function: the area under Sy(w)-——the spectral mass—between any
two frequencies, w and w, gives the portion of the variance of y due to cyclical
components in the frequency band (w, w).

The lower part of Figure 3.1a shows the spectrum for (the log of) real GDP less a
log~linear—trend, the series discussed in Section 3.2. The log of the spectrum is plotted as

a function of frequency, from 1 to 64 cycles per 128 years, the length of the sample period.

7 See Koopmans (1974) and Priestly (1981) for general discussions of spectral analysis. Sargent
{1987) provides a condensed general discussion and an application to macroeconomics.
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These frequencies correspond to cycles with lengths from 128 years down to 2 years. The
spectrum in the figure has what Granger (1966) called the "typical spectral shape of an
economic variable", namely most of the spectral power is concentrated at the low
frequencies. Of course, this frequency—domain property of the series corresponds closely to
the time—domain property that we already discussed: the series is dominated by major
slow—moving cycles.

Bend—Pass Filtering.  Like Englund, Persson and Svensson (1990), we believe that the
type of filter that closest corresponds to our definition of business cycles is a so called
band—pass filter.8 A band-pass filter operates in the frequency domain. In principle, it
filters out all the cyclical components of a given series except those components within a
chosen frequency band: the "pass band". In practice, it is not possible to shut out
completely cyclical components outside of the pass band, unless one has an infinite time
series. We refer the reader to Appendix 2 for a technical discussion of the properties of the
band—pass filter and of how we apply it to a finite time series.

Keeping with our chosen view of business cycles as cyclical comovements around
trend with a period of around 5 years, we choose a pass band between 8 and 8 years. In
terms of the decomposition of y in equation (3.1), we treat components at the lowest
frequencies—corresponding to cycles with a period of more than 8 years—as belonging to
the trend of y. And we treat components at the very highest frequencies—corresponding
to cycles with periods between 2 and 3 years—as belonging to the noise of y. What are
the motivations for filtering out a noise component of the series? One motivation is that
specific events, such as the large strikes, crop failures and wars during this long historical
period, may reshuffle production and other variables between adjacent years. Such events
will then show up as cycles close to two years in the data. Another motivation is that

temporary measurement error will also show up as cycles at the highest frequencies.

8 Other applications of band—pass filters in the macroeconomic literature includes Stock and
Watsons (1990) recent and exhaustive study of US post—war business cycles.
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To see how the band—pass filter extracts the business cycle component, consider

Figure 3.1b. In the upper part we plot {the log of) real GDP filtered with the band—pass
filter against time. As in Figure 3.1a, this measure has the scale of percentage deviation
from trend. The series now clearly corresponds much more to the practitioners’ view of
business cycles: counting the peaks and troughs, the number of cycles during the whole
period is about 25, an average of about 5 years per cycle. In the lower part of the figure,
we show the spectrum of the same series. Clearly, all the remaining spectral mass is at the
intermediate frequencies. The dotted vertical lines in the figure mark the frequencies
associated with cycles of 8 years and 3 years, respectively.?
Whittaker—Henderson filtering.  Our second filter is the so called Whittaker—Henderson
filter, introduced to macroeconomists by Hodrick and Prescott (1980). An important
reason to consider this filter is to compare with other studies. Researchers in the
real-business—cycle tradition have almost universally adopted this method of detrending.
The Whitiaker—Henderson filter operates in the time domain. It decomposes a given series
into a trend component and a cyclical component by finding the solution to an
optimization problem, where the trend component’s smoothness is traded off against its
ability to track the series well. How the trade—off is resolved depends on the value of the
celebrated smoothness coefficient: "A". Again we refer the reader to Appendix 2 for a
technical discussion of the filter and its implementation.

For quarterly post—war data most researchers since Hodrick and Prescott have
chosen to set A = 1600. When we choose a value of A for our yearly historical data, we
follow the spirit of Kydland and Prescott’s curve—drawing criterion above, maintaining our
stated definition of business cycles. To get a total number of about 25 cycles for real GDP

during our sample period, so that the cycles are about 5 years on average, we have to set a

9 Almost all the spectral mass outside the chosen frequency band derive firom the fact that we
have estimated the spectrum by taking a weighted average of the periodogram over adjacent frequencies.
See Appendix 2 for a further discussion.
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value of A = 10. We then use this particular value of A when filtering all the variables in
our data set.

The resulting cyclical component from applying the Whittaker—Henderson filter to

(the log of) real GDP is plotted in the upper part of Figure 3.1c. The series looks pretty
similar to the band—pass filtered series. The spectrum plotted in the lower part of the
figure reveals some differences though. In particular, the spectral mass is distributed
across a broader band than for the band—pass filter. This is because the Whittaker—
Henderson filter does not extract any of the highest frequencies. Leaving this "noise" in
the series, more spectral mass from the lower frequencies has to be included to get cycles
with an average length of 5 years.
First—Difference Filtering. The third and final filtering method we consider is the
dominant method among business—cycle practitioners, namely to take first differences of
time series. So it is interesting to include this method for the sake of comparison. We
show the first—difference of (logged) real GDP, as well as its spectrum, in Figure 3.1d. The
series in the upper part of the figure is largely similar to the other filtered series. But the
spectrum in the lower part is quite different. We see that firsi—differences removes some of
the spectral mass at the lowest frequencies, but not nearly as much as the other two filters.
And first—differencing actually magnifies the "noise" at the very highest frequencies.
Nevertheless, the cycles corresponding to the larger spectral mass at lower and higher
frequencies tend {0 "net out”, in that there are still about 25 major peaks and troughs in
the filtered series.

The first—difference filter also differs from the other two filiers in another respect,
which is not immediately apparent from the figure. A first—differenced series is clearly
leading the underlying non—differenced series in a cyclical sense, since the first difference
will be highest (lowest) before the series reaches its cyclical peak (trough). In technical
terms—and as we discuss further in Appendix 2—the first—difference filter induces a

phase-shift on an original series, where the lead is about 1 year at the frequencies
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corresponding to 5—year cycles. The band—pass filter, on the other hand, induces no
phase—shift and the Whittaker—Henderson filter induces a small phase shift only at the
beginning and the end of a time series. In this respect, first—differenced series do not really
give an accurate measure of deviation from trend and thus do not correspond perfectly with
our 3 priori definitions of business cycles and business—cycle regularities.

Comparison of the filters.  For easier comparison of the three filtering methods we have
grafted the three series for real GDP on top of each other in Figure 3.2. The lead of the
first—differenced series is evident from the plot. We also see that the first—differenced
series is more volatile than the other two. But it is hard for the eye to detect any major
difference between the band—pass filtered and the Whittaker—Henderson filtered series.
However, from Figure 3.1, we know that the latter series has to have slightly higher
variance than the former, since it has slightly more spectral mass under its spectrum. This
is borne out when we compute standard measures of volatility in the time domain: the
standard deviations of the three series are 3.0, 2.1, and 1.7 percent, respectively.

Broadly speaking, the three filters do not give a radically different picture of the
cyclical development of real GDP. The results on business cycle regularities below are
typically not too sensitive to the method of filtering. We will always report the results
form band—pass filtered series, but note explicitly when the method of filtering seems to
make a significant difference. As is clear from the discussion above, we should expect
differences to arise when the cyclical behavior of a given time series—or combination of
’time series—is radically different in different frequency bands. From Figure 3.1 we see
that this problem will occur when the long cycles (more than 8 years) have a different

cyclical behavior then the business cycles (3—8 years).

3.4 What is Comovement?

If business—cycle regularities are cyclical comovements between macroeconomic variables,

how do we measure these comovements? We use the present subsection to answer this
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question by presenting the relevant statistics in the time domain as well as in the frequency
domain.

Time—Domain Statistics. There are obvious statistics we can use if studying our data in
the time domain. It has become common practice in the real-business—cycle literature to
measure the comovements by cross—correlation coefficients between different variables and
an index of the cyce—typically GDP—at different leads and lags. We will use such
cross—correlation coefficients extensively in the paper. As an example, consider Table 3.1.
There we display the cross—correlation coefficients between real GDP and real private
consumption and between real GDP and inflation, where private consumption and inflation
are measured contemporaneously, as well as at one lag and lead (all series are band—pass
filtered). Given the way we have defined cycles, it makes sense to report the correlation
coefficients between GDP {or industrial production) and other macroeconomic variables
Over a 3-—year span.

When describing the comovements, we will borrow some terminology from
Blanchard and Watson (1986). We will say that a variable is procyclical (countercyclical)
if it has predominantly positive (negative) and statistically significant correlation
coefficients.!® Otherwise we will call it acyclical We will say that a variable displays
cyclical (non—cyclical) behavior if if the correlation coefficients display (do not display) a
pronounced peak. If such a peak occurs when the variable is lagged (leaded) relative to
GDP, we will refer to it as a leading (lagging) variable. Thus based on Table 3.1, we would
say that private consumption is a procyclical variable with strongly cyclical behavior.
And inflation is a weakly countercyclical variable which non—cyclical or weakly leading
behavior. The interpretation becomes more ambiguous if we detect both negative and
positive correlation coefficients, in which case the variable can either be thought of as

leading or lagging (depending on whether we interpret it as procyclical or countercyclical).

10 The next section discusses significance levels of correlation coefficients (and other statistical
measures).
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Frequency—Domain Statistics. When thinking about cyclical comovements, it is again
natural and illuminating to study the data in the frequency domain. A frequency—domain
measure of comovemeni between two variables, z and y, is coherence C‘W(w).
Coherence can be interpreted as the absolute value of a frequency-specific correlation
coefficient. The squared value of C*¥(w) is like a measure of R% it gives the proportion
of variance in either z or y that can be explained by regressing one variable {linearly)
against the other at frequency w. Coherence thus takes a value between 0 and 1. We will
interpret a statistically significant coherence between a given variable and GDP (or
industrial production) at business—cycle frequencies as a sign of cyclical comovements.

In Figure 3.3a we plot the squared coherence between GDP and private
consumption and between GDP and inflation against frequency. As before, the vertical
dotted lines delineate the frequency band between 3 and 8 years. These plots are based on
the unfiltered series. The coherence at business cycle frequencies is much higher for private
consumption. This, of course, reflects the higher correlation coefficients (in absolute value)
for the filtered series in Table 3.1. The more pronounced cyclical behavior for private
consumption is not evident from these pictures. In terms of frequency—domain statistics,
the cyclical behavior results from the spectra of GDP and private consumption having local
peaks at the same frequencies.

Coberence, by the nature of the measure, does not say anything about the sign of
the relation between z and y. Neither does it say anything about a lead or lag in the
relation. There is another frequency—domain statistic that reflects the lead—lag relation,
however. At any frequency w, the phase statistic of z with respect to g, ny(w),
measutes the lead of z over y, in terms of the length of the cycle corresponding to w.
PY(w) is thus measured between —7 and 7 (a full cycle being 27), with the convention
that a positive (negative) value means that z is leading (lagging) ¥.

A variable which has a phase with respect to GDP close to zero over business cycle

frequencies is thus clearly procyclical. And a variable with a phase close to —r or = is
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clearly countercyclical. For intermediate positive or negative values, we have the same
problem of interpretation as when we encounter positive as well as negative
cross—correlation coefficients in the time domain: the variable may be interpreted either as
lagging or leading GDP.

In Figure 3.3b, we plot the phase of private consumption and of inflatior with
respect to GDP against frequency. The figure shows what we should expect from the
discussion above and from the correlation coefficients in Table 3.1. Namely, private
consumption, which we found to be procyclical, has a phase statistic close to zero over the
business cycle frequencies, while inflation, which we found to be countercyclical, has a

phase statistic close fo 7 or —m.
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4. Broad Facts

4.1 Introduction

This section presents some broad facts about the Swedish business cycles since 1861. To
begin with, we study volatility and correlation measures for the whole 128—year period.
But, we have many reasons to believe that the business—cycle patterns in the economy may
have changed over this long period. Therefore, we will systematically compare the results
for the whole sample with sub—samples for the "prewar period" 1861—1913, the "interwar
period" 1921-1938 and the "postwar period" 1948—1988. We will also show figures with
moving statistics: we use a window of + 15 years and compute standard deviations and
correlation coefficients recursively over time. For presentation purposes we chose to divide
our series in four blocks: nominal and financial variables, aggregate GDP—components, the
manufacturing sector, and foreign trade.

Before filtering, we transform most variables to logarithms. The only exceptions are
the interest rates and the wage share, which are not transformed, and the current account
and net exporis, which we express as shares of GDP. In accordance with the discussion in
section 3, most of the statistics we present are based on the band—pass filtered series, where
cycles longer than 8 years and shorter than 3 years have been filtered out. At the end of
this section, we will discuss to what extent the results are sensitive to the choice of filtering
method. In Figure 4.1-5 the band—pass filtered series (solid lines) are plotted together
with growth rates (dotted lines) against time. Looking at these diagrams, we realize that it
may indeed be necessary to give a separate treatment to different periods and that the
years during and immediately after the World Wars look very atypical.

Let us introduce the (large) set of tables and figures that we are going to refer to
throughout the whole section. Table 4.1 summarizes most of the statistics for the entire
sample (1861 (1871) — 1988). See Appendix 1 for exact sample lengths. The first two

columns show volatility measures. For each variable, the standard deviation in Column 1
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can be interpreted as the standard deviation in percent of the trend value of the variable.
The relative standard deviation in Column 2 is simply the standard deviation divided by
the standard deviation of a reference series. For most series, the reference is GDP, but for
the variables in the manufacturing block it is instead manufacturing production.

The following three columns show correlations coefficients between the reference
series at time t, and each other series at time t—1, t and t+1, respectively. All correlation
coefficients that are significantly different from zero at the 10% level are highlighted in the
table. As discussed at some length in Appendix 3, statistical inference on filtered
data~—and in particular on band—pass filtered data—is not completely straightforward.
The significance tests underlying Table 4.1, and the other tables in Section 4, rely on
corrected standard errors. As explained in the Appendix, the reported significance levels
should still be treated with cauntion.

The last two columns summarize some cross—spectral statistics. The average
(squared) coherence is an unweighted average over the business cycle frequencies (3 to 8
years) of the (squared) coherence C™¥(w) between each series zand its reference series y.
Since squared coherencies above 0.15 are significantly different from zero, (for our sample
and estimation method) this value can also be applied to average coherencies, as a
convenient rule—of—thumb. As explained in Section 3, the coherencies can be interpreted
as correlation measures of the business cycles. The average time shift is a measure the
average time shift between the reference series ¥, and each other series z, defined as the
average aver the business cycle frequencies of the phase statistic P™¥(w) divided by
frequency w. A positive value indicates that the cycles of series z lead the cycles of the
reference series y with that many years.

Table 4.2 shows cross correlations, for the entire sample, between all variables
(at time t) and Tables 4.3, 4.4 and 4.5 show cross correlations for the three subsamples.
Tables 4.6 and 4.7 show standard deviations and correlations for subsamples. Again,

correlation coefficients that are significant at the 10% level (based on corrected standard
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errors) are highlighted in these tables. Figures 4.6-10 show the change over time in
standard deviations (solid lines) and relative standard deviations (dotted lines). For each
plotted value, the standard deviation has been calculated over the =15 nearest
observations. Similarly, Figures 4.11-15 show the moving correlation coefficients between

each variable and its reference series.

4.2 Nominal and financial variables

According to Table 4.1, nominal GDP, the GDP deflator, and inflation, all have standard
deviations about double that of GDP. Together with the very low variability of nominal
interest rates the latter implies a high variability of real rates, also around 2 times that of
GDP. Most standard deviations show a clear humyp centered around the inflation in the
late 1910’s and deflation in the early 1920’s as seen in Figure 4.6. Many of them also seem
to have a downward trend. As expected, there is a strong upward trend in the standard
deviation of nominal interest rates, although staying at a very low level. The variability of
real interest rates, however, seems to be dominated by the variability of inflation, giving a
irend downwards combined with a clear hump around the wars. The variability in the
nominal money supply shows a clear upward trend from the interwar period and onwards.
At the same time, the correlation between the GDP—deflator and nominal money falls, as
shown in Tables 4.3-5. Together, these facts more than offset the less variable
GDP—deflator, so that real money becomes consistently more variable in the postwar
period.

Turning next to Table 4.7, the correlations between GDP and most of the nominal
and financial variables are strikingly unstable over time. As shown below, most of the
results we find in the postwar period are either reversed or insignificant in the interwar and
prewar periods. It is this lack of stability that explains the low average coherencies in
Table 4.1.

Looking at the individual series, we find a distinct correlation pattern for the GDP
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deflator and inflation during the postwar period. The correlation between lagged inflation
and current GDP is significantly negative, while the contemporaneous correlation is weakly
positive and the correlation between leading inflation and current GDP is significantly
positive. This is consistent with the common view that inflation follows GDP with a lag.
Since inflation—by definition—leads the GDP-deflator the response of prices to GDP
appears with an even further lag. In effect this tends to make the price level
countercyclical. Kydland and Prescott (1990) stress the countercyclicality of the price level
in their account of US postwar business cycle facts, as do Cooley and Hansen (1989).
These characteristics seem to be something new in the Swedish business cycle: we cannot
find the same pattern in any of the two earlier periods.

Nominal interest rates are strongly positively correlated with GDP one year before.
Lagged inflation is, however, enough correlated with GDP to give a negative correlation
between lagged real interest rates and GDP. Real rates therefore seem to lead rather than
lag the cycle. Both the nominal and the real money supply show a clear leading procyclical
behavior in the postwar period but no clear pattern the earlier periods. We find the change
in the correlation pattern between money, prices and output interesting. It will be studied

further in section 5.2 below.

4.3_Aggregate GDP components

The GDP components are, of course, at the core of the business cycle discussion.
According to Table 4.1, we may divide the components into two subgroups in terms of
their volatility: GDP, private consumption and public consumption have about the same
standard deviation, while foreign trade and investment are 4—6 times as volatile. Danthine
and Donaldson (1991) show that a low volatility for consumption and high volatility for
investment and foreign trade is a common feature for developed Western Economies. A
closer look in Table 4.1 reveals that private consumption is actually more volatile than

GDP. This looks odd given the "consumption smoothing" feature of typical business—cycle
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models. Part of the explanation is probably that our consumption data include
expenditures on consumer durables. However, we should algso add that the typical
consumption—smoothing argument focuses on income shocks. Once we add incentive
effects of changes in atemporal and intertemporal relative prices, and the considerable
volatility of those relative prices in our data, there is no unambiguous presumption that
consumption should vary less than income in a small open economy which takes market
prices as exogenous.

Figure 4.7 and Table 4.6 show that the volatility of the GDP components changes
rather drastically over time. In general, the interwar period was much more volatile than
the two other periods. For most series, with the exception of import, the prewar period is
somewhat more volatile than the postwar period. Both these findings are in line with the
results for several other developed countries obtained by Backus and Kehoe (1989). I is
obvious that much of the volatility of foreign trade stems from a few years around the two
World Wars. For instance, Figure 4.2f, shows that imports more than doubled in 1946.
Nevertheless, foreign trade is more than twice as volatile as GDP even if we exclude these
extremely volatile years. It is also interesting to note that the relative volatility of
investment shows a clear downward trend, from 6 times as volatile as GDP around 1880 to
2 times at the end of the sample. In the case of investment, the markedly higher volatility
in the prewar period probably reflects fluctuations in agricultural stocks being an
important share of measured investment (compare the discussion about inventories in
Section 2).

Even though the magnitude in the volatility of the GDP—components is very
different across subperiods, their volatility ranking stays put over time. In fact, the
relative standard deviations of private consumption, government consumption, and exports
are virtually identical across subperiods. The relative volatility of imports and investment
are somewhat less stable.

The volatility pattern for relative prices of consumption, investment, exports and
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imports is more stable. Relative export and import prices have virtually the same standard
deviations over time, once we exclude the war years. The same is true for relative
investment and consumption prices, the two exceptions being the more volatile relative
price of consumption in the interwar period and the less volatile relative price of
investment in the postwar period.

All GDP components are procyclical: that is, they have mostly positive and
significant correlations coefficients with GDP. Furthermore, they all show a fairly marked
cyclical behavior in the sense that some coefficients stand out. According to Table 4.1
public consumption leads the cycle (interestingly enough), while all other GDP components
are basically contemporaneous with GDP. Figure 4.2 and Table 4.7 show that this pattern
has changed little over time. The exceptions include public consumption which seems to
lead the cycle in the prewar period but is acyclical in the postwar period, as well as imports
and private consumption which have a greater tendency to lag the cycle in the postwar
period. 1! It is surprising that the correlations have not changed more, given that the
volatility has changed dramatically and that the correlation patterns between output and
the nominal prices and money supply have shifted drastically over time.

One of the highest cross correlation in Table 4.2 is between consumptior and
imports. According to Table 4.3-5 the correlation between private consumption and
imports is stable over the whole sample, except possibly for the volatile years around the
World Wars. At the same time, the correlation between imports and exports is also very
high.

For the postwar period, Table 4.7 reveals a strikingly high positive
contemporaneous correlation between GDP and the relative prices of exports and imports.

The difference between this and the almost zero contemporaneous correlation with the

u This squares well with the findings of H. Ohlsson (1991), who studied the Swedish central
government budgets and budget outcomes for the period 1970—1988. He finds very little cyclical
behaviour, except for the labor market policy programmes.
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relative prices on private consumption and investment is also conspicuous. The findings
also indicate that export prices lag the cycle. Ma.nufacturing prices as well as consumer
prices, on the other hand seem to lead.

As in the case of the deflator and nominal GDP, most of these facts are only
associated with the post—war business cycle. Only in the case of the lagging export prices
is it possible to detect a weak similar pattern before the wars.

What we take as most interesting conclusion from this subsection is one particular
stylized fact: despite drastic changes in the volatility of the GDP-components over time,
their relative volatility, as well as their comovements have been surprisingly stable. The
stability in these business cycle regularities is analyzed and discussed at greater length in

Englund, Persson and Svensson (1990).

4.4 Manufacturing and labor market variables
The manufacturing sector has traditionally been regarded as very cyclical. According to

Table 4.1 this notion contains some truth, since manufacturing production (value added) is
about twice as volatile as GDP. The rest of the variables in this block, which all—except
unemployment—are specific to the manufacturing sector, are henceforth compared with
manufacturing output, rather than with GDP. Most of the variables are about as volatile
as manufacturing output, with the exceptions of hours/employee and unemployment which
are considerably less volatile. This means that fluctuations in labor input (hours) stem
more from changes in the number of employees, than from changes in the workweek.
Kydland and Prescott {1990) stressed a similarly low volatility of hours/employee for
postwar US quarterly data.

The volatility patterns have changed over time, as shown in Table 4.6 and
Figure 4.8-9. A few things are worth noting. First, the relative volatility of
manufacturing production to that of GDP shows a marked peak around 1890 and has

decreased substantially ever since. The 30 years centered around 1890 coincides with the
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beginning of the Swedish industrialization, when manufacturing constituted only a small
fraction of GDP. Second, the relative volatility of productivity and the wage share took a
sudden dip around the second World War. Finally, the relative volatility of unemployment
has decreased dramatically since the 1920’s. This could possibly reflect measurement
problems in the early part of the unemployment series (compare Section 2), and/or the
active labor market or stabilization policies that have been pursued since the second World
War.

According to Table 4.1 the cycles for manufacturing production are highly
synchronized with the cycles for GDP. For the rest of the variables in this block, we study
correlations with manufacturing output, rather than with GDP. Hours/employee and
unemployment are, surprisingly, acyclical variables compared with manufacturing output,
while the wage share is clearly countercyclical. The nominal wage rate and the nominal
wage cost are weakly procyclical, with a tendency to lead the cycle. The real wage rate
and real wage costs is somewhat more procyclical. Hours, employees and productivity are
all clearly procyclical.

These correlations have been far from stable over time. Table 4.7 and Figure 4.13b
show that manufacturing production was even slightly countercyclical before 1890, but
since 1910 it is strongly procyclical and contemporaneous. The real wage was procyclical
before 1930 but became markedly countercyclical after the second World War. Hours and
employees were leading the cycle before the first World War and close to lagging after the
second World War, while the opposite holds for productivity.  Finally, while
unemployment was virtually acyclical between the wars, it is clearly counter cyclical after
the second World War.

Among the cross correlations in Table 4.2 we find, as expected, that hours and the
number of employees are very correlated. More interesting, both hours and employees are
negetively correlated with productivity, as well as with real wages. Danthine and

Donaldson (1991) find that the correlations between real wages and employment and
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between productivity and employment vary substantially across countries. According to
Table 4.3-5, the correlation between employment and productivity was markedly negative
before and virtually zero after the second World War. But the negative correlation
between employment and real wages is stable over time. Furthermore, the correlation
between unemployment and real wages is significantly positive. These correlations clearly
challenge the conventional wisdom, expressed in Blanchard and Fischer (1989), that the
real wage or the return to labor is acyclical, or maybe weakly procyclical. We will return

to these last findings in Section 5.3 below.

4.5 Foreign and domestic cycles

According to Table 4.1 the business cycles in United Kingdom, Denmark, Norway,
Germany, France and the US have been more volatile than in Sweden. According to
Figure 4.10 and Table 4.6 this holds for all subperiods except the prewar period. Note,
however, that the data for the prewar period might be of relatively low quality for some of
the countries—see Section 2. The volatility in the current account and the terms of trade
relative to GDP in Figure 4.9 is about the same across subperiods.

Over the entire sample, the current account and net exports are, surprisingly
enough, acyclical. Swedish GDP has been fairly correlated with foreign demand, with a
tendency for foreign demand to lead. GDP in Denmark, Norway and the US are more or
less contemporaneous with the Swedish GDP, while Germany seems to lead. These cyclical
patterns have shifted over time. Table 4.7 and Figure 4.14 show that the current account
and net exports were clearly countercyclical most of the time, except for the interwar
period when it was procyclical. Furthermore, Swedish GDP was clearly correlated with
foreign demand only between the wars. In the postwar period it was virtually uncorrelated
with all other countries. In the postwar period the terms of trade seem to strongly lag the
cycle, while there is no clear pattern in other periods.

The current account and net exports are, according to Table 4.2, virtually
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uncorrelated with foreign demand. A closer study of the sub—samples in Table 4.3—5 shows
that the current account and net exports were actually negatively correlated with foreign
demand in the prewar period. But these correlations have increased over time and are
strongly positive in the postwar period. It is hard to detect any clear cut wbrld or even
European business cycle, except for the interwar period. This is probably the result of the
large and fairly well synchronized recessions during the 1920’s and early 1930’s. These last
results are in line with the findings by Backus and Kehoe (1989).

To us, the most interesting result in this subsection is that the widespread idea that
Swedish business cycles are driven by foreign demand seems to have so little support in

data. We will return to this issue in Section 5.4 below.

4.6 Comparison of different filtering methods

This section aims at shedding some light on the question how dependent the resulis are on
the choice of filter. The answer is: in general, not much! Table 4.8 shows, for three
different filtering methods, the relative standard deviations (that is the standard deviation
relative to the standard deviation of either GDP or manufacturing production) and the
contemporaneous correlations with either GDP or manufacturing production. The three
filters are those that we discussed in Section 3, namely the band—pass filter, the
first—difference filter and the Whittaker—Henderson filter.12

It was noted in Section 3 that the Whittaker—Henderson filter does not filter out the
short cycles as our band—pass filter do, and that the first—difference filter actyally amplifies
the short cycles. Furthermore, more long cycles passes through the Whittaker—Henderson
and the first—difference filters than through the band pass filter. Hence, it is expected that
the standard deviations should differ across filtering methods. This is indeed so. For

instance, real GDP has a standard deviation of 1.7 percent when filtered by our band pass

12 The significance tests underlying the highlighted correlation coefficents in the table, again rely on
corrected standard errors.
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filter, while the first—difference difference and Whittaker—Henderson filter gives 3.0 and 2.1
percent, respectively. But, the relative standard deviations in Table 4.8 are very similar.
The contemporanecus correlations are similar too. Qut of 126 possible comparisons
between the correlations (3 methods and 42 variables), we find only 4 cases of a correlation
coefficient above 0.15 in absolute value changing sign.

It is quite a monumental task to investigate whether the correlations with reference
series at leads and lags and the cross—correlations are similar across filtering methods. No
such attempt is made here, but when highlighting specific narrow facts in the next section,

we document whether these facts are robust to the filtering technique.
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5. Narrow Facts

5.1 Nominal prices and wages

If we compare the standard deviations of nominal prices and wages in different subperiods,
as documented in Table 4.6 and Figures 4.5 and 4.7, we find a striking similarity. Not only
is the relative ranking preserved—volatility being highest in the interwar period and
lowest in the postwar period—but the percentage standard deviation in wages is very close
to the percentage standard deviation in prices in each subperiod. This finding is robust
across filtering methods. Looking at the relative standard deviations, however, we find a
much weaker pattern. Indeed, the typical pattern across filtering methods is that the
relative standard deviations are about the same in the postwar and interwar period, but
lower in the prewar period. (Note, however, that the reference series for prices in GDP,
while for wages it is manufacturing production.)

Next, look at the correlation coefficients in Table 4.7 and Figures 4.11 and 4.13.
Both prices and wages seem to have weak cyclical patierns in the more volatile prewar and
interwar periods. But in the postwar period prices and wages are both clearly lagging the
cycle: upturns seem to have a pronounced effect on prices and wages, but only with a lag of
one or two years. (The longer lag is evident from the correlation coefficients between
inflation and real GDP.) Furthermore, the moving correlation coefficients in Figures 4.11
and 4.13 suggest that the tendency for lagged responses becomes more pronounced over the
postwar period itself. These broad facts are again robust with respect to how we filter out
the cyclical component.

We may add to this observation the fact that neither prices nor wages have a trend
in the two first subperiods, while they both have a steady upward trend in the postwar
period. These upward trends plus the lag in the response of prices and wages to cyclical
fluctuations may give weak support to the common claim that prices and wages have

become more "sticky" in the postwar period. The constancy of relative standard deviations
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in prices and wages seem to run counter to the idea of increased stickiness, however.
Historical studies of the US by Sachs (1980}, Gordon (1980), and others have sought
to document greater wage and price stickiness in the postwar period by a Phillips—curve
approach. Both Sachs and Gordon find more price and wage inertia in the postwar period.
If we identify wage and price stickiness with persistence in wages and prices, a
simple way to try and measure the concept statistically is to estimate AR- or
VAR—processes for prices and wages. We have made preliminary attempts in this
direction, following the same approach as Taylor {1986). The results are mixed depending
on the filtering method. VAR’s estimated with first—differenced data indeed yield results
that support more postwar inertia: the sum of coefficients in the lag polynominals for prices
and wages in the price and wages equations, respectively, are significantly higher in the
postwar period than in earlier periods. But the results are considerably weaker with
Whittaker—Henderson filtered data, and they disappear altogether with band—pass filtered
data. We conclude from these preliminary attempts that there ig, if anything, only weak

evidence for more stickiness in wages and prices in the postwar period.

5.2 Money, prices and output

In Section 4.1 we noted a somewhat atypical pattern in the variability in nominal money
and nominal interest rates over time. Nominal money was the only variable in our sample
with its lowest variability in the interwar period. The variability in nominal interest rates
is also much lower—relative to the other variables in the sample. With regard to
cyclicality, we noted that nominal money in the postwar period became a leading rather
than a lagging variable relative to real GDP. The nominal interest rate has a postwar
cyclical pattern close to the inflation rate: increasing interest rates lead downturns in
output and lag upturns in output.

The contemporaneous correlation coefficients between money and real GDP increase

over time: they are 0.24, 0.09, and 0.62, respectively, in the three subperiods of the sample.
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The contemporaneous correlation coefficients between money and prices in Tables 4.3-5,
on the other hand, show a reverse pattern: they are 0.65, 0.15, and —0.15, respectively.
Taken together, these changes suggest a gradual decoupling of money and prices and a
gradual coupling of money and real GDP over time. An interesting hypothesis—that the
simple correlation coefficients can say little about—is that the stronger comovement
between money and output and the weaker comovement of money and prices is connected
with the tendency for prices and wages to lag the cycle in the postwar period.

The links between money, output and prices is, of course, at the very heart of most
macroeconomic theories. To throw some further light on these links in our sample, we take
a step beyond the unconditional statistics we have dealt with so far. In particular, we
carry out some simple tests regarding the statistical properties of money vis—a—vis output
and money vis~a—vis prices. Since the seminal work by Sims (1980), a large number of
researchers have investigated whether money "Granger—causes" real GDP, mostly for US
data. Stock and Watson (1989) nicely discuss, extend and an interpret the results in this
literature.

Consider the following equation for real GDP taken out of a multivariate VAR
(Vector Auto Regression) sysiem:

(5.1) y, = B(Lym_y + B LYy,_y +8(L)7_; + ¢

In (5.1) yis real GDP, m is nominal money, and z is a vector of other variables, such as
an interest rate and the inflation rate, that may help predict y. A Granger—causality test
is an F-test of the null-hypothesis that all the coefficients in the lag polynomial A™(L)
are zero. A (weaker) "neutrality test" is a {—test of the null-hypothesis that the sum of

these polynomial coefficients A1) = E{ ﬂ? ,

I being the order of the vector
autoregression, is equal to zero. These tests thus focus on the marginal predictive power of
money. Do changes in money help predict future output, once we control for the pure
autoregressive part of output and possibly for the predictive power of other variables?

In Table 5.1 we report F-—statistics and p—values from Granger—causality tests for
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first—differenced data, bivariate and multivariate formulations, and different sample
periods. And in Teble 5.2 we report estimated A7(1)~coefficients and t-statistics from
neutrality tests for the same data, formulations and sample periods. All the multivariate
formulations have the lagged nominal interest rates and inflation rates on the right—hand
side of (5.1), in addition to the lagged money stocks and outputs included in the bivariate
formulations. All regressions were estimated by OLS and include 3 lags of each variable
(except some regressions for the shorter interwar period, where we use 2 lags to save on
degrees of freedom). They include a constant plus a linear time trend if appropriate.!3

For the whole sample, we can neither reject neutrality nor the absence of Granger
causality. The picture looks different, when we break the sample into subperiods. We
obtain the strongest results for the volatile interwar period, where—as for the whole
period—we cannot reject neutrality and absence of causality. For the postwar period the
results are almost as strong. Here we instead find evidence for causality. And, at least in
the bivariate case we can reject neutrality. Note, however, higher money seems to drive
future output down. In the prewar period, finally, the results are less robust in that we
typically reject causality but find some (marginal) evidence against neutrality. As an
aside, we note that the results for the postwar period confirm a consistant finding in US
postwar data, emphasized by Blinder and Bernanke (1991) and Stock and Watson (1990),
namely that increases in nominal interest rates predict declines in output.

If we estimate the same equation(s) on either band-pass filtered or
Whittaker—Henderson filtered data, the results look similar. We choose not to emphasize
these results, however. In addition to the difficulties discussed in Appendix 3, there are
potentially serious problems with conducting Granger—causality tests on time series that

have been passed through a common two—sided filter. Essentially, two—sided filtering may

13 Some of the first—differences series have trends in some subperiods. It is then nesessary to
include a trend in the regressions to use uncorrected standard errors: see Stock and Watson (1989) for a
discussion.
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alter one—sided projections of a given series on another and thereby render inconmsistent
estimates of projection equations, such as (5.1).t4

We also look at the relation between money and prices by investigating the
following regression for prices:

(5.2) p, = Y (Dm_y + P(D)p_y +7 (D74 + 1y

In (5.2) p is the GDP~deflator, and z contains the nominal interest rate and real GDP.
As before, we estimate (5.2) on first—differenced data by OLS with three lags of each
variable, a constant and possibly a time trend. We test the null-hypothesis 7m(L) = 0.
Table 5.3 reports F-statistics and p—values for different formulations and subsamples.

For the whole period we find evidence for causality. The results seem largely to be
driven by the interwar period, where we find strong evidence for causality. For the
postwar period we do not find evidence for causality. For the prewar period, finally, the
results also tend to reject causality, although only marginally so. Subject to the
qualification above, results based on data filtered by our alternative filters give similar
results.

We have also looked for causality in the other direction: that is, from either prices
or output on money. We don’t find significant predictive power from either prices or
output in any of the subperiods, but we do find predictive power from prices for the whole
sample period.

Taken together, the results in Tables 5.1-3 provide further evidence for the
hypothesis of a stronger Iink between money and output and a weaker link between money
and prices in the postwar period, as opposed to earlier periods, the interwar period in
particular. One could think of many possible explanations ranging from different regimes
in monetary and exchange rate policy to innovations in the financial sector. More work is

needed to investigate the hypothesis and likely explanations, however.

1 See Sargent (1987, ch. XI) on thia point. Singleton (1988) discusses some general problems of
inference on filtered data.
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5.3 The labor market
This section studies two issues related o the cyclical properties of the Swedish labor

market. First: by what means does output vary over the business cycle? Does labor
hoarding or other kinds of variable capacity utilization play an important role? Second:
how do real wages behave over the cycle?

First, let us deal with the question about labor hoarding and capacity utilization.
As documented in Tables 4.7 and Figure 5.1, manufacturing output and hours are
positively correlated in all three subperiods (The correlation coefficients being: 0.17, 0.42
and 0.64, respectively.) But the correlation between output and productivity is even
higher (0.76, 0.65 and 0.69), which actually makes the correlation between hours and
productivity negative (-0.48, —0.41 and —0.12). Table 4.6 also reveals that output varies
more than hours. None of these facts is very sensitive to the choice of filter.

How could they be explained? In a simple neoclassical model, productivity is
countercyclical—or equivalently hours vary relatively more over the cycle than
output—because of diminishing marginal returns. Evidently, our data clearly rejects this
model, in accordance with most international findings: for instance, Hultgren (1960),
Brechling (1965), Nadiri and Rosen (1973), and Sims (1974). Different explanations have
been suggested as to why the logic of the simple neoclassical model breaks down. Labor
hoarding, or any other type of variable capacity utilization, leads to a positive correlation
between productivity and output, while the correlation between productivity and hours is
ambiguous and depends on the degree of labor hoarding. The same pattern could also be
generated by exogenous preductivily shocks to a neoclassical production funciion, in the
spirit of Kydland and Prescott (1982), provided the model includes variable capacity
utilization of another factor than labor, as in Greenwood, Hercowitz and Huffman (1988).

Next, let us study how real wages behave over the cycle. As documented in Table
4.3-5, and Figure 5.1, the correlations between real wages and labor input (hours and

number of employees) are negative in all three subperiods (1861—1913, 1921-1938 and
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1948-1988). For hours and real wages, the correlations are —0.19, —0.70 and —0.48, and for
employees and real wages they are similar but of somewhat lower magnitude. This is
counter to the conventional wisdom of most economists. In a classical study,
Dunlop (1938) found that real wages are somewhat procyclical for the United Kingdom.
And Blanchard and Fisher (1989) indeed take acyclical or slightly procyclical real wages to
be a stable stylized fact.

Geary and Kennan (1982) actually found that real wages and employment are
independent for a number of QECD countries (Sweden was not part of their study). We
have applied their basic methodology, which amounts to a significance test for the

S—statistic, calculated as

1
(5.3) S=ny ki

k=-1
where (k) is the estimated correlation coefficient between a measure of current real wages

and a measure of hours lagged k times, and where n is the sample length. We carried out
the tests for different filtering methods and for different measures of real wages and hours.
First, we simply used the cyclical component from each of our filtering methods. Next, we
followed Geary and Kennan, and used the innovations from estimated univariate AR(1)
and AR(2)-processes (which also include a time trend) to compute the correlation
coefficients r{k) in (5.3).

Table 5.4 reports the S—statistics and marginal significance levels (p—values) for
different filtering methods, different subperiods and different measures of real wages and
hours. The S-—statistic is asymptotically distributed as x2(3). When computing it, we

correct the standard errors to allow for autoregression.!® In most cases, we reject

15 Under the null-hypothesis of independence and absent serial correlation, ~(k) is distributed
nomally with variance 1/n, n being the number of observations. Dividing (k) with its standard

deviation, squaring, and summing over &, we get our §: a xz—distributed variable with & degrees of
freedom. If we allow for autoregression, the variance of r{k) (under the same null) is instead

X Pl(k)l’z(k) /n
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independence decisively. The only major exception is when the r(k)’s are computed from
first—differenced post—war data.

Qur conclusion from the correlations and the tests is that the Swedish labor market
seems to function quite differently from many other labor markets. This conclusion is
further sirengthened by the fact that the correlation between real wages and
unemployment is positive for both the interwar (0.77) and the postwar (0.49) periods
{unemployment data are not available for the prewar period). Again, these findings are not
sensitive to the choice of filter.

How can we interpret the Swedish correlation pattern in terms of macroeconomic
theory? Below we discuss four well-known theories, which we label classical, Keynesian,
efficiency wages, and trade unions, in order to investigate how they would explain negative
correlation between real wages and labor input.

In a classical model with a traditional clearing labor market, we can think of the
correlation between real wages and labor input as depending on whether "demand" or
"supply shocks" dominate in the labor market. If the supply shocks are more important
than the demand shocks, the correlation is negative. In terms of a classical model, our data
thus suggest that most business—cycle fluctuations come from disturbances that shift labor
supply.

The efficiency—wage model comes in many guises. The model of Shapiro and Stiglitz
(1984) motivates the notion of efficiency wages by assuming that firms cannot perfectly
observe the effort of workers. Lower unemployment requires higher real wages in order to
prevent workers from shirking, implying that real wages and labor input should be
positively correlated, unless there are strong systematic cyclical shifts in the incentive
constraint. Absent such implausible shifts, this model is rejected by data.

In The General Theory, Keynes assumes a non—clearing labor market, where

where p'.(k) iz the kth autokorrelation coefficient for series i. The tests rely on estimates of #; - See

Brockwell and Davis (1991).
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exogenous nominal wages (and market—clearing prices) determine the real wage along the
downward—sloping demand schedule for labor. Hence, the correlation between real wages
and labor input is negative. This kind of Keynesian model, with autonomous wage shocks
is not rejected by data.18

In a simple rights~to—manage irade union model, the union determines the real
wage and the firm chooses employment. Hence, real wages and employment are again
determined along the downward sloping demand schedule for labor. The correlation
between real wages and labor input is negative, as long as shocks to union preferences
dominate disturbances that shift the demand curve for labor. In terms of the trade union
model, our data thus suggest that independent wage shocks have been driving employment.

The discussion so far has concerned the relation between real wages and labor input.
But since labor input is far from perfectly correlated with output, and moreover, the
correlation has changed over time, the relation between real wages and output is more
complicated. As documented in Tables 4.8-10, the correlation between real wages and
output i8 positive during the prewar and interwar periods, (0.52 and 0.23) respectively, and
negative in the postwar period, (-0.35). The correlation between the real wage and
productivity is positive for the first two periods, (0.56 and 0.81), and zero, (0.03), for the
last period. The low postwar correlation is somewhat puzzling, given our appeal to a
demand curve for labor in our discussion of the negative comovements between real wages
and employment. But the presence of labor hoarding may, of course, magnify any existing

wedge between the marginal and average product of labor.¥?

5.4 Influences from abroad

16 In the light of the findigs by Dunlop (1938), Keynes (1939) came to doubt his own assumption.
Had he been more aware of the Swedish situation, he might have been spared this inconvenience,

1 Another candidate for explaining the low correlation between real wages and productivity in the
postwar period is the theory of implicit labor contracts, as in Azariadis (1975). That explanation is not
all that plausible, however, since the volatility of real wages exceeds the volatility of productivity in the
postwar period, while the opposite is true in the prewar and interwar periods.
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Sweden is a small open economy and as such is often believed to be largely influenced by
shocks originating abroad and by shocks that are common to many of the countiries she
trades with. More specifically, it is a common view among economists in Sweden that
Swedish business cycles are, to0 a large extent, driven by cycles in foreign demand (see, for
instance, Lindbeck {1975)). But, in Section 4 we found very little support for this notion.
Therefore, we devote the first part of this section to a closer look on this matter. Another
idea which has gained more and more support in Sweden during the last decades is the
notion of fluctuations caused by domestic "cost crises". According to this view, high
production costs caused by wage shocks in Sweden reduce production due to international
competition. In the second part of this section we try to shed some light on this issue by
looking for a statistical link between "cost crises” and output. Finally, we investigate the
much—discussed relation between terms of trade and current account.

In Section 4.5 we found that generally Swedish output and our measure of foreign
demand were only weakly correlated for band—pass filtered data. The notable exception
was the interwar period, when most western economies seem to have experienced well
synchronized recessions. In Section 4.6 we noted that most of our results are not sensitive
to the choice of filtering method. But, it turns out that the relation between Swedish and
foreign business cycles is one of the (few) exceptions. This is illustrated in Table 5.5a,
which shows the correlations between foreign demand and Swedisk output, exports and
manufacturing output, respectively, for different subperiods and filtering methods.t8 The
previous findings of a high correlation between foreign demand and Swedish output during
the interwar period is robust with respect to the filtering method. But this is not true for

the two other periods. Specifically, for the postwar period the correlation coefficient based

18 In Table 5.5, the postwar pericd is taken to start in 1950, rather than in 1948 as before. The
reason is that both exports and output in some of the foreign countries changed so much in the late
forties {see Figure 4.4) that these few observations dominate the correlation pattern for the period
between 1950 and 1988. We believe that the exclusion of 1948—1949 provides a more representative
description of the postwar period as a whole. But none of our major conclusions would be altered if we
included these two years.
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on band—pass filtered data is insignificant {0.10), while it is relatively high (0.39) for
first—differenced data.

One way to understand this discrepancy is to study the coherence between foreign
demand and Swedish output. We recall from Section 3 that coherence can be interpreted
as a correlation measure between cycles of a certain length in two series. Figure 5.2 shows
estimated ccherencies for the three subperiods.1? As in Section 3, our preferred business
cycle band, 3 to 8 years (approximately 43 to 16 cycles per 128 years), is marked by
vertical dotted lines in the figure. Clearly, the coherencies in the interwar period and the
two other periods have very different spectral shapes. Whereas the interwar period has
high coherencies for a wide band of cycles, including the business cycle frequencies, the two
other periods have zero coherencies almost everywhere, except for the very long cycles. For
the latter periods, a filter that passes much of the long cycles should therefore give higher
correlations. As mentioned in Section 3, and as discussed in some detail in Appendix 2, the
first—difference filter passes a lot, the Whittaker—Henderson less, and the band—pass filter
very little of the long cycles. Our conclusion is thus that the higher correlation for the
first—differenced filtered data is an effect of long—run co—movements of foreign and Swedish
output, rather than of co—movement of business cycles (as we have defined them). One
may ask why the correlation coefficients for the pzewar period are fairly small, irrespective
of the filtering method. According to Figure 5.2, the answer is simply that the coherencies
for the prewar period are small at all frequencies. In general, this result carries over to the
correlation between Swedish output and the output of each of the countries in our data set
(United Kingdom, Denmark, Norway, Germany, France and United States).

If we instead focus on the comovements between foreign demand and Swedish
exports or Swedish manufacturing output in Table 5.5a and Figure 5.3-5.4, we still see

consistently low correlations/coherencies for the prewar period and very high

18 The coherences are estimated using a weighted covariogram estimator with tent shaped weights
for the closest -4 covariogram estimates.
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correlations/coherencies for the interwar period. But two important differences are worth
noting. First, correlations and the coherencies are in general higher than between foreign
demand and Swedish GDP. Second, the coherence for the postwar period on business cycle
frequencies are much higher, especially for cycles between 3 and 5 years. Consequently, the
correlation for the postwar period are fairly similar across filter methods. In this sense,
Swedish exports and manufacturing output covaries to a greater extent with the foreign
business cycle, while Swedish GDP is more insulted.

It is also of interest which of Sweden’s trading partners have been most important
for the business—cycle fluctuations in exports. Therefore, the correlations for band—pass
filtered data of Swedish exports and output in a number of countries are shown in Table
5.5b. We find some evidence of British output to be positively correlated with Swedish
exports during the prewar period (and German ouiput to be negatively (!) correlated).
Output in all countries except Germany is closely correlated with Swedish exports during
the interwar period, while Britain, Denmark and France show the highest correlations
during the postwar period.

Is there any truth in the notion that domestic "cost crises”" have caused recessions
by reducing the competitiveness of the Swedish economy? The "cost crises" are supposed
to be triggered by shocks to wage costs induced by aggressive trade unions, an
"overheated" labor market, or by hikes in labor taxes. In most conceivable theoretical
models, such negative supply shocks would tend to reduce Swedish exports and production,
regardless of whether Swedish firms are price—takers or price—setters. It is of great
theoretical and practical interest to confront this notion with data. To do this in a
thorough way is a monumental task, which we leave for future research,

What we want to do here is something much more preliminary, namely to see
whether real wage costs Granger—cause exporis; that is, we want to see whether
information on real wage costs can improve export forecasts. To this end, we have

estimated a small VAR system using first—differenced data. The reduced form for the
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export equation is

(5.4) T, = pz(L):ct_l + ¥ L)z h gcrt‘”(lf.)wt_1 + v,

where z is Swedish exporis, where z contains a constant, a time trend, foreign demand,
Swedish output and the relative price of exports, and where w is the real wage cost (wages
plus payroll taxes) in the manufacturing sector. The lag polynomials ¢*(L), ¢*(L) and
o¥(L) are all order two. Table 5.6 shows the Fvalues for (L) = 0 and the
corresponding marginal probabilities, as well as the coefficients in 0™ L), for each of our
three subperiods. There is no evidence of marginal forecasting power of the real wage cost
variable.

This simple exercise does not give any support for the popular notion of cycles in
exports induced by "cost crises". It can be noted that this conclusion is not sensitive to the
exclusion of the relative price of exports. Further circumstantial evidence is gained by
assuming that Swedish exporters have some market power, that is, that they are facing a
downward sloping demand curve. This is, after all, what the practitioners assume all the
time when they estimate "export equations”. Within a simple demand and supply
framework, we would expect the correlation between exports and export prices to be
positive if the fluctuations in exports are driven mainly by demand shocks and negative if
they are driven mainly by supply shocks. In Table 5.5b we see that this correlation is
negative during the prewar period, almost zero during the interwar period and positive
during the postwar period. The data thus seem consistent with the hypothesis that
Swedish exports were more dependent on supply shocks in the prewar period and more
dependent on demand shocks during the postwar period. This finding also seems to square
well with our earlier finding that Swedish exports is more dependent on foreign business
cycles during the postwar than the prewar period, but leaves the interwar period
unexplained.

How reasonable is it t0 believe that Swedish exporters have any market power? The

answer is not obvious for aggregate exports since Sweden exports such a vast range of
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goods. Moreover, the composition of Swedish exports has changed dramatically during our
long sample, from being concentrated in primary commodities like wood and steel to a
much more varied blend including a large portion of manufactured goods. This change in
composition vaguely suggests that the market power of Swedish exporters might have
increased over time. Is that vague idea supported by our data? Once again, we have to
settle with preliminary evidence in the form of Granger—causality: that is, do exports
improve upon a VAR—forecast of the relative price of exporis? The reduced form equation
for the relative price of exports, taken from the VAR system underlying (5.4) is
(55) pa, = ¥ D)pn_y + ¥(L)gy + YD) _y + 1w,
where pz is the relative price of exports, z is exports and 2z contains all the other
variables mentioned in conjunction with (5.4). The F—test and marginal probability for
¥%(L) = 0, as well as the coefficients in 9™(L) are shown in Table 5.7. During the prewar
period we find no evidence of any marginal predictive power of exports. For the postwar
period y*(L) is significantly different from zero. These results suggest a link between
export quantities and export price which has increased in strength over time. Obviously,
this is not inconsistent with our conjecture of an increased market power, although a much
more thorough study is warranted in order to settle the issue.

Finally, Table 5.8 gives some correlations between the current account on the one
hand and terms of trade and output on the other hand. During the prewar and postwar
periods both terms of trade and output is negatively correlated with the current account,

while the opposite holds for the interwar period.2®

5.5 Asymmetry in Swedish Business Cycles

This section is an attempt to study possible asymmetries in the Swedish business cycles.

The conventional wisdom says that downturns are faster than upturns. Is this true for

20 A much more extensive, theoretical and empirical, study of the comovement in the terms of trade
and domestic variables is found in Lundvik {1990).
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Swedish yearly data? The notion of asymmetry has a long history. For instance,
Keynes (1936, p. 413) stated “There is, however, another characteristic of what we call the
Trade Cycle which our explanation must cover the fact that the substitution of a
downward tendency often takes place suddenly and violently, whereas there is, as a rule, no
sharp turning—point when an upward is substituted for a downward tendency."

During the 1980’ the existence of asymmetries has been studied by, among others,
DeLong and Summers (1986). DeLong and Summers used quarterly and annual data for
national income, industrial production and unemployment rates for several OECD
countries. They found very little evidence of asymmetries in these data, except for the US
unemployment rate. Moreover, a similar study by Westlund and Ohlen (1989) of Swedish
quarterly data for industrial production and unemployment covering the period 1960:I to
1988:I found no significant asymmetries.

This study takes the same approach as DeLong and Summers (1986), namely to
study the skewness coefficient (the third centered moment divided by the cube of the

standard deviation)

!11( zi—%)°

o) " ey 7

where z is a stationary time series, Z its the sample mean and @2; is the estimated
skewness coefficient. For a procyclical variable the kind of asymmetry discussed above is
expected to result in negative skewness (@3<0) for the growth rate, since the fewer but
larger negative (with the mean Z subtracted) growth rates dominates over the more
pumerous but smaller positive growth rates, due to the power of three in (5.6).
Analogously, the growth rate of an asymmetric and countercyclical variable is likely to give
a positive gkewness coefficient. Under the null hypothesis of no skewness, the estimate &3

is asymptotically normally distributed with mean zero and variance 6/N, where N is the

sample size — provided the observations are independent. But, our data are rather



45

characterized by autoregression. Following DeLong and Summers, we instead obtain
estimates of the variance by means of Monte Carlo experiments. For each series and
sample, we fit an AR(2) process, for which there should be no skewness. This AR(2)
process is simulated 250 times, giving 250 estimates of the skewness coefficient. Then, we
calculate the variance of these 250 estimates. Finally, we use the larger of this variance
and 6/N in the significance tests below.

Table 5.9 shows the skewness measure for the entire sample 1861 (1871) — 1988, as
well as for the subsamples 1861 (1871) — 1913, 1921 — 1938 and 1948 — 1988. A black cell
indicates that the coefficient is significantly different from zero at the 5 percent significance
level. As a complement, the table also shows the median for each series and sample. The
mean of each series is normalized to zero for each sample and the median is divided by the
interquartile range (the difference between the third and first quartile) in order to make
the figures comparable across variables. A positive median indicates that more than half
the observations is above the mean and the magnitude is an indication of of how much they
are above the mean. Generally, one would expect a significant skewness measure and the
median to have opposite signs. If this is not the case, one may suspect that the significant
skewness is due to some exireme observation, which casts doubts on the validity of the
test.

For the entire sample, half of the series—including series like GDP and private
consumption—show significant skewness. But, for many series, most notably some
relative prices, interest rates and imports, the skewness is positive. This indicates that
upturns are fewer but larger than downturns. At the same time, the medians are fairly
close to zero. Therefore, we may indeed suspect that much of the skewness stems from
some extreme values, for instance, in conjunction with the World Wars. Furthermore, it is
possible that the degree of asymmetry has changed over time. For both of these reasons, it
is instructive to study the subsamples, which exclude the years around the wars. In the

prewar period only three series show significant skewness, namely nominal and real money,
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which show positive skewness, and hours, which shows negative skewness. On the other
hand, a large degree of asymmetry seems to characterize the interwar period, since half of
the series have significant skewness and often medians far from zero. For instance, GDP
shows the expected negative skewness and positive median, while unemployment shows the
equally expected positive skewness and negative median. Finally, a large number of
variables are skewed in the postwar period. But, the skewness is almost isolated to relative
prices and nominal variables, which show mostly positive skewness. This is probably due
to the "Korea inflation" in the early 1950’s. The only real variables with significant
skewness during the post war period are hours/employee and German and French GDP.
The conclusion from this subsection is that asymmetries for real variables seem to
have characterized the crisis—torn interwar period, but we find no evidence of such

asymmetries, neither during the prewar period nor during the postwar period.
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6. Concluding Comments

6.1 Summary and suggestions for further work

We have tried to document a number of broad facts regarding the Swedish business cycle
during the last 130 years. Some of the facts we present in Section 4 conform well with the
corresponding business—cycle facts for other countries and other time periods. We find
such conformity when it comes to the correlations between, and relative volatility of, GDP
and its main demand components. What we find particularly interesting is that these
broad facts stay roughly constant over the whole sample period, despite large differences in
the absolute volatility of most series across subperiods. In general, the business—cycle facts
for most real variables is stable over time. This stands in stark contrast to the
business—cycle facts for nominal variables, where it is very hard to find any stable pattern.

We have also tried to document a number of narrow facts regarding Swedish
business cycles. Some of the facts we present in Section 5 are interesting enough to merit
further and closer study. One example is the changing relation between money, prices and
output. In this case, one may ask whether our finding of a gradual decoupling of money
and prices and a gradual coupling of money and output at business-—cycle frequencies is
robust and, if so, whether it is due to changes in the policy regime or in financial structure.
Another interesting fact is the strong countercyclicality of the real wage, which seems to
distinguish the Swedish labor market from that of most other countries. If it holds up to
further empirical scrutiny, this finding is suggestive about which mechanisms should be
emphasized in theoretical models of the interaction between the labor market and the
MAacro €COnomy.

Although we found Swedish exports and manufacturing production to be correlated
with foreign demand in the post—war period, we found no such link between Swedish GDP
and our crude measure of foreign demand. Nevertheless, it is a common view in Sweden

that domestic business cycles are largely driven by foreign demand. We find strong
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evidence of such a link only in the interwar period. The dramatic events during the
interwar period thus still seem to dominate current thinking. A similar example is the
common idea of an asymmetry in the business cycle, in the sense of downturns being faster
than upturns. But we find no evidence for the conventional view in this case either, except
in the interwar period.3t One may ask: how much longer will the great depression haunt

our minds?

6.2 Is the business cycle important?

Our general definition of business cycles in Section 3 stresses comovements around trend of
important macroecoromic variables. The results in the paper rely or our operational
definition, which amounts to filtering each original time series by either of three filters so
as to emphasize fluctuations at the particular frequency band corresponding to cycles
between 3 and 8 years. Does this operational definition make sense?

From an empirical view—as Klaus Neusser points out in his comments—singling
out certain frequencies in this way is highly questionable unless the resulting "cyclical
component" is assumed to be driven by a different stochastic process than the remaining
"growth component”. Of course, it is only a similar implicit assumption that warrants the
traditional theoretical distinction between growth and business cycle theories. Such an
"identifying assumption" can certainly be criticized, particularly in light of the mounting
evidence that many important macroeconomic variables may follow stochastic trends.

We have two, mostly pragmatic, arguments in favor of doing what we do. The first
argument has to do with our belief that documenting stylized facts is an important
inductive stage in macroeconomic research. As we mentioned in Section 3, some very

interesting theoretical research on the interrelation between business cycles and growth is

i Kydland and Prescott (1990) note a similar phenomemon, namely the lack of evidence for a
procyclical price level in US postwar data that runs counter to a conventional wisdom. In that case, too,
the conventional wisdom is consistent with (US) interwar data. (In Section 4, by contrast, we found no
evidence of a procyclical Swedish price level even in the interwar period.)



49

starting to appear. But this research is still quite far from laying a firm foundation for
empirical work. If we want to establish stylized facts to guide theorizing, the reason for
singling out fluctuations at the business—cycle frequencies, is thus that existing
business—cycle theory—both in its mneo—classical and in its neo—keynesian
incarnations—effectively does the same thing. This argument is, of course, nothing but
the well-known story about looking for the key under the street—amp.

The other argument has to do with the popular and policy—oriented macroeconomic
discussion. Much of this discussion revolves around cyclical variables without strong
trends, such as the unemployment rate, the inflation rate and the current account. If these
variables have strong cyclical components that are well correlated with fluctuations in
other (trending) variables, our operational approach does not seem too far from our general
definition of business cycles which stresses cyclical comovements between macroeconomic
variables.

This latter argument can also be made empirically. For each series in our data set
we ask whether the business—cycle frequencies, as we have defined them, contain a
substantial portion of the variance in the series. Table 6.1 displays for each series, the
share of the variance over the whole sample that can be attributed to cycles between 3 and
8 years. (Before calculating the spectrum for each time series we subtracted a log—linear
trend.) For many variables, including GDP, the share is below 10 %, suggesting that they
are trending variables subject to permanent shocks. But for certain variables that indeed
include the unemployment rate, the inflation rate and the current account, the share is
above 20%, suggesting that they contain a substantial cyclical component. And our earlier
findings show significant comovements between these variables on the one hand, and GDP
and other trending variables on the other.

The positive question whether the business cycle is important, is often connected
with the normative question whether business—cycle fluctuations should be a cause for

policy concern. The latter is a difficult question, where economists have a wide range of
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views. Of course, there is nothing in our results that enables us to judge the absolute
importance of Swedish business cycles. But we can at least say something preliminary
about how the relative importance of business cycles has changed over time. Figure 6.1
suggests that this change may have been considerable. The figure is constructed by
estimating an unweighted periodogram (see Appendix 2 for details} of GDP, for a window
of 51 observations. We then plot the share of the variance explained by business cycles
(the frequency band corresponding to 3 to 8 year cycles), with the date centered on the
middle observation in the window. The figure clearly spells out how the importance of the
business cycle peaks around World War I and how it has declined steadily over time.
Maybe this is another instance of the general phenomenon mentioned at the end of Section
6.1: dramatic historical events tend to color the research agenda and shape the policy

perspectives for many decades.
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Appendix 1
Data Sources and Definitions
This appendix gives exact sources for our data and exact definitions of the variables in our
study.

GDP Deflator (Py)
Nominal GDP/Output defined as below.

Inflation (Inf)
First differences of logarithms of the GDP Deflator.

Nominal GDP (Ynom)
GDP in current factor prices

Sources:

1861-1949 Krantz and Nilsson (1975), Table 1.2 col 4

1950—1969 Statistics Sweden, N10 SM8901, Appendix 2—3, Table 3.1, GDP in
factor values.

1970~-1988 Statistics Sweden , N10 SM8901, Table H1, GDP in factor values.

Money Stock (M2)

Central Bank and private bank (until 1903) notes held by the public plus demand and time
deposits at Commercial Banks

Sources:

1871-1971 Jonung (1975), Appendix A.

1972—1988 Statistical Yearbook, Central Bank of Sweden.
Real Money Stock (M2/Py)

Money Stock divided by the GDP deflator.

Digcount Rate (R)

Central Bank Discount Rate

Source:

1861-1988 Statistical Yearbook, Central Bank of Sweden.
Interest rate (R2)

Lowest offered interest rate for loans at the commercial bank Skandinaviska Enskilda
Banken and its ancestors.

Sources:

18671911 Sammandrag av solidariska enskilda bankers samt akiiebankernas och
kreditaktiebolagens uppgifter,quarterly publication, Statistics Sweden.

1912-1967 Statistiska megdelanden serie E, Uppgifter om bankerna, monthly
publication, Statistics Sweden.

1968—1983 Bankerna, monthly publication, Statistics Sweden.

19841986 Affirsbankerna, monthly publication, Statistics Sweden.

1987—1988 Approximate figure given by Sven Lindstrom at SE—banken. Rates

decided upon locally.
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Real Discount Rate (R—Inf)
Official Discount Rate minus inflation.

Real Interest Rate (R2—1Inf)
Interest Rate minus inflation.

GDP (Y
Gross(Dc))mestic Product in 1985 fixed factor values. From 1950 GDP at current factor
values is deflated by the implicit deflator for GDP at market values.

Sources:

18611949 Krantz and Nilsson (1975), Table 3.1

19501979 Statistics Sweden, N10 SM8901, Appendix 2—3, Tables 3.1 and 3.2
1980—1988 Statistics Sweden, N10 SM8901, Tables H:1 and H:2

Private Consumption (C)
Private consumption of goods and services at fixed 1985 prices.

Sources:

1861—1949 Krantz and Nilsson (1975), Table 2.3.1.

1950—-1979 Statistics Sweden, N10 SM8901, Appendix 2—3, Table 3:2
19801988 Statistics Sweden, N10 SM8901, H2.

Public Consumption (G)

dPui})lic consumption of goods and services, state and municipalities deflated with the GDP
ellator.

Sources:

1861—1949 Krantz and Nilsson (1975), Table 1.1.

19501979 Statistics Sweden, N10 SM8901, Appendix 2—3, Table 3:1
1980—1988 Statistics Sweden, N10 SM8901, H1.

Investments (I)
Gross domestic capital formation in fixed 1985 prices.

Sources:

1861-1949 Krantz and Nilsson (1975), Table 2.2.1.

19501979 Statistics Sweden, N10 SM8901, Appendix 2—3, Table 3:2, row 5.
19801988 Statistics Sweden, N10 SM8901, Table H2.

Exports (X)

Exports of goods and services in fixed 1985 prices.

Sources:

1861—1949 Johansson (1967), Table 50 col.14

19501979 Statistics Sweden, N10 SM 8901, Appendix 2—3, Table 3:2
19801988 Statistics Sweden, N10 SM 8901, Table H2

Imports (M)

Imports of goods and services in fixed 1985 prices.

Sources:

18611949 Johansson (1967), Table 52 col.14

1950-1979 Statistics Sweden, N10 SM 8901, Appendix 2—-3, Table 3:2
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19801988 Statistics Sweden, N10 SM 8901, Table H2

Relative Price Private Consumption (Pc/Py)

Private consumption at current prices divided by Private consumption at fixed prices and
the GDP deflator

Sources for private consumption at current prices:

18611949 Krantz and Nilsson (1875), Table 1.1
19501979 Statistics Sweden, N10 SM8901, Appendix 2—-3, Table 3:1
1980-1988 Statistics Sweden, N10 SM8901, H1.

Relative Price Investments (Pi/Py)
Gross fixed capital formation at current prices divided by gross fixed capital formation at
fixed prices and the GDP deflator

Sources for fixed capital formation at current prices:

18611949 Krantz and Nilsson (1975), Table 1.1

19501979 Statistics Sweden, N10 SM8901, Appendix 2—3, Table 3:1
19801988 Statistics Sweden, N10 SM8901, H1.

Relative Export Prices (Px/Py)

Exports of goods and services at current prices divided by gross exports at fixed prices and
the GDP deflator.

Sources for exports at current prices:

18611949 Johansson (1967), Table 49 col.14
19501979 Statistics Sweden, N10 SM 8901, Appendix 2—3, Table 3:1
19801988 Statistics Sweden, N10 SM 8901, Table H:1

Relative Import Prices (Px/Py)
Imports of goods and services at current prices divided by gross imports at fixed prices and
the GDP deflator.

Sources for imports at current prices:

18611949 Johansson (1967), Table 51 col.14

1950—1979 Statistics Sweden, N10 SM 8901, Appendix 2—3, Table 3:1
19801988 Statistics Sweden, N10 SM 8901, Table H:1
Manufacturing Production (Yman

Value added in manufacturing and mining in fixed 1985 producer prices.
Sources:

1861—1949 Krantz and Nilsson (1975), Table 3.2.1

19501962 Statistics Sweden, SM N 1975:98, Table 2A

19631969 Statistics Sweden, SM N 1981:2.5, Appendix 4, Table 2A
19701988 Statistics Sweden, N10 SM8901, Table H:4

Relative Price Manufacturing Production (Pman/Py)
Value added in manufacturing and mining at current producer prices divided by value
added in fixed producer prices and the GDP deflator.

Sources for value added in current producer prices :
18611949 Krantz and Nilsson (1975), Table 1.3
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1963-1969
19701988

Wage rate
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Statistics Sweden, SM N 1975:98, Table 1A
Statistics Sweden, SM N 1981:2.5, Appendix 4, Table 1A
Statistics Sweden, N10 SM8901, Table H:3

Wage in current SEK per 100 hours for workers in manufacturing and mining.

Sources:

1861-1913
1914-1919
1920-1929
1930-1934
1935—1938
1939-1984
1985—1986

Bagge et al. (1935), Table 26, Column "Social Science Institute"
Bagge et al. (1935), Table 26, Column "Social Board"

Statistics Sweden, Lonestatistisk arsbok 1929, Table 8

Statistics Sweden, Lonestatistisk drsbok 1938, Table 24
Statistics Sweden, Lonestatistisk arsbok 1940, Table 28
Statistics Sweden, Loner 1984, p 58, Table D

Statistics Sweden, Loner och sysselsittning inom privat sektor 1988,

p 44, Table D

Real Wage (W /Pman)
Wage rate deflated with manufacturing prices.

Real Congsumer Wage (W /Pc)
Wage rate deflated with private consumption prices.

Wage Cost (Wc)
Total wage bill 1n current values to workers in manufacturing and mining divided by total

number of hours worked by workers.

Source for total wage bill:

1870-1949 Jungenfelt (1966), p 122 col 5.

19501962 Statistics Sweden, Nr N 1975:98, Appendix 98, Table 4AA
19631969 Statistics Sweden, Nr N 1978:8.4, Appendix 5, Table 14.
19701979 Statistics Sweden, N10 SM8601, Appendix 5, Table 5:11
19801988 Statistics Sweden, N10 SM8901, Appendix 5, Table 5:11
Real Wage Cost (Wc/Pman)

Wage cost deflated by manufacturing prices.

Worked Hours in Manufacturing (H)

Total number of worked hours by employees in manufacturing and mining. Between 1870
and 1949 constructed by dividing total wage bill (see wage cost) and wage rate defined as

above. Between 1950 and 1959 hours by entrepreneurs ("foretagare) is included.

Sources:

1950—1959
1960—1962
19631969
19701979
19801988

Workers (N)

Statistics Sweden, Nr N 1875:98, Appendix &, Table 98
Statistics Sweden, Nr N 1975:98, Appendix 5, Table 92
Statistics Sweden, N 1978:8.4, Appendix 5, Table 92

Statistics Sweden, N10 SM8601, Appendix 5, Table 5:8
Statistics Sweden, N10 SM8901, Appendix 5, Table 5:8

Average number of workers in manufacturing and mining.

Sources:
1861—-1919

Bagge et al. (1935), Table 187
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1920-1986 Industri, yearly publication from Kommerskollegium, later Statistics
Sweden. Workers ("arbetare and "Gvriga arbetare") in industrial
groups 1-8, 1952—1986 groups 1—11 due to reclassification.

Hours per Worker
Worked hours in manufacturing and mining divided by average number of workers.

Productivity (Pr
Labor productivity in manufacturing and mining. Value added in manufacturing and
mining in fixed 1985 producer prices divided by total number of worked hours.

Wage share (Wshare)
Total wage bill (see wage cost) divided by value added in manufacturing and mining in
current prices.

Unemployment (U)
Yearly average of number of unemployed reported to unemployment insurance.
("Arbetsldshetskassor”)

Sources:

19111956 Silenstam 21970)

19561969 Historical Statistics, Arbetsmarknadsstyrelsen, Swedish Labor Market
Board.

1970-1988 Arbetsmarknadsstyrelsen, Swedish Labor Market Board.

Current Account (CA)
Current Account in current values.

Sources:

1871-1949 Ohlsson (1969), Table B:1

1950-1962 Statistics Sweden, N 1975:98, Appendix 3, Table 5
1963—1969 Statistics Sweden, N 1981:2.5

19701974 Statistics Sweden, N10 SM8601

1975—1988 Statistics Sweden, N10 SM8901, Table VIII,;row 8
Net Exports (Nx)

Exports minus imports deflated with GDP deflator.

Terms of Trade (Tot)

Relative export price divided by relative import price.

Foreign Demand (Fy)
Aggregated weighted GDP in Great Britain, Denmark, Norway, (West) Germany, France
and United States. Weights calculated as follows: Unfiltered weights are defined as:

a; = wX/YPz

where subscript 4 denotes the countries mentioned above. wi denotes the share of Swedish
exports going to country i, Yi real GDP in country i and Pz is export prices. For years

without observations on u, linerar interpolations are made. A Whittaker—Hendersson filter

with A=6400 is then applied to a, and the trend component Ea‘ (normalized to sum to one)
is used as the weight so that:
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Source for w;
1871-1964 Ohlsson (1‘269), Table B:9
1965—1988 Statistisk Arsbok, Statistics Sweden

Qutput Great Britain (Uk)
GDP of Great Britain 1n fixed values.

Sources:

1870—1949 Maddison (1982), Table A6-A8
10501985 Summers and Heston (1988)
1986—1988 OECD, National Accounts

Output Denmark (Dk)
As for Uk.

Output Norway (No)
As for Uk.

Output Germany (Ge)
As for Uk.

Output France (Fr)
As for Uk.

Output United States (Us)
As for Uk.
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Appendix 2
Filters and frequency domain statistics

This appendix presents and discusses more formally the filters we apply in order to extract
cyclical components of the raw data series, and discusses in some detail how we estimate

the frequency domain statistics.

A2.1 The transfer function and phase

In this section we will define and analyze filters in terms of their effect on cyclical behavior.
A univariate time invariant linear filter transforms the time series z (input) to the new

series y (output) by forming a weighted moving average using the weights v :

o0

(A2.1) Yo = Z Ug Tt-s.

§=w

The i{ransfer function for the filter is the Fourier transform of the weights

00

(A2.2) Bv) = sz exp(—ivs),

5= ~00

where exp(—iws) = cos(ws) — i*sin(ws) is the complex exponential function (this is like
replacing zy.s with exp(—iws) in (A2.1)}). The frequency we[—r,r], but spectra are
symmetric around zero.

The reason why the transfer function is interesting is that the spectrum for y, .S'y(w),

is given by
(A2.3) () = | B(s)]2 (),
where §%(w) is the spectrum for z and | | denotes the modulus of the complex function

B(w), that is, if B(w) = g + p then | B(v)|2 = ¢2 + p2.
The transfer function can equivalently be expressed as
(A2.4) B(w) = | B(u)| exp[-iP™¥(u)],
where P*¥(v) is the phase and the magnitude | B(«)| is often called the gain. The phase is
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defined by

(A2.5) PPY() = argB(v) = tan{In[B(w)]/Re[B(s)]},

where Im and £e are operators that pick out the imaginary and real part of the complex
number, respectively. One way of interpreting the phase is to note that

(A2.6) (@) =P"Y(w)}w

is a measure of the phase shift at frequency & in terms of time (which is measured in years
in the present paper). The convention is that when 7(#)< 0, then or average y {output)

is lagged relative to z (input).

A2.2 Definitions of the filters

This subsection provides formal definitions for the three filters that we use in the paper.
The computational procedures are described irn a subsequent section.
The Band—pass filter (denoted BA) operates in the frequency domain. We use a

filter with the transfer function

Aoy _ f1if 2r/32)w] and Ju]>2r/8
(A2.7) P (v) = { 0 otherwise ’

which means that cycles with a period between 3 and 8 years passes through the filter
untouched, but all other cycles are completely removed.

The Fhittaker—Henderson filter type A, introduced to economists by Hodrick and
Prescott (1980) and described in some detail by Danthine and Girardin (1989), is given by
the solution to the following optimization problem:

Split the series z into a cyclical component y and a trend g (where, of course, z;

=y + gt) 80 a8 to minimize
1Y n
(A2.8) 2‘13@ + )2[(91;'-9&4) + (gt-r—gu-2))°
t= t=3

Hence, the trend’s tracking of the z series (giving small y2) is traded off against the

smoothness of the trend (giving small [(gi—gt-1)+(gt-r—9:-2)]2). We have chosen A=10,
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which implies that the trend tracks the original series fairly closely, in order to get an
average cycle length of approximately 5 years for the cyclical component (y) of the GDP
series.

The first difference filter is simply y = 2 — 2.1, which corresponds

approximately to growth rates for all series that are expressed in logarithms.

A2.3 Computational procedures for the filters

This section describes the actual computational procedures that we apply. All calculations
are made in the GAUSS programming language. Let us assume that we have =n
observations of the time series z (input) zo,71,...,Zn-1.

The band—pass filter is implemented in four steps. First, in order to reduce the
wrap—around effect (see below) the z series is prefiltered with a Whittaker—Henderson
filter with A=2500 and padded with zeros to four times its original length. If needed, it is
further padded with zeros to get a number of elements T equal to a power of 2. Second, a

Fast (finite} Fourier Transform (FFT) is applied, to form the random spectral measure
T-1
H » .
(A2.9) Y e;) = (1/]’)2:51, exp(—ite;), wj=277/T where j=0,1,2,...,1-1.
t=0

The frequency runs from 0 to 27(7-1)/7, but since the spectral measure is periodic with a
period of 2r, the values for r<¢<2r equals the values for —r{w<D. Third, the spectral
measure is multiplied with the transfer function B A(w) from (A2.7), with the definition

changed in accordance with the frequency domain of the FFT

Ay _[1if 2x/8<w2r/3 or 27(1-1/3)<wi27(1-1/8
(A2.10) $ (0) = { 0 otherwise ).

Fourth, the inverse FFT is calculated as
T-1
=
(A2.11) Y = z Z(wj)BBA(wj) exp(¢twj), where wj=27j/1,
j=0

and the n first observations are picked out. The result of these operations constitutes our
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filtered series.
The Whittaker—Henderson type A filier operates in the time domain and is simple

to use. Danthine and Girardin (1989) shows that the filter can be computed as

(A2.11a) g = [I = (I+APK) ) z,
where I is the nxn identity matrix and I the sxn toeplitz matrix
1-2 1 00..000
0 1-2 10..000
(A2.11D) r=|%01-21..0007
0 00 00 ..1-21
The first—difference filter is simply
(A2.12) Yt = Ty — Tg-y, ic [1,13-—1],

which of course means that one observation at the beginning of the sample is lost.

A2.4 Characteristics of the filters

This section discusses the characteristics of the filters in terms of their transfer and phase
functions. Special attention is paid to the effect of the firite sample length.

Figure A2.1a—c shows in the upper panel the the gain functions ({#(#)|) of the
three filters, and in the lower panel the phase functions. The x—axis is expressed in
frequencies (w) which run from zero to . For convenience, cycle lengths of 16, 8, 3, and
2 years are marked with vertical dotted lines. Note that the cycle length in years and the
frequencies {») are related according to
(A2.13) years/cycle = 21 /w.

In Figure A2.1a the gain for the ideal (asymptotic) band pass filter (A2.7) is plotted
as the thick solid curve. This filier obviously keeps all cycles between 3 and 8 years but
shuts out all others cycles. Unfortunately, this filter is not realizable for a finite sample.
The reason is easy to see if the band pass filter is transformed to the time domain by
applying the inverse Fourier Transform. It can be to shown that the theoretical

(asymptotic) weights in the time domain vgin (A2.1) for the band pass filter (A2.7) are
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w = { [sifsm e ) sz

These weights decline fairly slowly as |s| increases, which is at the root of the problem.
With a finite sample, some of the v; are disregarded implying that the cycles to some
extent are blurred with each other, a phenomenon usually called leakage. How does the the
gain function actually look like for our sample length? In order to understand that, we
have to deal with the question about how the FFT that we use for calculations treats a
time series. As a matter of fact, it treats the series as periodic and assumes the the last
observation is identical to the observation preceding the first observation.  This
"wrap—around" can seriously distort the time series. Therefore, we try to eliminate the
wrap—around by padding the time series with a lot of zeros. All this means that the finite
sample problem is indeed present.

In Figure A2.1a we have plotted, along with the ideal gain function discussed above,
the actual gain function for observation {=64 (thin solid line) and ¢=1 (dotted line) in a
sample of length 128. Obviously, for {=64, the finite sample problem is insignificant, but
for t=1 (and also for £=128 which is identical to {=1) the leakage is considerable. It can
be shown that for ¢=5, the leakage is dramatically smaller than for {=1. Furthermore, for
the observations at the beginning (end) of the sample, only weights vg for 3<0 (s>0) has
any effect. This will introduce a phase shift for these observations. Even if the ideal
band—pass filter, and the actual band pass—filter for {=64 has no phase, as illustrated in
the lower panel of Figure A2.1a, this is not universally true. For {=1, the phase shift is
regative for longer cycles, around zero for the pass band, and positive for shorter cycles
(the pattern for {=128 is exactly the opposite). Again, for ¢{=5, the phase shift is
dramatically smaller than for £=1.

Similar problems arise in applying the Whittaker~Henderson filter. The upper
panel of Figure A2.1b shows the gain of the Whittaker—Henderson filter for a sample with

128 observations, for observation 1 and 64. The value A=10 has been used. Since the
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sample is finite, the actual filter (the v; values) will differ between observations. The gain
function for the first (¢=1) and last (=128} coincide, but differs from the gain for an
observation in the middle of the sample (£=64). It is worth noting that while the former
seems to keep more of the longer cycles than the latter, the opposite is true for shorter
cycles. The lower panel of Figure A2.1b illustrates the obvious phase shifts at the
beginning of the sample: at {=1 the phase is negative, that is, output lags input. This is
natural, since at =1 only contemporaneous and leaded values of the input series are
available. For the seven year cycle, the lag is about one year. Analogously, the filter for
t=128 gives a positive phase. But, in the middle of the sample the filter is symmetric in
the time domain, which gives a zero phase. According to Figure A2.1b, the phase vanishes
fairly quickly as one moves into the interior of the sample. The phase for {=5 is fairly
unimportant.

Figure A2.1c shows the gain and the phase for the first—difference filter. From the
upper panel it is clear that the filter keeps a great deal of the long cycles and actually
magnifies the short cycles. The phase for the first—difference filter is positive. At seven
year cycles the lead is about 1.25 year and at three year cycles it is about 0.25 year.

Figure A2.2 brings together the gain functions for the three different filters in order
to highlight the differences. It is clear that the Whittaker—Henderson filter differs from the
band pass filter by keeping more of the long cycles and all the short cycles. The

first—difference filter is even more extreme in both these respecis.

A2.5 Estimation of spectra and coherencies

This section summarizes the procedures for estimating spectra and coherencies. Most of
the material is adapted from Koopmans {1974).

The estimation of spectra proceeds in three steps. First, the random spectral
measure Z{v;) of the time series z is calculated by applying the FFT in (A2.9). Second, the

periodogram is constructed by
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(A2.14) (g;) = 1/(27) | &(g;)| 2.
Third, the weighted average over +k frequencies of the periodogram is our estimate of the
spectrum
k
(A2.15a) 5%(u;) = 2 ¥I(05.0),

i=-k
where ¥; is a tent shaped sequence of weights which fulfill

k
(A2.15b) 2 Fi=1.
i=-k
The equivalent degrees of freedomis given by

k
(A2.162) r= 2/2 7,

iz-k
and a 100(1—e)% confidence interval is given by
(A2.16b) r§w;)/b < Sle;) < r&%w;)/s,

where a4 and b are given by Prob{s < y2< b) = 1—a.

The estimation of the coherencies of two series z and y goes in a similar way. First,
the spectrum of each series is estimated. Second, using the random spectral measures of
each series, Zz(wj) and Zy(w,-), the multivariate periodogram for the two series is calculated
as
(A2.17) I"¥ay) = 1/(20) 7°(a3) P (a5},
where the star (*) denotes the complex conjugate. Third, weighting Izy({dj) as in (A2.15),
gives the estimated cross spectrum 5°¥(w;). Finally, the coherence is obtained by
(A2.18) ") = 130 /(35030 wi))*.

An approximate 100(1—a)% confidence interval is given by
0¥ (w;)ain = fank{ arctanh({%Y(s;)) — Oritx(2(2k-1))F — (2(2k-1))" }
(07 max = tanh{ arctanh(i%Y(a;)) + Critx(2(2k-1))1 - (2(2k-1))1 }

where €rit denotes the critical value for a/2 in the standard normal distribution.
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Appendix 3
Statistical inference on filtered data

This appendix discusses some problems of statistical inference on filtered data.

A3.1 Bandpass filtered data

Statistical inference on band—pass filtered time-series turns out fo be a little less
straightforward than might be expected. This is due to the following theorem322:

A process is purely linearly non—deterministic if

T
[ log flw)dw> —n
—%

where [ 13 the spectral density of the process. Otherwise it is linearly deterministic,

so0 that z; can be predicted without error using a linear prediction function given the

history of z up until t-1.

Since a pure band-pass filter is constructed to nullify the spectrum over a band of
frequencies with an asymptotically positive measure, it follows that a filtered process
becomes deterministic. Inference based on asymptotic properties of non—deterministic
processes is thus invalid. Another important implication is that no band—pass filtered
process can be Granger—caused by apother process: since a deterministic process is
perfectly linearly predictable from its own history, no other process can help predict it.

In the following, we discuss two ways of computing significance levels for band—pass
filtered series. The first way appears more appealing but has problems for tests on
sub—samples and also seems to have lower power. The second way is therefore used in this
paper.

Method 1. First we note that zerc correlation between the two filtered series yf and zf

2 See e.g. Whittle (1983} p. 26.
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is equivalent to a zero regression coefficient § in the bivariate regression:
(A3.1) vp = zfﬁ+s.
Here, however, both yf and zf as well as £ are deterministic.

Let no subscript denote an unfiltered series and let the subscript r denote the
remainder after filtering so that, for example, y = yf+ Yy H we then run the regression:
(A3.2) y=zh+e,
we will have deterministic regressors, but y and thus the regression will be
non—deterministic. Fortunately, regressions (A3.1) and (A3.2) will both yield the same
estimate b This is because the space spanned by Yy is orthogonal to the space spanned
by zp Letting F represent the band—pass filter in the time domain and noting that F is
symmetric and idempotent23 we have that:

B = Gys) 2y

— , =1 g,
(A3.3) = (zfa:f) z'F Fy

= (If’zf)‘iE,F'y

= (z/z.) "z,

But since z f and z_ are also orthogonal we may include zf in the regression and run:
(A3.4) y = mfﬁ+ g+ v,

This will reduce the residual variance if there is some correlation between y and z ' and
hence increase the power of the test. To test whether the correlation between filtered series
is zero, we test if ( in A3.4 is significantly different from zero. To account for
non—spherical residuals we use a Newey—West estimator for the variance of B M

In our case we are interested in statistics for the sub—samples as well as for the

23 Following Engle (1974} the basic band—pass filter can be written W*AW where W’ = [WO

W1 wT—I]’ where W, = (l,elak,emak, . e(T_l)lgk
the transpose of W and A is & diagonal matrix with a symmetric diagonal of ones and zeros such that
a one represent included frequencies. Using this and the fact that W'W = WW? = [, it is easy to show

that F is symmetric and idempotent,

),ﬂk = 27k/T, W* is the complex conjugate of

M We use four lags in the computation of var (f) See Newey—Weat (1987).
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whole period. In this case the method is less well suited. The problem arises because the
orthogonality, which gives us an equal b in (A3.1) and (A3.2), does not hold if we filter
the series over the full sample period but run the regression for a sub—sample. In practice,
this will cause unreasonable results in small samples. For instance, correlation coefficient
between two filtered series which is close to zero for a sub-sample may be spuriously
significant. The remedy is obviously to use one filter for every sub—sample that we study.
This, however, leaves us with too small samples.

Another problem is that in practice we don’t use the basic filter described in

Footnote 23. Among other things, we are padding the series with zeros to reduce some
finite sample problems with band-pass filters.25 This procedure will also produce
non—orthogonality between T¢ and £, We have therefore chosen another method to
compute significance levels.
Method 2. OQur second method relies on the fact that it is only when the filter sets the
spectral power for some frequencies (with strictly positive measure) ezactly to zero that the
series becomes deterministic. If we use a filter that reduce the spectral power of
non~business cycle frequencies to some constant x bounded away from zero, we may, by
choosing x small enough, get filtered series arbitrary close to the band—pass filtered series.
In this case, our filtered process stays non—deterministic allowing the use of standard
asymptotic results.

Instead of specifying % to some arbitrary constant strictly bigger than zero, we
have actually set it to exactly zero. This is purely for convenience since there exists some
& strictly bigger than zero for which all results would be close (e.g. within the numeric
accuracy of GAUSS) to the reported results.

Significance levels for the reported correlations have thus been computed by running

regression A3.1 and testing for S Dbeing different from zero using the consistent

25 Set Appendix 2 for a descripiion of the filter,
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Newey—West estimator of the variance of Zi The Newey—West estimator is used since the
residuals are not assumed to be spherical. 1In addition to the likely presence of
non—spherical disturbances before filtering, the filtering procedure will introduce
autocorrelation even if the original residual covariance matrix is diagonal.

We have compared the two methods of computing significance levels. The first
method sometimes gives unreasonable results for sub—samples. We also find that the first
method on average rejects zero correlation less frequently. For the full sample the first
method rejects 165 of 840 contemporaneous correlations being zero on the 10% level.
Reassuringly, all of these where also significantly different from zero according to the
second method. But the second method yields another 240 significant correlations, totaling
405 (Table 4.2). Since the first method includes more noise than the second, it seems
reasonable that its power is lower.

Given the discussion above, it is obvious that the reportied significance levels must
be interpreted with caution. This point is further strengihened by the fact that we don’t

know the small-sample behavior of the Newey—West covariance estimator in this case.

A3.2 Whittaker—Henderson filtered data

A Whittaker—Henderson filtered series includes spectral power at all frequencies.
Therefore the problem of deterministic processes discussed above does not arise.
Granger—causality tests between Whittaker—Henderson filtered series are still problematic,
however, for the reason discussed in Section 5.2.

By filtering out virtually all of the lowest frequencies the Whittaker—Henderson
filter typically introduces autocorrelation in the filtered series. All significance tests
involving these series in the paper therefore rely on covariance matrices that have been

recomputed with the Newey—West method.
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Table 3.1 Correlations with GDP

Band-pass filtered data

1-1 t t+1
Private. Consumption (C) 0041 054 0.19
Inflation (Inf) -0.25| 016} -0.04

LT
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Table 4.1 General Statistics

Nominal and Financial Variables

Std. Dev. | Rel Std. | Correlation® with reference | Average | Avenage

% Dev. -1 t t+1 $q. Coh. { Time Shift,
GDP Defl. (Py) 3.22 1.90 0.04 0.13 D.17 0.09 .25
Inflation {Inf) 3.42 2.0 .18 -0.04 0.08 -1.52
Nom. GDP (Ynom) 3.44 203 Q.14 -0.05 Q.23 0,18
Money (M2) 353 209| 008 002| o007] 064
Real Money (M2/Py 3.54 227 0.02 0.10 .09
fscsunt Raic ) ) 527 0. . LI

Interest Rate (R2) 0.54 0.32 0.02 0.01 0.17 0.08 -1.81
Real Disc. (R-infl) 3.48| 206 0.06 0.08 0.80
Real Int. (R2-Infl) 3.51 2.07 0.09 Q.07 081
GDP Components
GDP (Y) 1.70 | 1.00 o 1.00 ) .
Priv. Cons. (C)_ 2.23 .31 -0.04 8 0.19 044 0.1
Public Cons. (G) 286 1.70 0.07] -0.16 0.1 0.02
Investments (1) £.90 4.07 0.20 0.04 0.33 0.06
Exports (X) 8.43 3.80 s, 0.39 018
Imports (M) 1019 8.01 Q.08 0.30 -0.05 0.18 0.07
Rel. Price C (Pe/PY) 1.50 0.89 -0.03 0.23 Q.13 1.42
Rel. Price I (Pi/Py) 232] 1a7] 022] -0.03 0.08 004] -1.06
Rel. Price X (Px/Py) 3.18 1.88 -0.04 0.21 0.12 0.07 0.1
Rel. Price M (Pm/Py) 327 1.83 0.09 017 0.06 0.04 0.18
Morufacturing and Labor Market Variables
Manuf. Prod. (Yman) 3.70 218 0.11 0.34 0.16
Rel. Pr. Yiean (Pman/Py)** 1.97 0.53 -0.20 .08 0.07 0.06 -1.67
Wage Rate (W)** 395| 107 o2 C14| ©008| 005 0.75
Real Wage (W/Pman)** 322] 087 0.15 0 0.09 0.05 0.8
Real Cons. W (W/Pc)y** 2A7 0.67 .03 0.12 0.2
Wage Cost (Wc)** 407 110! o2 014 -0.08 0.05 0.5¢
Resl We (We/Pman)** 3.25 0.88 0.15 0 0.13 0.04 0.11
Hours Manuf. (H)** 2.97 0,80 0 0.01 0.16 0.00
Workers (N)** 2.63 0.71 O 0 -0.03 0.14 0.03
Hours per Worker (H/N)** 1.52 0.41 0.09 0.06 0.06 0.07 0.20
Productivity (P1)** 4.00] 108 0 0 0.54 0.07
Wage Share (Wshare)** 2.71 0.73 -0.04 0 0 0.44 1.46
Unemployment (L))** 1.03 0.28 -0.14 -0.15 0.13 0.16 £.44
Irternational Variables
Current Account (Ca) 132] 078] -001] -0.01 .01 0.05] 025
Net Export (Nx) 1,45 0.85 0.02 Q.04 0.03 0.04 007
Terms of Trade (Tot) 2.38 1.39 0.18 0.05 0.08 0.05 -0.85
Foreign Demand (Fy) 1.63 0.96 0.23 0.11 0.09 0.39
Output UK. (Uk) 1.76 1.04 0 0.05 0 0.13 0.88
Qutput Denmark (Dk) 2.28 1,35 -0.10 0.16 0.18 0.05
Qutput Norway (No) 206] 1211 012 0.33 0.09
Output Germany {Ge) 5.45 .2 Q.04 0.05 Q.11
Qutput France (Fr) 2.78 164 0.19] 005! 006 0.10 019
Qutput US (US) 3.25 1.92 0 0 0.02 0.09 0.58
. Correlation with GDP exce pt for variables marked with **
- Correlation with Marau facturing Production
[

The series is leading reference with 1 year (corv{ref (1) scries(s-1)}}
Black cell represents at least 10 % dgnificance



Table 4.2 Contemperaneous Correlation Matrix, Full Sample

Iaf | Yao| M2 R | R2 |[RhijR2Ind Y | C a ] X | M|IP Fiy Yman) P W {WiPnl Weel We [WaPl B | N | 5NY Pr JWokag U | Ca ] Nx | Tot Uk Dk | Nol Ge| Fr | (b
GDFP Defl (Py) 4.00 0 52z)] o2 013] 025 & 0 18 B .01 9 0.00| 015 JgY 008 | <03 200 023 JRv Al acgl ogd 400) 003) D12} 000
otlation (Inf) 1.00 008 IS 0.07 | 0.08 fE¢ cl -a18) 047 Y 3061 001 619 )-024] 0.07 EOES 0 oi2] 001 0 003 0 0 (X1 o ¢ 008 ] 0.08 000]-002]-026| 098] 018
_Nom GDE (Yeom} 1.00 JEd 0 [+ 0 0 0 =¥ aoe EVEEE 000 210 P 0] oo M 044 42| Q10 D 0 A00) 61e! 611 -00¢ 005 | 000 B
Moncy (M2) 1.00 B 15[ 0137 006 004 U o18]-0.81 013 o4 o6l 020 0007 0.08 002 8003 0103 0410] D07 o] oo 006 ) aorj oo aoel oo
Real Money (M2/PY) 4,00] 007} 008 010 001 | 007 000] 13| 01| 002] aos] el oo ] 0.07 ] 0.05 RUETH 004 0.10 [AF] o 0 a1zl 015 o14f 008 o0 ] 002} D04 [ 000
Discount Rate (R) 1.00 a8 0 (503 20 Q4] iy -00d) 006] o8] Qo8 013 0 0 0 000 gg 0 000 ] ot g 0 Q02! 008 20| 007] aost 0064 a0t |
Interest Rate (R7} 1oo] eor) qut! ool o1 ooz] at 008 {0081 010 200} ooe) ooe 0 [y 1] 0 0.00] 000 | 0.09 J 008 ) -010 008 -008] ae| -uoeigj
Real Disc, (R-Inf]) 1.00 014 ooz]-opf-a17] a2a] oo7 R 0 c2s BRI o 0.56 Bl 8 0 210 021} goe] oos) 007 000] 001] a25] 015018
Real Iat. (R2Wnfl} 1.00 218 Q01 ] -003}-017] o20] 011 0 023 BREY HOLI] Doz 0.48 8 L 010 o021l aasi oo}-oer 000) 0.00] 025 ] A18] 018
GDP(Y) 1.00 207 JV 0 -t;u-‘ 003 ¢ 0 oo | 001 | avel ai7] oos] a2 ooz JIELY 019 013] 001 ] a0¢] 005] 029 008 B 0 018 f 006
Priv. Com. (C} _ LR 046 t8 a15] aoe) oo JORIE 006 ] o201 oos G 0.23 | o.0e |l 410) 03| 0ol B 0 008 | 0.08 | .22 o1
Public Cons. (G} 1.00] 021§ 004] 015 012 kYl at0 | aos KR 003 0 0.01 8 o6 .00 I o0 016 012 012] 002] 018 EECE 014
Iavestmeata (T 100] 045 0.07 aosf 0o7| oz noe 015 | 0os I 0,45 08 | 017 i 0 ot 047 1] 0
Bxporta (X) 3,00 E5g 007 | 01a] 000 JoFcR 010] 015] 006] 012 013 ] 0.04 WY 004l 014]-010 B a11] a17] 004 ] 008| nof] 020 W 004
Jmports (M} 1,00 Q.45 Q07] o0t ] G4} B2t 0.21 JLER 010§ -0.00 IV o o1 | 002 | -0.00 Bk LELE .08
Rel. Price C (Po/Py) _ 1.00 004 R 023 | 0.15 M a8 £1%) 0451 0081 000 ;028 i 008 017 008 011 £.11} 018 .02
Rel, Price | (FiPy) 100] a1 )00 0 041 i) 0 Qi4|ate] otela1pla22ia0 0281 0.07) -0.02] 008 004] 0.07] 004
Rel. Price X (Px/Py) 1.00 B¢ [T 0 0 ool | 0t -ais R 0.00] 0.08 oor| coe! o12( w10l 005|020
Rel. Price M (Pm/Py) 1.00] 008] 0i2) 012] 028 B 0 Q.20 A0 | 018 oot Q18 003| a19] a12) -a0k|-003
Mansf, Prod (¥man) 1.00{ 009 | d14 a14 IO 008 o3 -015] aoe| 014 008| aos| 0.2 000
Rel Pr. Yman (P 1,00 8 0 00af 016 BN 008 | 004 | 000013 a4 008 | Dow) 007 ot4 ] 007] 003
Wage Rate (W) 1.00 89 0 [31) 0.10 0.01 N 003 ] -0.03] 010 0141 0071 0051041
Real Waj man 1.00 ¢ 0 0 LAY O 0 0.21 | 0.18 JB 051 MV 003 | 002]| -0
Real Coas. W{W/Pc) 1.00 i -] 0 006 JIEEY 0101 000 0,08 006 | 0.08
mc«g(wa 1.00 012 ] Ooa RV 0.0 0.02 008 | D08 | 010 Gi1] aos] 0.04] 014
Real We (We/Pman 1.00 015 0 0 462] 216! oo {002
Houns Manuf. (H) 1.00 0 3] 088 0 0 at7 0 020] a10]| 015
Worken (N} 1,00 § -0.04 [l (¥ o 013 0 Q10| 014
Houts per Worker 1.00 Q03 0 ok 009 ] -0.08 | Pﬁ 000
Prodpetivity (Pe) 1.00 058 O 0 0,08 | 006 Qo8| 0001 o18] 0027 o2
Wage Share (Wibsre) 1.00| 0.05 02| 000]-001] oA oos] 013001
s, 2 ent 1.00 a1z 024] 01102 6
Corrett Acoount (Ca) 1.60 020] 0142 ais] 018 9
Net Export (Nx) 1.00 000 0151 016 a4z
_Terms of Trade (Tot) 1.00f 0.05[ 012} oc2l-00] ato] 406 oo
Foreign Demand (Fy) 1.00 0 012
Oatput UK. (L) 100] ait]-at2 0.00
Cratput Denmark (D) 100 406} 0251 013
Outpat Norwsy (No) 1.00 .33
Output Germany (Se) 1.00
Ongvﬂ‘nm(?rl 1.00
Output US (US) 1.00

Brack eofl re presents af least 10 % sgwificance



Tabie 4.3 Contemperaneous Correlation Matrix, Pre-war

1af | Yool M2 [M R 82 § R-luf] R Y C L=} 1 X M | P P Yman) Pma W[ W, Wihe] We | WoP| H N | HN| Pr | Wi U Ca | Nx | Tot Uk Dk| Nol Ge] Fr | e
GDP Defl. (Py} 1.00 Y a08 | 008 | 0.00 048 R JETT - o 001 ) 000 JSEERE oot JERL] o.70 Il -0 0.22 i) 3] 0%
Inflation (Iaf) 1.00 JUECEET -0.00 I 00 -0.99 ) ERIE -0 010)] 018 ) ao4 JRECE 000 ¢ 0 0 0 o 0 ae4| 0o0] 021|042 12| o1s o141
Nom. GDE (Yoom 1.00 0011 a19] Qo7 0 0 ese EXLY 058 o 0.26 008 oos IIFEN 015 065 Gl 6 0 a4 os7r IR © .99 421 0.08 22} 082
Money (M2 1.00 aos| a1zjazel-as 9 10 e 31 aos| oo LR 0.14] 004 e 0 oo7| 02| 018] -1.00 JE0 ad4] 012
Real Money (M2/Py) 1.00] 003| 019{ 0oa] cos| ore BGRER 0241 a2olooal ai7loosfoad) ait]-coe)-000] 0207 004] 000] 028) 0071003 acs| 016] 0os| oo7]-012)06s|0i5] B10] ate 018 004 | 0o0|-0.06
Discount Rate (R) 1.00 069 067 0 0 018 08! 024] 008 006 028 © 0 0.22 M 0 020 061 a3 ) e 010 080 024 ).000] oo7 020 | 0.00
laterest Rate 1.0 JiE 0 o5 JEELY 00| a2s| 001 031 Rzd -0 c36 o032 REJEE] 049 000 JUEER -0.07 | 0.01{-010 kN 019 | 0.20 13} 0063 w03 018 o.00
Real Disc. (R-Infl) 100 403 oib £08] Dis] 001 JB (1] 8 0B6 030 -0 012 JRe 0 0.6 028 K] 0 2737-005] 7] o0 e aiel 009 B -0.08
Real lnt. (R Infl) 100] oce| o1 JEEE a0 | 016l 000 Qo & RL) O 0 o3 N o) goe] att]| ace 0131 010 KN -0.00
CDE(Y) 1.00 gt 0,10 JEt=t 9 0.24 )V o18] 005 -ai0] 00201431 a3l a8} o a2t} o] D2 -1,00 Hod] ool 010l -0o8| 023 | 019) a22)-00a] 048
Ptiv. Cons. (C} 1.00 | 008 JR-WE 016 WOAE 011 ] 001 | aos! 907)] 017 010 000 ) a0 Q 027 | Q12 096 A6} 006 ] 03] D08 nis] Gis] as8
Public Com. (Q) 1.00 ) o 0 [SEIEAT] -0 9 0 0 0 Qi2 G [T’ © o 010 0 025 -0.20 | 0.2
luvestmvents (1) |ﬂ[ Pt osc ERCIETT) a06) a0t ] 014 IUEER 000 ] 0.08 SOE-N 06 o U og2 BT © 0.24 s 01z o2 a2t m
Eaporta (X)) 1.00 0 3 -0 o1 | 007 ool 0aa 0! aiel ac iz o o Q Q08| 0.08 ooal a4 -azri-0ce| oo7
JImpoch (MY 00] 007 [trd 026 WARNENFY o ai4] oo@ o4 o a19] 029 074 034 420
Rel, Price C (Pe/Py) 1.00 | 0.17 ¢ 0 aizl 002! 01b] G4 0 Q12] 401} o8 oe] 0] 082 | o020 0c3]| aos| 01T 0021 a1
Rel, Price | (Pi/Py) AR IR LR 4221 oo7 &Y LT 0.0 | 021] ocal-at1] 008 ase 008)|-014] o] 023 014 a4
Rel Price X (PoPy) 1.00 [ -0.04 i 0 o Q.46 oas) D8] 007) O47 ) 0151 A2 ) G2 020 | 004 02| 019
Rel Brice M (Pa/Py) 1.00 i 013 | -0.02 4 o 000 | ote]-0os]-017] aoel 1.co POEER 010 <08 | nor] 041 o 021
Manuf. Prod. (Yiman) .00 Ji 020 620 017] 605 | 029 gy 087|-002| 008l o2s] n1el-0os| 008! 0.0] 0i2
Rel Pr. Yman (Pman/Py) 1001 008 a0z ote a1z _aﬁlﬂl‘&_ 004} oot | 01| 019 004]| ot | g8 )-043] 018
Wage Rate (W) 100f atal otel ogel atal oet] asilodsl o] 020] 400 o4
Real Wage (W/Pman) 1o0f aeo| aos] awe|-ate]-an o] osafars] owioz £.10 | -0.04 | 018 008 ] 0i4] 00D 847
Real Cons. W (W/Pe to0] oo7| asol ate vgﬂﬁuaﬂ 27| 045l a12] 018 N 005|023 o12f a4l o8 008
Wage Cost (We) 1001 aoe) asc| arsjoraf-ant] o] .00 ol 0.3
Real Wo (Wo/Fman) '-Q,L“-‘l.'&“lri‘.ﬂ-ﬂ -M-J 4.00] 022 | 0221019 ] 018 aoe] 10| om | 07| o
Hours Manef. (H) 1.00) 089 | 055) -048f 047] 010 008 0%
Worken (N) 100! a1s]-as1] ass| Q4R 00| a2
_Hoare per Worker (EYN) 100] ais] ai2] 1.00] a18 02| ao7f 28] -012] nfof -0 m_&s_
Froductivity (Pr) 1001 004 081 | 02o) G10]-010] 028 aot]o16) ao1] 03] ats)
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Table 4.4 Contemperaneous Correlation Matrix, Inter-war
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Table 4.5 Contemperaneous Correlation Matrix, Post-war
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Wage Share (Wibare] 1.00 aoz| 011].008|ate ool aoolatz] ase
Unemplayment (U) 1oof 055] a2 020] c2of o171 aze 0.0 R
Current Acooust (Ca} 1.00 28 [T ETR o EF
Net Bxport (N3) 1001 -an 008 | ace Q18
Termu of Trade (Tot) 1.00 | <024 attloislaiel awf o2
Eoreign Demasd (Fy) 1.00 0% a18
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- Black call represents at braxt 18 % sgni ficance



Table 4.6 Standard Deviations for Sub-Samples

Nominal and Financial V ariables
Pre-war* Inter-war Post-war
Sid. Rel. Std.] Std. | Rel Sid. S@._ Rel. g&ﬂ

GDP Defl. (Py) 2.9 183| 4571 19001 V771 147
Inflation (Inf) 2.74 172 603 251 218| 182
Nom. GDP (Ynom) 319| 200] 464 193] 184 18
Money (M2) 440 277 145] oe0| 333] 277
Real Money (M2/PY) 29%0] 182] 457! 19| 37| 331
Discount Rate (R) 0.35 0.22 0,37 0.18 0.62 0.52
Interest Rate (R2) Q.29 0.18 0.38 0.16 ogal o6s
Real Disc. (R-Infl} 2.97 1.87 6.02 2.50 214 1.78
Real Int. (R2-Infl) 2.90 1.83 5.5 2.47 2.18 1.81
GDP Components

GDP (V) 1691 1001 241] 100] 1201 1.0
Priv. Cons. (C) 1.62 1.02 2.58 1.07 1.11 0.93
Public Cons. (G) 2.67 1.68 4.03 1.67 1.95 1.62
Investments (1) 8.13 5.11 7.89 3.28 2.82 2.34
Exports (X) 4.23 2.66 5.91 2.46 3.39 2.82
Imports (M) 489] 307 ®13] 2551 571] 475
Rel. Price C (Pc/Py) 104] oe6s!| 183] o76] ose] oce2
Rel. Price I (Pi/Py) 2.32 146 297 o0 o8] o076
Rel. Price X (Px/Py) 2.71 1.70 3.45 1.43 3.47 2.89
Rel. Price M (Pm/Py) 3.15 1.98 3.36 1.40 3.22 2.68
Manu facturing and Labor Market Variables

Mangf. Prod. (Yman) 4.14 2.60 ] 5.34] 2221 204] 169
Rel. Pr. Yman (Pman/Py) 170]  0.41 1.50]  o30] 184] o090
_Wage Rate (W) 3.08 C.74 6.07 1,14 2.25 1.10
Real Wgsc {W/Pman) 2.35 Q.57 4.53 0.85 2.42 1.19
Real Cons. W (W/P¢) 2.07 0.50 3.58 0.67 1.55 0.76
Wage Cost (Wc) 3.28 0.79 6.04 1.13 2.31 1.14
Real Wc (We/Pman) 2.26 055] 454] o0s85] 233] 114
Hours Manuf. (H) 347 .54 4.46 0.84 1.47 0.72
Workers (N) 2.70 .65 3.71 0.69 1.71 0.84
Hours per Worker (H/N) 174 0.42 1.78] 033] 093] o046
Productivity (1) 5.0 1.21 5.34 1.00] 18] o7
Wage Share {Wahare) .34 0.81 2.01 0.38 1.95 0.96
Unemployment (U) 188] o0a3s[ o221 o.10
International Variables

Current Account {Ca} 1.02 0.64 1.26 0.53 0.81 0.67
Net Export (Nx) 119 Q.75 1.43 Q.60 0.79 0.66
Terms of Trade (Tot) 237 1.49 233 0.97 1.69 1.41
Foreign Demand (Fy) 1.16 0.73 213 0.88 1.23 1.03
Output UK. (UK) 157 o099 247] 103] 120] 107
Output Denmark {Dk} 1.08 0.68 2.74 1.14 1.70 1.41
Ouytput Norway (No} 1.24 0.76 2.22 0.82 1.65 1.37
Output Germany (Ge) 228 142] 536 222] a3esf 306
Output France (Fr) 2.08 1.31 3.05 1.27 1.65] 1.37
Output US (US) 2.38 150] 516 =214 228] 190

See appendix for exact sam ple lengths




Table 4.7 Correlations* for Sub-samples

Nominal and Financial Variables
Pre-war®** Inter-war Post-war
[5 Riahad t t+1 t-1 1 t+1 t-1 1 t+1
GDP Defl. (Py) 12] 0081 003 012) -023 ] -0. 0 £19] 0.
Inflation (inD) 0 0031 0161 -0.20] -0.33 | -0.06 PRV IER 0.51
Nom. GDP (Ynom) .04 ¢ 0.10 I 0.29 | 016 | 0.21 FX: 0.58
Money (M2} 0.21 B 0031031 005| 0181 044 Q- 0.14 )
Real Money (MZ/Py) o40. 013 EEER 020 [lE:R O 0 Al -0.08
Discount Rate (R) 0 0 0.15] 0.16 PR 0.12 | -0.27 @R 0.59
Interest Rate (R2) 009) D¥5] 0.06]) O.14 N 0 0 v ¢.58
Reeal Disc. (R-Infl) kel 003] 01371 021} 031§ Q.05 EAx Q151 -0.35
Real Int. (R2-Infl) 0271 002 .09 021 030 ]| 0.04 B 0151 0.3
GDP Componenis
GDP(Y) 0 I 0 0.26 ] 0.286 . _
Priv. Cons. {C) 0.07 ¢ 4 £0.12 PRECE 022 | -0.14 W 0.50 1
Public Cons. (G) 0 010|016 019 02| 001 | 0.05| 0.13] 003}
Investments (1) 0.06 S 0.04 g6 0 0 0.06 B 0.31
Exports (X) 0.39 ek C 0 X -0.16 | 0.19 B -0.08
Imports (M) 0.12| 029 010§ 007 ] 0.22] 0.07 | -0.20 0.38 Y]
Rel. Price C (Pc/Py) £.44 ] 0.22 B 024 | 0.01 BB 0.4 0,07 | 0.61
Rel, Price I (Pi/Py) 0 0 0.34 -0.8 kil 029] 014 -0.01 [ 000
Rel. Price X (Px/Py) 022 024 0211 0.24] 018 ]| 0.07 | 0.13 gReX: 0.38
Rel. Price M (Pm/Py) 027 EFSEDOEEE 023 | 0.25] 0.07 g 0.5 0.09
Manufacturing and Labor Market V ariables
Mzaauf. Prod. (Yman) ¢ . J 0 5 0 X ‘
Rel, Pr. Yman (Pman/Py)** | -0.16 JE¢ 0.13 ] 0.28 JR? -0.09 BE kOGN 0.07
_Wage Rate (W)** 0 020 006] 008 0.11{ 0.1 0.0t | 0.56
Real Wage (W/Pman)** 0.14 BN G 0.00 | 0.23 By kil 0.34] 0.09
Real Cons. W (W/Pc)** 0.10 016 ] 013 0.21 0.14 D 014 0.55
Wage Cost (We)** 0291 020( 001} 00984 0121 020 B Q01] 064
Real We (We/Pman)** 0.14 ¢ 0 0.00| 0.23 B 0.4 0 0.18 {
Hours Manuf. (H}** kTl 017 | 0.0 PRl 042 ] 017 ]| -0.14 0.6 0.48
Workers (N)** sl 005 -0.19 Y G 0.19 | -0.20 S 0.53
Hours per Worker (H/N)** | 0.24 B¢ 047 ) 044 009 ] 002 ) 0.06] -0.11 | 0.04
Productivity (Pry** 0.08 AN 0.22 AR 06 0 0 0.6 .04 |
Wage Share (Wshare)*® -0.02 s 0 0.29 -0 -0.21 066 -068 ERCR]
Unemployment (1))** -0.26 | 0.07 ] 0.11 ]| 005 | 0.06 QRN -0.24
International Variables
Current Account {Ca) \ 026 -0 0 0 O8] 0.8 053] 068
Net Export (Nx) 017 | -0.04 FEt 0 q 003§ 028l 033 063
Terms of Trade (Tot) 012 | 0.08 FEEIR O.01 | 0.10 FE¢ 0 0.14 ] 0.82
Foreign Demand (Fy) 0.38 WAlE -0.40 O 0.6 0.13 EREE 0.04 | 0.37
Output UK. (Uk) JEGE 0,08 BRI 037 ) 0.31 ] 0.12 B -0.07 | -0.63
Qutput Deamark (Dk) 013] 023] 0.06 ) -041 ] 025 EOKEE 0.09| 0.12] -D.04
Output Norway (No) 0 0181 0121 020 c04f -005] 008
Qutput Germany (Ge) 0291 022! 003 QN 0 001 019 001 { 029
Output France (Fr) 009 | 0081 0.14 0.28 ERAH 0 0.25] 0.02] 017
Qutput US (US) 0 Wil -0.24 | 0.09 EE 0 o £.05] 0.3
. Cornclation with GDP exce pt for variables marked with **
- Correlation with Mams facturing Production
il Sou appendix for emct axm ple kenges
shee The series is leading re ference with | year (corr{re f(t)nerica(+-1)})
b Shoded engry re presents at least 10 % & gificance




Table 4.8 Comparisons Between Different Filters

Nominal and Financial Variables
Relative Standard Deviation Correlation* with Reference
Band-pass First difft. Wh.Hend. Band-pass First diff. Wh.Hend.

GDF Defl. (Py) 1.90 2.35 2.3 -0,13 0 0
Inflation (Inf) 2.02 1.95 2.07 -0.16 .08 .10
Nom. GDP (Ynom) 2.03 2.32 2.29 0 0.18 020
Money (MM2) 209 2.29 214 0 0.07 -0.03
Real Money (M2/Py) 2.27 1.93 1.98 0 0 0
Discount Rate (R) 0.27 023 0.24 0.16 -0.10 -0.04
Interest Rate (R2) 0.32 0.30 0.30 0.01 6 0
Real Disc. (R-Infl) 2.06 1.85 2.07 0.18 0.07 0.09
Real Int. (R2-Infl) 2.07 1.98 2.1% 0 0.07 0.08
GDP Componeris

GDP (Y) 1.00 1.00

Priv. Cons. (C) 1.31 1.34

Public Cons. (G) 1.70 1.96

Investments () 4.07 4.34

Exporta (X) 3.80 4.28

Imports (M) 6.01 S.84

Rel. Price C (Po/Py) 0.89 0.83

Rel. Price 1 (Pi/Py) 1.37 1.21

Rel. Price X (Px/Py) 1.88 1.87

Rel. Price M (Pm/Py) 1.93 1.86

Marniifacturing and Labor Market Variables

Manuf. Prod. {Yman) 2.18 2.33 2.30 0.56 0 0
Rel. Pr. Yman (Pman/Py)** 053 0.51 0.43 -0.08 0
Wage Rate (W)** 1.07 1.0t 1.05 0.14 0.10 0.02
Real Wage (W/Pman)** 0.87 0.90 0.95 0 C 0.18
Real Cons. W (W/Pc)** 0.67 0.67 0.70 0 0 0.25
Wage Cost (Wc)** 1.10 1.08 1.07 0.14 0.11 0.03
Real We (Wc/Pman)** 0.88 0.9 0.85 0 o G
Hours Manuf. (H)** 0.80 0.74 0.76 0.30 0.28 0
Workers (N)** 0.71 0.68 0.1 0 0
Hours per Worker (H/N)** 0.41 0.43 0.41 0.06 0.05 0.06
Productivity (Pr)** 1.08 1.07 1.04 0 0 0
Wage Share (Wshare)** 0.73 Q.70 0.69 0.60 0.66 0.6
Unemployment (U)** 0.28 0.23 0.25 0.15 0.17 0.21
International Variables
Current Account (Ca) 0.76 0.60 .71 0.01 0.05 0.01
Net Export (Nx) 0.85 0.73 0.77 0.04 0.10 0.07
Terms of Trade (Tot) 1.39 1.62 1.51 0.05 0.03 0.09 |
Foreign Demand (Fy) 0.96 0.98 0.90 0.23 0 023
Output UK. (UK} 1.04 1.04 1.12 .05 -0.02 -0.05
Output Denmark (Dk) 1.35 1.31 1.28 0:30 0.40 0.39
Output Norway (No} - 1.21 1.26 1.23 0:39 0 0
Ouiput Germany (Ge) .2 2.81 293 0.16 008 007
Qutput France (Fr) 1.64 2.18 215 .05 0:28 ¥
Output US (US) 1.92 1.77 1.84 0 0.13 0.16
. Correlation with GDF except for variables marked with *+
.- Correlation with Manu facturing Production

Hlack cell re presents ot least 10 % significance

s



Table 5.1 Granger-Causality Tests for Money on Real GDP

F-statistics and marginal significance levels

First-dif ferenced data
Specification Whole | Pre-war |Inter-war
sample
Bivariate 1.282 1.912 0.286 §
Significance 0.284 0.147 0.854
Multivariate 0.654 1.239 1.655
Significance 0.582 0.316 0.250

Black cells re present signi ficance ot or below 10%



Table 5.2 Neutrality Tests for Money on Real GDP

B (1) and t-statistics

First-dif ferenced data

Specification Whole | Pre-war |Inter-war| Post-war

sample

Bivariate 0.0 0.188 ROREN - -0
t-statistic 64 -0.887 $

Multivariate 0.122 0 -0.027
t-statistic -1.204 EEEN: ; 0.252

Black cells re presens signi ficance at or below 10%




Table 5.3 Granger Causality Tests for Money on Prices

F-statistics and marginal significance levels
First-dif ferenced data

Specification

Bivariate

Sipnificance

Multivariate

Significance

Black cells represent ggnificance at or below 10%



Table 5.4 Independence Tests for Real Wages and Employment

S-statistics and marginal significance levels

Cyclical component

Band-pass

Significance

Whittaker-Henderson

Significance

First-differences

Significance

AR(1) innovations

Band-pass

Significance

Whittaker-Henderson

Significance

First-differences

Significance

AR(2) innovations

Band-pass

Significance

Whittaker-Henderson

Significance

First-differences

Signiflicance

Whole | Pre-war |Inter-war} Post-war

Black cells re presens signi ficance at or below 10%:




Table 5.5a Correlations with Foreign Demand

Filtering method

Band. pass Pre-war*| Inter-war| Post-war
GDP (Y) 0.10 0.66 0.10
Exports (X) 0.08 0.72 0.49
Manuf, Prod. (Yman) .16 0.70 0.30
W hittaker-Henderson

GDP (Y) 0.27 0.70 0.18
Exports (X) 0.20 0.94 0.51
Manuf. Prod. (Yman) 0.16 0.76 0.25
Firg-dif ference

GDP (Y) 0.07 0.62 0.39
Exports (X) 0.07 0.90 0.58

Manuf, Prod. (Yman)

0.06 0.69 0.44

See appendix for exact sampie lengths

Table 5.5b Correlations with Contemnporaneous Exports

Band- pass filtered data

Output UK. (Uk)

Qutput Denmark (Dk)

QOutput Norway (No)

Output Germany (Ge)

QOutput France (Fr)

Output US (US)

Rel. Price Exp. (Px/Py)

-
L

Sec appendix for exact sample lengths
Black cells represens significance at 10% or below



Table 5.6 VAR-Equation for Exports

First-dif ferenced data
Pre-war* | Inter-was| Post-war|
0.60 3.61 0.13
0.55 0.08 0.88
025 -289 0.09
0.29 1.36 0.11
. See appendix for exact sam ple kengths

Table 5.7 VAR-Equation for Export Prices

First-dif ferenced data
Pre-war*| Inter-war| Post-war|
0.90 1.24 11.33
0.42 0.35 0.00
0.18 -0.35 0.82
-0.02 -0.40 -0.64
- See appendix for exact sample lengths

Table 5.8 Correlations with Current Account

Band- pass filtered data

Pre-war*| Inter-war| Post-war
Terms of Trade (ToT) .35 48 IR
Foreign Demand (Fy) 36, 05
GDP ()
hd Sec appendix for exact sample lengths

i Black cells represent significance at 10% or below



Table 59 Skewness and Medians

Nomina! and Financial Variables
Full Sample® Prewar Inter-war Post-war
| Skewness] Median

GDP Deil. (Py)

Inflation (Inf)

Nom. GDP (Ynom)

Money (M2)

Real Money (M2/Py)

Discount Rate (R) .

Interest Rate (R2) ! . 0.01 015! 044 0.16
Real Dise. (R-Infl) 0.03 0.18 0.02 017 -0.64 0.08
Real Int. (R2-nfl) -0.01 -0.18 0.03 0.12 -0.51 -0.11
GDPF Components

GDP (Y) 0.09 0.01 .00 021 0.42 0.03
Priv. Cons. {C) 0 0.07 0.15 £.10 0.28 0.24 0.12
Public Cons, (G) 0.31 -0.08 0.09 0.11 0.19 0.18 0.01
Investments ([) 0.02 0.00 -0.01 <0.03 -0.67 0.09 0.54 0.01
Exports (X) 0 0.08 0.62 -0.04 0.36 0.08 0.49 0.02
Imports (M) 018 0.37 0.09 0.47 0.14 0.10
Rel. Price C (Pc/Py) 0.80 0.04 0.158 .11 0.84 0.19 0.06
Rel. Price I (Pi/Py) 0.70 0.01 -0.14 0.08 0.41 £0.05 0 0.06 §
Rel. Price X (Px/Py) 0 -0.07 0.32 0.02 -0.31 0.06 017 §
Rel. Price M (Pm/Py) Q.11 0.00 0.256 0.0¢ 0.27 £.12]

Manufactiring and Labor Market Variables

Manuf. Prod. (Yman) 0.32] 008] D0O03] 004 025] 068]  0.07]
Rel. Pr. Yman (Pman/Py) 0 0.10 .19 0.00 -1.10 0.15 -0.20
Wage Rate (W) .01 .08 .38 0.04 0.57 0,10
Real Wage (W/Pman) 0.42 0.08 .16 0.0t 0.18 0.32 -0.06
Real Cons. W (W/Pc) 0.04 0.28 -0.06 -0.11 -0.28 0.02
_Wage Cost (Wc) -0.05 0,13 .28 0.02 0.57 0 -0.29
Real We (We/Pman) 0.38 0.05 0.36 0.04 0.18 0.40 -0.05
Hours Manuf. (H) 0.01 0.07 0.19 0.05 0.03
Workers (N) 0.00 £.18 -0.06 Q.21 0.34 0.07 1
Hours per Workes (H/N} 008 ] 00t 048] 0.12 019 Q.18
Productivity (Pr) 026] 008! 036 007 ooz! 019! 000
Wage Share (Wshare) 0.01 043 £0.18 0.18 Q.39 0.0
Unemployment (U)_ 043] 043] 2016 5 015) 0410] 002
International Variables
Current Account (Ca} 0.02 0.26 0.00 0,15 0.10 -0.02 0.1¢
Net Export (Nx) o.00 .11 -0.03 0.39 0.03 0.15 -0.08 |
Terms of Teade (Tot) -0.02 0.28 .08 -0.90 0.11 0.00
Foreign Demand (Fy) 0.07 0.36 0.08 0.79 0.16 0.25 0.08
Output UK. {Uk) 0.15 029 -0.01 -1.04 0.25 0.08 0.13
Output Denmark {Dk)_ 007 £.55 0.08 027 0.08 0.04 0.01
Qutput Norway (No) 0.05 £.27
Output Germany {Ge) 0.20 -0.62
Qutput France (Fr) 0.07 0.42
Output US (US) poa) 051
. See oppendix for exacs acm ple lengthe

. Bilack cell re presents af leas 5% dgni ficence.



Table 6.1 Relative Importance of Business Cycle

Share of variance at business cycle frequencies

High
Inflation (Inf) [ 0.347 |
Real Discount (R-Inf) 0.343
Real Interest {R2-Inf) 0.333
Unemployment (11) 0.213
Current Account {Ca) 0.281
Net Exports (Nx) 0.335
Intermedinie
Interest Rate (R) 0.101
Privivate Consumption (C) 0,108
Investments (T} 0.124
Imports {M) 0.104
Reiative Price Investments (Pi/Py) 0.160
Relative Price Imports (Pm/Py) 0.101
_Wage Share (Wshare) 0.114
Terms of Trade (ToT) 0.109
Output Denmark (Dk) 0.132
Low
GDP Deflator (Py} 0.011
Nominal GDF (Yoom) 0.008
Money Stock {M2) 0.025
Real Money (M2/Py) 0.061
GDP (Y) 0.064
Public Consumption (G) 0.031
Exports (X) 0.057
Relative Price Consumption (P¢/Py) 0.093
Relative Price Exports (Px/Py) 0.074
Manufacturing Production (Yman) 0.092
Relative Price Manuf. Prod. (Pman/Py) 0.046
Wage Rate (W) 0.009
Real Wage (W/Pman) 0.045
Real Consumption Wage (W/Pc) 0.054
Wage Cost (Wc) 0.025
Real Wage Cost (We/Pman) 0.032
Hours Worked Manufact. (TI) 0.042
Workers (N) 0.043
Hours/Worker (H/N) 0.085
Productivity (Pr) 0.074
Foreign Demand (Fy) 0.014
Qutput UK (Uk) 0.075
Output Norway (No) 0.048
QOutput Germany (Ge) 0.089
Qutput France (Fr). 0.028
Qutput US (Us) 0.060

See appendix for exact gam pie lengths
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Figure 3.1a: Using kog-linear trend Figure 3.b: Band pase Figurs 3% Henderson=whittaker Figure 3Md: First difference

0.20 0.10 0.10 0.1¢
§ o 5 & 3
3 om0 3 oo ! 0.05 § oos
5 aos B » k]
=0.00 ~9.00 -0.0Q -0.00 \1
~0.08
-0.10 g-o,os g-o.ns ﬂ—o,os
-0.18
~0.20 7§70 1890 1910 1930 1950 1970 1980 ~0.10 3§ 1890 1910 1830 1050 1970 1980 =090 7370 1890 110 1950 1950 1970 1990 ~0.10 7870 1890 1510 1930 193G 1870 1390
Your Yeur Yyor Your
-r
. - . . 1
. - . .




Cyclical component of real GDP
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Figure 5.2: Coh Foreign demand and Swedish output Figure 5.3: Coh Foreign demand and Swedish export
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Figure A2.1a: Band pass filtsr
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