
E-tailers versus retailers

Which factors determine consumer preferences

Cherie Keena,*, Martin Wetzelsb, Ko de Ruyterc, Richard Feinbergd

aDepartment of Marketing, The Charles F. Dolan School of Business, Fairfield University, 1073 North Benson Road, Fairfield, CT 06430-5195, USA
bTechnical University of Eindhoven, Eindhoven, The Netherlands

cMaastricht University, Maastricht, The Netherlands
dPurdue University, West Lafayette, USA

Abstract

The growth of Internet technology and electronic commerce has not been matched by theoretically guided social science research. Clear

and well-designed consumer research is needed to describe, explain, and predict what will happen to this changing landscape. The primary

purpose of this study is to investigate the structure for consumer preferences to make product purchases through three available retail

formats—store, catalog, and the Internet. Conjoint analysis was used to assess the structure of the decision and the importance of the

attributes in the decision-making process. The results from this study noticeably show that the structure of the consumer decision-making

process was found to be primarily one of choosing the retail format (store, catalog, or Internet) and price of product (set at low, medium, or

high) desired. The strength of the retail store format suggests that fears that the Internet will take over the retail arena seem, at least at this

point in time, overblown and exaggerated. However, there seems to be an identifiable segment of customers that has a preference for the

Internet as a retail shopping alternative.
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1. Introduction

Although there has been much research to identify

important attributes in the consumer decision-making pro-

cess for shopping at retail stores and through catalogs,

research has not yet focused on the drivers for consumer

choices to use the Internet for product purchase. To identify

the impact of e-commerce, consumer behavior research is

needed to illustrate a more accurate representation of how

consumers will make choices relative to available retail

alternatives. In the marketing literature, the focus has not

been on the decision process as one of possible tradeoffs.

Therefore, we need to examine the consumer behavior

literature as well as the more recent work on the acceptance

of technology and apply them to this relatively new con-

sumer decision-making process.

By identifying key drivers of retail format selection from

both theoretical backgrounds, the goal is to find out which

of the attributes are crucial in determining consumer pref-

erence regarding retail shopping alternatives. Moreover,

theoretical-driven research allows us to expand the power

of consumer behavior theories, allowing even greater cla-

rification of the practical issues. In light of these issues, this

research has two main objectives: (1) to identify the struc-

ture for consumer intentions to make product purchases

through three retail alternatives and (2) to examine the trade-

offs consumers are willing to make when deciding through

which retail alternative to make a purchase.

Although most retailers, catalogers, and market research

companies assume that e-commerce will jolt all other retail

formats, academic research has yet to identify if this is the

case. As technology increases the alternatives for consumers,

it is important to understand what motivates consumers to

shop using a particular retail format. The potential growth of

Internet shopping makes this area fertile for theoretical-

driven research. Researchers have examined a number of

variables and constructs in an attempt to understand retail

format selection and nonstore purchasing behavior, but little

cohesive organization is yet evident. This research aims to

identify how consumers choose the setting they wish for a

given consumption purpose. Investigating under what cir-
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cumstances and what conditions different consumers will

accept electronic commerce should provide a new dimension

to the current literature. In addition to purchase format, we

identify five key elements in the consumer purchase

decision-making process: subjective norms, attitude, per-

ceived behavioral control (PBC), ease of use, and price.

This paper is structured as follows. First, we provide a

brief synthesis of the existing literature on consumer choice

behavior and technology acceptance in a retail context.

Secondly, we report on the results of a conjoint experiment

designed to empirically assess the consumer decision-mak-

ing process. We conclude the paper with a discussion of the

results and the theoretical and managerial implications.

1.1. Literature review

One theme that has emerged in the literature on tech-

nology use is the link between attitudes and behavioral

intentions (BI) (Adams et al., 1992; Bagozzi and Kimmel,

1995; Dabholkar, 1992, 1996; Davis, 1989, 1993; Davis and

Venkatesh, 1996; Davis et al., 1989; Hill et al., 1987;

Mathieson, 1991; Taylor and Todd, 1995). The theory of

reasoned action (TRA) (Fishbein and Ajzen, 1975) has been

used successfully to identify key elements of consumer

decision-making (Taylor and Todd, 1995). The TRA pro-

poses that behavior is determined by an individual’s inten-

tion to perform the behavior, and intention is influenced by

attitudes and subjective norms (Ajzen and Fishbein, 1980).

While most of the support for the theory has come from the

social psychology literature, there has been success in

applying this theory to consumer decision-making (Shep-

pard et al., 1988). Research using TRA has proved to be

successful across a number of disciplines and was

‘‘designed to explain virtually any human behavior’’ (Ajzen

and Fishbein, 1980, p. 4).

Since it has received support in the attitude and behavior

literature, several researchers have refined the TRA to

enhance its predictive nature on behavior. Two such versions

are the theory of planned behavior (TPB) (Ajzen, 1988,

1991) and the technology acceptance model (TAM) (Davis,

1989, 1993). Both of these theories have been identified to

predict an individual’s intention to use some type of tech-

nology. The TPB (Ajzen, 1988, 1991) was designed to

predict an individual’s behavior across many social and

psychological settings and can be applied to Internet shop-

ping. The TAM was specifically developed by Davis (1989,

1993) to predict an individual’s intention to use an informa-

tion system and can be modified to predict a consumer’s

intention to use Internet technology for product purchasing.

Key elements from these two extensions of the TRA are

used in this research to identify behavioral purchase inten-

tions of consumers for a retail product purchase decision.

From research on these two models, four variables were

identified as applicable to this research: (1) subjective

norms, (2) attitude, (3) PBC, and (4) ease of use. Another

element that has been identified in both academic and

Internet literature, but not extensively tested, is the effect

of price on using technology (i.e., would consumers use the

Internet only if there was a price savings or would they be

willing to pay a premium to use the Internet). Therefore,

price was examined in this research as well.

1.2. The TBP

The TPB can be thought of as an extension of the TRA in

that it ‘‘accounts for behaviors that a decision-maker regards

as potentially subject to interference by internal or external

impediments’’ (Bagozzi and Kimmel, 1995, p. 437).

According to the theory, the immediate determinant of

behavior is intention to perform the behavior. One of the

major limitations of the TRA is that it did not deal with

behaviors in which individuals have ‘‘incomplete volitional

control’’ (Ajzen, 1991, p. 181).

The TPB asserts that BI is a function of attitude and

subjective norm, similar to TRA, but with the addition of

PBC. Attitude towards the behavior is determined by the

individual’s evaluations of the outcomes and an assessment

as to how likely the outcome is to occur. Subjective norm

refers to the individual’s perceptions of the social pressure to

perform (or not) the behavior. In respect to the model, Ajzen

(1991, p. 183) defines PBC as the ‘‘perception of ease or

difficulty of performing the behavior of interest.’’ It is

believed that behavior is strongly influenced by an individ-

ual’s confidence in his/her ability to perform a behavior

(Ajzen, 1991). Madden et al. (1992) examined the effect of

control of 10 different behaviors and found that PBC

predicted intention for all categories. The more an indi-

vidual believes that the resources and opportunities exist to

perform the behavior, the greater their PBC over the

behavior should be.

Each of the determinants of intention, attitude, subjective

norm, and PBC are determined by underlying belief struc-

tures. It is important to note that these beliefs are the ones that

are salient to the individual at the time, not just a broad range

of beliefs that could occur (Ajzen, 1991). Attitudes toward

the behavior, subjective norm, PBC, and intention ‘‘each

reveals a different aspect of the behavior and each can serve

as a point of attack to change it’’ (Ajzen, 1991, p. 206).

1.3. The TAM

Davis (1989, 1993) derived a specific TRA relating to

technology acceptance. The goal of the model is ‘‘to provide

an explanation of the determinants of computer acceptance

that is general’’ (Davis et al., 1989, p. 985). By extending

the attitude toward behavior–BI relationship established in

the TRA and TPB, Davis (1989, 1993), Davis and Venka-

tesh (1996), and Davis et al. (1989) studied adoption of

computer software in a workplace setting. The attitude–BI

relationship in the model implies that all else being equal,

individuals form intentions to perform behaviors toward

which they have a positive effect (Davis et al., 1989).
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The model was designed to understand the causal link of

external variables to its user’s computer acceptance and use.

According to Davis et al. (1989), the TAM ‘‘. . .is specif-

ically designed to explain computer usage behavior. . . (p.
983). The goal of TAM is to be. . . capable of explaining

user behavior across a broad range of computer technologies

and user populations... by identifying a small number of

fundamental variables. . . for modeling the theoretical rela-

tionships among these variables’’ (p. 985).

In this model, BI to use the technology is determined by

the individual’s attitude toward using the technology. Atti-

tude (A) toward using is therefore determined by two

specific beliefs, perceived usefulness (U) and perceived

ease of use (EOU), which were identified from previous

research to influence user acceptance (Davis, 1989, 1993;

Davis et al., 1989; Hill et al., 1987). Usefulness is the

individual’s perception that using the technology will

improve his/her performance (Davis, 1989, 1993; Davis

and Venkatesh, 1996; Davis et al., 1989). Assumed to have

a direct effect on intention, usefulness is also linked with

ease of use to determine attitude. Ease of use is the

individual’s perception that using the technology will be

free of effort (Davis, 1989, 1993; Davis and Venkatesh,

1996; Davis et al., 1989). Ease of use is thought to have a

large amount of influence over first time trials and then

influencing the consumer to use the technology again.

The TAM has received a lot of support in predicting user

acceptance. Davis (1986, 1989, 1993) pioneered the model

and continued to validate it. It was then successfully repli-

cated (Davis et al., 1989; Adams et al., 1992; Mathieson,

1991) and research was extended to examine user acceptance

(Moore and Benbasat, 1991; Taylor and Todd, 1995).

2. Methods and procedures

The primary purpose of this study was to explore the

structure for consumers’ BI to use available retail formats

(store, catalog, or Internet) for product purchases. Using the

TPB (Ajzen, 1988) and TAM (Davis, 1989, 1993) to guide

the research, several attributes were identified as likely

predictors of consumer intentions to use a particular retail

format to make a product purchase.

This research has two main objectives: (1) to identify the

structure for consumer intentions to make product purchases

through three retail alternatives and (2) to examine the trade-

offs consumers are willing to make when deciding where to

purchase. To accomplish the research objectives, conjoint

analysis was seen as the appropriate tool to use. According

to Green and Srinivasan (1978), conjoint analysis can be

used to determine the contributions of predictor variables

and their levels when attempting to determine consumer

preferences and to establish a valid model of consumer

judgements. Once this model is identified, predictions can

be made about consumers’ acceptance of any combinations

of attributes. Several researchers have provided excellent

overviews of the conjoint technique (Carroll and Green,

1995; Green and Srinivasan, 1990; Louviere, 1988).

2.1. Design of the conjoint analysis study

For the conjoint analysis study, we chose the part-worth

function model, as it provides the most flexibility in terms of

functional form of the preference function (Green and

Srinivasan, 1978, 1990). Moreover, the full-profile method

was employed to collect the data for the conjoint analysis.

The full-profile method was utilized because of the realism

that the method displays to respondents (Green and Srini-

vasan, 1978, 1990). A limitation to this approach is the

possibility of information overload, as it utilizes the com-

plete set of factors. However, the use of fractional factorial

designs has been suggested to ameliorate information over-

load (Addelman, 1962; Green and Srinivasan, 1978, 1990).

The respondents were presented with a verbal description

for the stimuli using a stimulus card. The dependent variable

in the study was intention to purchase. The six independent

variables were retail format (three options: Internet, retail,

and catalog), price (three options: high, medium, and low),

control (two options: high and low), ease of use (two

options: easy and difficult), subjective norm (two options:

high and low), and attitude (two options: positive and

negative). Two sample profiles are included in Appendix

A. The respondent was requested to respond to the hypo-

thetical profile by giving a rating, on a 0–100 scale, of how

likely they would be to purchase the product given that

specific profile. Finally, the OLS procedure was employed

to obtain estimates of the parameters, or part-worth utilities.

2.2. Instrument

From a measurement perspective, a researcher collecting

conjoint data has respondents rate a stimulus consisting of

multiple attributes. That is, in conjoint measurement, a

respondent considers all factors concurrently for each treat-

ment combination (also called a stimulus, profile, or scen-

ario). Using this analysis, the researcher is able to decompose

the evaluations into separate utilities, or part-worths (Green

and Srinivasan, 1978, 1990). Data collection is, therefore,

more holistic and more ecologically valid because complete

situations rather than simple questions are considered. The

choice situation for this study is consumer’s preferences for a

retail format of purchase of consumer products.

This research uses a questionnaire (conjoint rankings)

and a scenario. Several researchers in the consumer behav-

ior field have advocated this process instead of the tra-

ditional laboratory experiments (Bateson, 1985; Dabholkar,

1992, 1996; Surprenant and Solomon, 1987). With respect

to the terminology that was used for operationalizing the

abstract conceptualisations encountered in the literature, we

felt that we had to ‘translate’ those into easily understand-

able and unambiguous (layman’s) terms in order to facilitate

the data collection procedure. Previous research implicitly
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and explicitly suggested some of the terms that we could use

in our study. For instance, (Davis (1989, 1993) defines ease

of use as the individual’s perception that using the tech-

nology will be free of effort. Furthermore, we also had to

use terminology that could be kept consistent for all three

modes of purchase, i.e., retail shopping could hardly be

described as ‘easy to use.’

2.3. Product categories

Two product categories, a music CD and a personal

computer, were tested in this study. Each product was

chosen based on frequency of purchase online. In most

studies examining the shopping trends for Internet pur-

chases, music sales and computer products are consistently

listed in the ‘top 3’ for category purchase frequency among

web users (Boston Consulting Group, 1998; Ernst and

Young, 1998, 1999; Forrester Research, 1998, 1999; Niel-

sen Media Research and Commerce Net, 1999). In addition

to purchase frequency, other criterion that was used for

selecting the products was that each product could reas-

onably be assumed to be purchased in all three retail

alternatives (Internet, catalog, and store-based retailers)

and be purchased by a wide range of consumers.

Compared to one another, CDs offer a lower level of risk

with the purchase from the consumers’ point of view then

would a computer. Music CDs are usually low-cost enter-

tainment items purchased for the ability to personally select

the music you wish to listen to. Computers have a higher

level of risk associated with them since there is larger cost

involved in the product. A computer usually has an effect on

the ability to perform certain functions, whether for work or

for pleasure. Thus, these two product classes offer a good

opportunity to develop the theory and implications for

academics and practitioners. In addition, researchers who

utilize conjoint analysis recommend that some familiarity

with the product is necessary for a rational evaluation of

intent to purchase, which tend to make the evaluations more

valid (Nataraajan, 1993).

2.4. Sample

The sample consisted of 290 mall shoppers in a Chicago

suburb. The use of the mall intercept technique gave the

researchers the ability to have face-to-face interviews with

the respondents, which was more desirable since the

conjoint method was used (Green and Krieger, 1991; Green

and Srinivasan, 1990). Bush and Hair (1985) found in their

comparison study that the overall quality of mall intercept

data surpassed that of telephone interviewing and provides

for more complete and less distorted responses. Since we

wanted to ensure that respondents understood the terms

that were used in the scenarios, it was important to provide

an opportunity for a more in-depth data collection proced-

ure, which the mall intercept survey provides (Bush and

Hair, 1985).

One of the major concerns when using mall intercept

surveys is ensuring the sampling procedure so that the correct

respondents are chosen (Bush and Hair, 1985). Since we

preferred a more random sample of the population, quota

sampling was not used. Instead, every fifth shopper who

passed our data collection point was invited to participate in

our study. In order to avoid respondent bias, the research was

done over a 6-day period that included weekend days and

weekdays, as well as different shopping hours. Shoppers

were asked if they were familiar with both catalog and

Internet modes of shopping before they were asked to

complete the survey to assure that they were familiar with

each of the retail alternatives that were presented (Nataraajan,

1993). The sample characteristics can be found in Table 1.

As can be seen in Table 1, we received consistent results

across the two product groups in terms of characteristics. In

terms of age, although we did have a variety of ages in the

samples, most of the respondents fell into the < 35 years age

category. This could be one of the problems of not using the

quota sampling procedure advocated by some mall intercept

researchers (Blair, 1983; Sudman, 1980). Since we had a

greater proportion of younger ( < 35 years) respondents, it

resulted in having a larger proportion of lower income

respondents compared to those with incomes of

US$55,000 and higher. The one characteristic in which

our two product group samples differed the most was in

terms of level of education. For the CD product class, there

was a higher percentage of college graduates than in the

computer product class, while the computer product class

had a higher percentage of graduate school respondents than

the CD sample.

The questionnaire was self-administered under the guid-

ance of a surveyor in a private location within the mall.

Each respondent was randomly assigned to answer either

the CD or computer survey, but not both, to ensure that there

would not be respondent fatigue. In conjoint analysis,

respondent fatigue is more likely if respondents must assess

Table 1

Sample characteristics for each product class

Variable Categories Product class

CD PC

n % n %

Gender Male 71 49.7 65 47.8

Female 72 50.3 71 52.2

Age 18–25 years 58 40.6 49 35.5

26–35 years 53 37.1 52 37.7

> 35 years 32 22.4 37 26.8

Income <US$25,000 79 56.5 77 57.0

US$25,000–55,000 32 22.8 30 22.2

>US$55,000 17 20.7 28 20.8

Level of

education

High school

(and some college)

26 18.4 26 19.7

College graduate 61 43.3 45 34.1

Graduate school 54 38.3 61 46.2

Marital status Married 65 45.8 60 43.5

Single or divorced 77 54.2 78 56.6
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large numbers of profiles in the survey (Green and Sriniva-

san, 1978, 1990). Therefore, respondents answered the

questionnaire for only one product type. Of the 290 surveys

that were collected, 281 were usable. For the CD product

survey, 143 responses were usable. For the computer

product survey, 138 responses were usable.

3. Analysis and results

In this paper, we will first estimate the part-worth utilities

for individual levels of the attributes for the two product

classes, CDs and PCs. On the basis of the part-worth

utilities, importance scores can be derived using the range

of the part-worth utilities. Furthermore, we will investigate

the internal validity of the results using the Pearson’s

product moment correlation coefficient (r) and choice

simulations. These importance scores will be used for

post-hoc segmentation purposes (Green and Krieger,

1991). Finally, we will use choice simulation to further

validate the results of our study.

Product classes were examined for differences in their

importance level to respondents. Since the products are

quite different in cost and risk of purchase, it would be

assumed that the attributes guiding the purchase would be

different. Our results indicate an adequate level of internal

validity in terms of Pearson’s product moment correlation

coefficient (r) for both product classes, as they both

exceeded .99 (P < .001). Aggregate importance scores for

each sample are shown graphically in Fig. 1 and with data

and utility scores in Table 2.

Once the product classes were segregated, differences are

apparent in what is most important in the purchase deci-

sions. For the CD product class, retail format had an

importance score of 26.6, while price was second most

important. For computers, price had an importance score of

26.1 and retail format was viewed as the second most

important attribute. For a lower cost, lower risk item like

a CD, retail format may outweigh price because of the

convenience factor in the purchase. Most consumers want

the CD immediately and may be willing to pay a higher

price in order to have the CD in-hand quickly. Alternatively,

with a high cost purchase, consumers would probably shop

around for the best price and then make the purchase. For

these types of products, it may be worth it to do price-

comparison shopping and then wait for the product.

For the computer product, price was seen as the most

important attribute for consumers to make the product

purchase. Low cost computers were preferred with a differ-

ential of 22.1, meaning that for this product class, it was the

driving indicator of whether a purchase would be made or

not. For the CD, price was the second most important

Fig. 1. Importance scores for each product class.

Table 2

Importance scores and part-worth utilities per level for each product class

Group Importance score (%) Part-worth utility

CD PC CD PC

Format Internet 26.57 23.05 � 9.77 � 4.47

Catalog � 4.79 � 3.08

Retail 14.55 7.54

Effort A little 10.54 9.58 4.89 3.55

A lot � 4.89 � 3.55

Control A little 10.49 13.98 � 4.24 � 6.64

A lot 4.24 6.64

Norm 5% 8.40 9.55 � 2.39 � 2.61

85% 2.39 2.61

Attitude Positive 20.64 17.80 11.45 9.18

Negative � 11.45 � 9.18

Price Low 23.36 26.05 7.72 9.56

Medium 3.96 2.30

High � 11.69 � 12.56
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attribute in the study. The differential between high and low

price for this product class was 19.4, indicating that there is

quite a high preference for low price alternatives.

Attitude was rated as the third most important attribute

for each of the product classes. The importance was greater

for the CD product than for the computer product. Differ-

entials between positive, pleasant experiences and negative,

unpleasant experiences were 22.9, with the preference for

the positive, pleasant experience. For the computer sample,

the differential was 18.4, with the preference for the

positive, pleasant experience. Control was selected as the

fourth most important attribute for each of the product

classes, but was higher for the computer product. The

differential for the computer product was 13.3, with the

preference for higher control. Although the preference for

the CD product was also for high levels of control, the

differential was only 8.5. It would appear that for higher

cost, higher risk products, control would be more important

than for lower cost, lower risk products. One perception of

control may be the consumer’s feeling that they could return

the product, if necessary, which would be much easier with

a CD than with a computer. In accordance with the previous

results, effort and subjective norms had the lowest level of

importance for each of the product classes.

Pooled regression analysis was used to test for the

differences between the product classes. [We would like to

thank an anonymous JBR reviewer for this suggestion.] Our

results indicate that at a=.05, the only attribute that exhibits

a statistically significant difference in importance scores

between the product classes is control (CD = 10.4%,

PC= 13.98%).

3.1. Simulations

We used choice simulations to further validate the results

of our studies. [We would like to thank an anonymous JBR

reviewer for pointing this out to us.] By using conjoint

simulations, we were able to translate the utility values for

each of the retail alternatives into ‘‘market shares’’ to

identify the impact of attributes on the consumers’ selection

of purchase format. These simulations give the probability

of choosing a particular bundle of attributes as the most

preferred. In order to classify the most realistic scenarios for

each of the retail formats, we consulted the literature used

for the study and identified the following situations, which

were used as baseline scenarios for each product class:

1. Internet format, little effort, a lot of control, 5%

subjective norm, negative attitude, and low price;

2. catalog format, little effort, little control, 85% subjective

norm, positive attitude, and medium price; and

3. retail format, a lot of effort, little control, 85% subjective

norm, positive attitude, and high price.

In our simulations, we used the maximum utility model

and the logistic model (Wiley and Low, 1983). With respect

to the maximum utility model, the market shares of a

simulated alternative reflect the probability of choice of

the fraction of first choices divided by the total number of

observations. The logistic model estimates the probability of

choice by taking the natural log of dividing the utility of a

simulated alternative by the sum of all simulation total

utilities (Wiley and Low, 1983).

As can be seen in Table 3, we ran three simulations

against the baseline, changing several of the attributes for

each. Using this procedure, it is clear that there are certain

effects by changing the attribute levels for each of the retail

formats. In Simulation A, the level of control was changed

in the Internet and retail formats. By decreasing the level of

control for the Internet format and increasing it in the retail

format, for both product classes, we are able to see the

impact that control has on the purchase scenario. In conclu-

sion with our previous results, the more control that is given,

the more likely a consumer will choose the alternative with

Table 3

Results of simulations

Simulation CD PC

MU model

(%)a
Change

(%)

Logistic model

(%)

Change

(%)

MU model

(%)

Change

(%)

Logistic model

(%)

Change

(%)

Baseline Internet 22.38 nab 22.75 na 43.48 na 41.59 na

Catalog 41.96 na 43.69 na 33.70 na 36.33 na

Retail 35.66 na 33.56 na 22.83 na 22.08 na

Simulation A Internet 11.89 � 10.49 13.37 � 9.38 20.29 � 23.19 21.69 � 19.90

Catalog 37.76 � 4.20 42.58 � 1.11 35.14 + 1.44 39.36 + 3.03

Retail 50.35 + 14.69 44.06 + 10.50 44.57 + 21.74 38.95 + 16.87

Simulation B Internet 46.85 + 24.47 47.13 + 24.38 55.80 + 12.32 53.68 + 12.09

Catalog 23.78 � 18.18 24.90 � 18.79 21.38 � 12.32 24.71 � 11.62

Retail 29.37 � 6.29 27.97 � 5.59 22.83 0.00 21.61 � 0.47

Simulation C Internet 34.27 + 11.89 34.85 + 12.10 45.65 + 2.17 45.03 + 3.44

Catalog 23.78 � 18.18 25.34 � 18.35 15.58 � 18.12 17.07 � 19.26

Retail 41.96 + 6.30 39.81 + 6.25 38.77 + 15.94 37.90 + 15.82

a Maximum utility model.
b Not applicable.
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the most control, as can be seen by the increase choice for

the retail alternative, which was much more drastic for the

PC product class (CD: MU: + 14.69, logistic: 10.50; PC:

MU: 21.74, logistic: 16.87). This market share gain for the

retail format can be mainly attributed to market share loss of

the Internet format. Therefore, this is in line with our

previous assumptions that the higher risk, higher cost

alternative control would be more important than for the

lower cost, lower risk products. In Simulation B, we

changed the level of attitude to positive for the Internet

format. This leads to an increase of market share for the

Internet format in the computer product class (MU: + 12.32,

logistic: + 12.09). An even more substantial increase can be

observed in the CD product class (MU: + 24.47, logistic:

+ 24.38). This gain in market share of the Internet format can

be mainly attributed to a market share loss for the catalog

format. These results are also in line with previous results

where the importance for attitude was greater in the CD

product class. The greater differential could be the cause

that, in a lower price, lower risk product, attitude might have

more weight on the decision-making process, whereas in the

higher price, higher risk product category, it would still be

important, but price might have more weight. In Simulation

C, we changed the level of control to little control and the

subjective norm to 85% for the Internet format and the level

of control to a lot of control for the retail format. As can be

observed, this results in considerable market share gains,

although for different retail formats based on the product

class. In the CD example, this simulation resulted in a

considerable market share gain in the Internet format

(MU: + 11.89, logistic: + 12.10), whereas for the PC prod-

uct class, most of the gains were for the retail format

alternative (MU: + 15.94, logistic: + 15.82). Again, we

can see the impact that the level of control has on the higher

risk, higher price product class of the PC. The more control

the consumer has over the situation, the more likely they are

to use that retail format. While for the lower risk, lower price

CD product class, control did not enable consumers to

choose the retail format over the Internet. In all simulations,

catalogs lost market share potential, which would be in line

with the current suggestions that catalogs will loose market

share with the emergence of the Internet.

3.2. Cluster analysis

Cluster analysis is identified by several past research

studies as appropriate to use to segment conjoint analysis’s

utility values (Green and Krieger, 1991; Johnson, 1995;

Louviere, 1988; Moore and Semenik, 1988). Clusters can

be used to group the subjects according to some measure

of distance, relatedness, or similarity between importance

ratings or utility measures (Aldenderfer and Blashfield,

1984). Once the clusters are identified, tests can be

performed on various segmentation measures to identify

what are the defining variables in the clusters (Green and

Krieger, 1991). Punj and Stewart (1983) suggest a two-

stage clustering approach. In the first stage, hierarchical

clustering is used to determine the number of clusters and,

in the second stage, nonhierarchical is used to ‘‘fine-tune’’

the results.

3.3. Hierarchical clustering

For hierarchical clustering, we used Ward’s minimum

variance method with Euclidian distance to obtain a

preliminary solution. This method is designed to minimize

the variance within the clusters as opposed to the variance

between the clusters (Ward, 1963). We used the unstandar-

dized importance weights as inputs in the hierarchical

clustering procedure and to determine the number of

clusters, we graphed the number of clusters against the

fusion coefficient; an approach analogous to the ‘‘scree

test’’ in exploratory factor analysis. Results for both the

CD product class and the PC product class showed that

there were either four or five clusters present in the data.

Subsequently, the centroids of the four-cluster and five-

cluster solutions were used as starting point for nonhier-

archical clustering.

3.4. Nonhierarchical clustering

In the second stage, the K-means procedure with Eucli-

dian distances was employed to ‘‘fine-tune’’ the results, as

iterative or nonhierarchical clustering methods are superior

to hierarchical clustering methods. For each product class, it

was seen as appropriate to choose the proper numbers of

clusters based on the number of respondents per cluster

(Moore and Semenik, 1988). After examining the results, it

was found that four clusters were the most appropriate for

the data. The five-cluster solution revealed that there were a

few clusters that had 12 or less subjects in the cluster and,

since the distributions had small cells, four clusters were

selected to segregate the data.

3.5. Cluster analysis results for the CD product class

After four clusters were chosen, additional analysis was

run to determine the defining characteristics of the segments

in the individual clusters. Since attribute importance was

critical to the study, this variable was used to profile the

clusters. In determining what was important to each cluster,

several strong segments were identified. The results of the

profile analysis for the CD sample are shown in Table 4.

By examining the importance levels of each of the

clusters, four very strong clusters are identified based on

the level of importance for a particular attribute. This seg-

ments the data nicely by attribute importance. For the first

cluster, subjects do not really have a particular attribute that

is most important to them, rather it is the bundle of attributes

that are important to this cluster. Therefore, there is not a

particular attribute that is most important to this cluster, but

instead it is the entire profile of the product experience that
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attracts them to make the purchase and so they were named

the ‘‘generalist’’ cluster.

In the second cluster, format is very prominently the

defining reason why these subjects would make a purchase

so they were named the ‘‘Formatters.’’ This attribute has the

most important value to the consumers. Most of these

people in the sample will only purchase products in a retail

store and would not even consider purchasing the CD in

another format.

For the third cluster, the ‘‘price sensitives,’’ price is the

dominant driver as to why a subject would purchase the CD.

These consumers are driven by price first and then format

second. Therefore, they will seek the lowest price, even if

they have to purchase through the Internet or a catalog.

Attitude was the most important attribute for subjects in

the fourth cluster. Previous positive experience with the

retail format is the reason these subjects would make a

purchase so this cluster was labeled the ‘‘experiencers.’’

Format was second in importance to this cluster, but attitude

was twice as important to them when purchasing a CD.

In order to assure that each attribute importance score

was significantly different for each cluster, one-way

ANOVA was conducted on the importance scores for each

of the attributes as the dependent variable and the cluster

membership as the independent variable (see Table 4).

These results suggest that each of the clusters can then be

identified as different on which attribute the subjects have

placed the most importance on.

3.6. Cluster analysis for the computer product class

Since four clusters were appropriate for both the CD

and the computer product classes, it was important to

identify characteristics of these clusters. Since attribute

importance was critical to the study and found to be

significant in the CD product class, the profile analysis

was also conducted for the computer product class. Just as

in the CD product, several strong segments were identified.

The results of the importance analysis for the computer

sample are shown in Table 5.

By examining the importance levels of each of the

clusters, four very strong clusters are identified based on

the level of importance for a particular attribute. These

clusters correspond nicely to the clusters that were identified

for the CD product class. For each product class, there was a

segment that valued price as the most important attribute,

the ‘‘price sensitives’’; both product classes had a cluster

that identified subjects who felt that format was more

important to them, the ‘‘formatters’’; and each had a cluster

that identified attitude as the most important, the ‘‘experi-

encers.’’ The only difference was that for the CD sample,

the ‘‘generalists’’ cluster represented subjects that had very

similar importance levels for each of the attributes (between

11% and 19%) and, although the cluster for the computer

product was similar, control was viewed as the most

important attribute (25%), with the other five attributes

having very similar ratings (12–18%), but each was labeled

as ‘‘generalists.’’

This suggests that, for each product class, the segmenta-

tion is similarly based on importance ratings of attributes. It

also strengthens the results that four attributes—mode,

price, attitude, and control—had high importance ratings

in the preliminary conjoint analysis and that is exactly how

the subjects were clustered.

As with the CD product, it is important to validate that

each attribute importance score was significantly different

for each cluster. A one-way ANOVAwas carried out on the

importance scores for each of the attributes as dependent

Table 4

Profile analysis for clusters in CD product class

Attribute Importance score (%) One-way ANOVA

Generalists (n= 50) Formatters (n= 21) Price sensitives (n= 41) Experiencers (n= 31) F P value

Format 19.27 66.09 20.44 16.69 91.32 < .001

Effort 16.25 3.45 7.79 9.78 20.34 < .001

Control 16.61 4.87 7.82 7.94 18.99 < .001

Norm 10.47 4.17 7.98 8.50 4.85 =.003

Attitude 18.68 7.84 14.61 40.43 86.83 < .001

Price 18.71 13.58 41.36 13.66 85.27 < .001

Table 5

Profile analysis clusters in PC product class

Attribute Importance score (%) One-way ANOVA

Experiencers (n= 37) Formatters (n= 23) Generalists (n= 45) Price sensitives (n= 33) F P value

Format 16.94 54.34 18.09 14.86 84.31 < .001

Effort 10.69 6.34 12.27 6.91 6.99 < .001

Control 7.78 6.22 25.30 10.88 40.34 < .001

Norm 8.52 7.85 12.40 8.00 3.81 =.012

Attitude 34.78 8.58 13.84 10.57 91.38 < .001

Price 21.29 16.67 18.09 48.79 83.19 < .001
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variable and cluster membership as independent variable

(see Table 5). With this result, each of the clusters can then

be identified as different from one another on which

attribute the subjects have placed the most importance on.

These results are helpful since the clusters are so clearly

defined by their attribute importance. By having such

specific segments defined, it will have implications on many

of the research and practical issues that are being raised by

the entrance of the Internet into the retail marketplace.

4. Conclusions

Most experts agree that current retailing trends show a

shift from traditional store-based retailing to an increased

use of the Internet. Store-based retailers have great concern

that the Internet will make the store obsolete. This fear has

driven many of them to build an expensive Internet

presence. The findings from the structure of the consumer

decision-making process in this study clearly show that,

under the hypothetical situations provided in the research,

retail stores may have a large advantage over both catalogs

and the Internet. The utility scores rank in the order that

consumers are currently spending—the most money is

spent in retail stores, then catalogs, and finally the Internet.

The importance scores indicate that retail format may still

be the first choice for consumers and the utility scores

underscore the advantage that retail stores currently have

in the market place.

It should be pointed out that the structure of the con-

sumer decision is not a static structure but is tied to a

particular place and time. It would be expected that as the

retail landscape and consumer experiences change, the

structure uncovered in this study would also change. Thus,

the conclusions about the strength or weakness of the

Internet and the value of important decision factors is of

this time and not of the future.

This study examined attributes that were identified in

previous literature on acceptance of technology from two

modifications of the TRA: TAM and TPB. From research on

these two models, five variables were identified as applic-

able to examining technology use: (1) subjective norms, (2)

attitude, (3) PBC, (4) ease of use, and (5) price.

Consumers rated profiles on their intention to purchase

under the hypothetical conditions outlined in the profiles.

Each profile had one level of each of the six attributes.

Importance ratings and utility scores were identified by the

conjoint analysis for each individual and for the aggregate

data. Aggregate data was the primary analysis for the

research. The use of conjoint analysis allowed a unique

look at both the structure of the decision as well as the

relative impact of levels of the factors in the decision.

The structure of the retail decision process was found to

be primarily one of choosing the format (store, catalog, or

Internet) and price desired. Both of these factors were twice

as important as the possible other factors of ease of use,

control, subjective norm, and attitude (positive or negative).

The strength of retail format suggests that the choice of

where a consumer will shop may occur first and independ-

ent of a formula based on attributes and information. Thus,

stores that have the greatest market share will, for the near

term, have a large advantage in the market place. Fears that

the Internet will take over the retail arena seem thus

overblown and exaggerated. However, there seems to be

an identifiable segment of customers that has a preference

for the Internet as a retail shopping alternative.

5. Study limitations and their implications

The results of this research must be taken in light of

some limitations. In this research, only two extensions of

the TRA are discussed and tested. Other theories that

identify other possible important attributes clearly exist

and should be tested.

The TRA, TAM, and TPB are not without their

criticisms. For example, the models require that individuals

are motivated to perform a given behavior, which is prob-

lematic when studying consumer adoption behaviors. Also,

the models assume identical belief structures across

respondents. While these theories are robust in predicting

a wide variety of behaviors, these limitations provide

boundaries to the generalizations of its results.

Caution must be exhibited when translating expectations

to purchase via the Internet to actual behavior in the market.

The novelty of this shopping alternative may also limit its

generalizability. Examining a new innovation at an early

stage in the diffusion process may not be typical of results

that would be revealed in a later stage of adoption. The

advantages of the Internet feed into those factors that

consumers say are important in making a decision—high

degrees of control, ease of effort, lower price, and positive

experience.

This research also prescribes what Internet retailers need

to do to attract consumers. They should emphasize their

high degrees of control (7 days a week, no out of stock, 24 h

a day, no parking hassles, 365 days a year, and many other

things) and their ease of use (simple clicks get you what you

want). They should emphasize lower prices that are possible

because Internet companies do not have the expense of brick

and mortar (less personnel, no taxes paid by the consumer).

Most importantly, Internet retailers must insure that con-

sumers have a positive experience each and every time the

consumer visits.

Another point, which is valid for both the traditional

retail alternatives and e-retailers, is that they must realize

that the competitive structure of the retail environment has

dramatically changed. Customers now consider both cata-

logs and the Internet as a viable alternative to the more

traditional retail store. As Balasubramanian (1998) shows

from a retailer perspective, remotely situated alternatives

(catalogs and the Internet) are a threat to competition, just as
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much as other ‘‘neighborhood’’ stores are. Therefore, areas

of the country that have a high market penetration of

Internet shoppers should be a ‘‘red flag’’ for retailers who

are thinking of moving into the area, as competition would

be greatly affected by this situation.

The distribution of information should also be examined

by both traditional and e-retailers. Since Internet and

catalog retailers may have an advantage over the extent

of customer information they have access to, which tra-

ditional store retailers do not, the level of control from an

information standpoint needs to be examined by the store

retailers. While store retailers typically send marketing

information to customers that is quite general in nature,

Internet and catalog retailers can provide customers with

more targeted one-to-one direct marketing campaigns. In

line with Balasubramanian’s (1998) findings, retailers can

only effectively compete with other retailers in areas that

have very small amounts of catalog and Internet penetra-

tion. This makes the job of the Internet and catalog retailers

also more difficult, since there are very few areas of the

market that have no retail store penetration. They must also

take into account costs and consumer prices to see which is

the best tool for competing with the traditional store

retailers (product offering, service, price, or information).

Therefore, with these things in mind, and since retailers

cannot realistically send information to every customer in

the marketplace, the question for all retail alternatives

becomes which customers do they send their information

to in order to make it most effective?

6. Directions for future research

The growth of electronic shopping will have major

implications for the marketing of consumer goods. For

example, existing channel and power relationships could

change dramatically, if manufacturers, agencies, and media

owners start to by-pass existing retailers. The possible

reduction of market share may have significant implications

for investors in, and operators of, major stores and malls.

More research is needed to assess these phenomena. Other

situations, besides CDs and computer purchases, could also

be examined to see if differences arise in the type of retail

product or service would affect a consumer’s intention to

purchase via the Internet.

In this study, no situational influences were manipulated.

Influences, such as time pressures, may be examined in

future research, or the presence of other customers (crowd-

ing). Like this research, crowding would be better tested on

a larger population than students since undergraduates (and

some graduate students) are more used to the situation when

dealing with technology usage (long lines in computer labs,

several hundred computers in one room).

Another influence that was not explored in this research

was the differences between expert and novice Internet

users. There may be differences in their intention behavior

based on their skill, which should be addressed in future

studies. Finally, we acknowledge that it may have been

preferable to use a choice-based, rather than a full-profile

conjoint methodology to obtain a valid assessment of

consumer preferences. In future research, both methodo-

logies should be compared in order to validate our findings.

Appendix A. Sample profiles

A.1. Profile A

You decide to use the Internet to purchase the CD.

Purchasing the CD online takes a lot of effort.

Buying the CD online gives you little control over the

purchase.

85% of the people important to you have made an online

purchase like this.

You had an unpleasant buying experience the last time

you purchased a CD online.

The CD costs US$13.99.

Likelihood of purchase (0–100): ____.

A.2. Profile B

You decide to buy the computer from a mail-order

catalog.

Purchasing through a catalog takes little effort.

Buying the computer through a catalog gives you little

control over the purchase.

85% of the people important to you have made a catalog

purchase like this.

You had an unpleasant buying experience the last time

you purchased a computer by catalog.

The computer costs US$1199.99.

Likelihood of purchase (0–100): ____.
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