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valuable comments and suggestions. Henriksen and Šustek also thank the Laboratory for Aggregate Eco-
nomics and Finance at UC Santa Barbara for its hospitality during their visit.

†Department of Economics, University of California–Santa Barbara; espen@econ.ucsb.edu.
‡Department of Economics, University of California–Santa Barbara; kydland@econ.ucsb.edu.
§Department of Economics, University of Iowa; roman-sustek@uiowa.edu.



1 Introduction

We document cross-country movements at business cycle frequencies in two key nominal

variables, the aggregate price level and the short-term nominal interest rate, and compare

them with cross-country movements in output. We find that the fluctuations in the two

nominal variables are substantially more synchronized across countries than the fluctuations

in output. We ask if a dynamic general equilibrium model can account for this empirical

regularity.

Our observation is based on a sample of the largest industrial economies.1 Using business

cycle components2 of aggregate price levels, short-term nominal interest rates, and real

GDP obtained with a band-pass filter, we find that the fluctuations in the three variables

are similar in terms of their volatility and persistence, but markedly different in terms of

their cross-country comovements. In particular, the cross-country correlations of prices

and nominal interest rates are substantially higher than those of output: For the period

1960.Q1–2006.Q4 the average (across country pairs) bilateral correlation of price levels is

0.52, that of short-term nominal interest rates 0.57, while that of real GDP is only 0.25.

Moreover, the bilateral correlations of the two nominal variables vary substantially less

across country pairs than those of real GDP. This empirical regularity is broadly robust to

the inclusion of other economies as the required data become available, the exclusion of the

Bretton Woods years, the exclusion of commodity prices from aggregate price levels, and

to splitting the sample into two subsamples in 1984, the year generally associated with the

start of the so-called “Great Moderation” – a period of low macroeconomic volatility, and

low and stable inflation.

Our empirical work adds to a literature studying the degree of comovement of macroe-

conomic variables across countries. It has been well documented that real economic activity

tends to move together across industrialized economies over the business cycle (see, among

others, Backus, Kehoe and Kydland, 1992; Kose, Otrok and Whiteman, 2003). More re-
1In particular, Australia, Canada, Germany, Japan, the United Kingdom, and the United States for the

period 1960.Q1–2006.Q4. In addition, from 1970.Q1 our sample includes also Austria and France.
2Medium-term fluctuations in the data with periodicity of approximately 8 to 32 quarters.



cently researchers, as well as policy makers, have turned their attention to cross-country

comovements of inflation (Besley, 2008; Ciccarelli and Mojon, 2005; Mumtaz and Surico,

2008; Mumtaz, Simonelli and Surico, 2009; Neely and Rapach, 2008; Wang and Wen, 2007).

An empirical contribution of this paper lies in documenting and comparing, in a unified

way, comovements across countries of cyclical fluctuations in both output and prices, and

in short-term nominal interest rates.

Previously, Wang and Wen (2007) have noted that inflation rates are more strongly

correlated across countries than cyclical fluctuations in real GDP. To some extent, this

regularity reflects the fact that most countries have experienced similar trends in inflation:

relatively low inflation in the 1960s, high in the 1970s, declining in the 1980s, and low since.

Our empirical finding regarding the cross-country comovements of prices is strictly different

in nature – we document that business-cycle-frequency deviations of price levels from trend

are substantially more correlated across countries than those of output.

To the extent that at business cycle frequencies domestic nominal variables are largely

determined by domestic monetary policy, our empirical finding might seem surprising. Al-

though we would expect some positive cross-country correlations of prices and nominal

interest rates (due to, for instance, the observed cross-country comovements of output), it

is not obvious why fluctuations in variables that individual central banks are more likely to

be able to control at medium-term frequencies should be synchronized more strongly across

countries than fluctuations in real economic activity. We view this empirical regularity as

a key aspect of international business cycles and believe that accounting for it can enhance

our understanding of how nominal variables are determined in an international environment

– an issue that has received a lot of attention from policy makers.3

For a part of our sample period – the Bretton Woods years – national monetary policies

were, to some extent, constrained by governments’ obligations to maintain fixed exchange

rates with the dollar. It is well known that under fixed exchange rates, the domestic

economy is not insulated from nominal shocks originating abroad.4 However, as controlling
3See, for example, Bean (2006), Bernanke (2007), Besley (2008), Mishkin (2007), and Sentance (2008).
4Some researchers (e.g., Eichengreen, 1996), however, argue that during the Bretton Woods period central

banks were able to retain a significant degree of monetary autonomy by imposing various capital controls,
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for the Bretton Woods period does not affect our empirical finding, and our sample is not

biased towards countries participating in the European Monetary System (EMS), it seems

that there are other reasons for the strong cross-country comovements of the two nominal

variables than past exchange-rate arrangements.

A large literature argues that monetary policy of major central banks is reasonably well

approximated by the so-called ‘Taylor rule’ – a parsimonious feedback rule whereby the

central bank sets the short-term nominal interest rate in response to movements in domestic

output and changes in the domestic price level.5 The high cross-country correlations of

short-term nominal interest rates can thus potentially be accounted for by the high cross-

country correlations of prices. But in equilibrium, prices and nominal interest rates are

jointly determined. How, then, do responses of national central banks to domestic economic

conditions lead to substantially stronger cross-country comovements of the two nominal

variables than of output?

In the second part of the paper, we provide a quantitative-theoretical account of our

empirical finding. As a first step it is natural to ask if a parsimonious international busi-

ness cycle model, such as the two-good two-country model of Backus, Kehoe and Kydland

(1994), can help us understand this feature of international business cycles. In order to make

the model suitable for our question, we augment it by including nominal assets in the house-

holds’ budget constraints and a central bank in each country which, in line with the above

literature, follows a Taylor rule. We find that, to a large extent, the model does account for

our empirical finding. When calibrated to be consistent with long-run features of the data

and standard values of the Taylor rule, the model produces a slightly lower cross-country

correlation of output and slightly higher cross-country correlations of the two nominal vari-

ables than the averages in the data. This result follows in equilibrium mainly from two,

empirically plausible, assumptions: (i) Taylor rules provide reasonable description of mone-

and thus were able to control the domestic nominal environment.
5See, among others, Taylor (1993) and Clarida, Gali and Gertler (2000) for the United States,

Clarida, Gali and Gertler (1998) for most of the G7 countries, and Nelson (2000) for the United King-
dom. Woodford (2003), chapter 1, provides a useful survey. Most studies estimate Taylor rules only for the
post-1979 period, although some, for example Clarida et al. (2000), Orphanides (2002), and Taylor (1999),
provide estimates also for the 1960s and 1970s.
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tary policy in developed economies and (ii) there are positive spillovers of technology shocks

(i.e., total factor productivity shocks) across countries. As mentioned above, a large litera-

ture provides empirical support for Taylor rules. Backus et al. (1992), Heathcote and Perri

(2002), and Rabanal, Rubio-Ramirez and Tuesta (2009) in turn provide empirical evidence

in support of positive cross-country spillovers of total factor productivity shocks.

In order to present the mechanism in a transparent way, we show that in a recursive

competitive equilibrium the absence of arbitrage between a country’s real and nominal

assets, together with a Taylor rule, implies that the country’s current price level and the

nominal interest rate depend on the country’s expected output and real returns to capital

in all future periods. Intuitively, agents anticipate future responses of the central bank

to the state of the economy and the current interest rate and the price level reflect these

expectations. Due to positive spillovers of technology shocks across countries, a persistent

domestic technology shock affects not only current and future productivity in the domestic

economy, but also future productivity in the foreign economy – over time productivity in the

foreign country is expected to catch up with productivity in the domestic economy. Thus,

although current output (determined in equilibrium in large part by the current level of

technology) in the two economies may be different, future output and real returns to capital

are expected to converge to common paths, leading to similar responses of current prices

and nominal interest rates. This mechanism therefore implies that movements in the two

nominal variables will be highly synchronized across countries even when national central

banks focus squarely on domestic output and inflation.

We find that even a modest degree of spillovers, in the range of some of the smaller

estimates found in the literature, produces correlations such as those in the data. The

quantitative importance of this channel is robust to a broad range of parameter values

of the Taylor rule, as well as to two extensions that make the baseline model broadly

consistent with the observed dynamics of the domestic price level and the nominal interest

rate in relation to domestic output (which, as we document, are strikingly similar across

countries) and with the observed exchange rate dynamics over the business cycle.6

6Wang and Wen (2007) demonstrate that neither a prototypical sticky-price model set off by disturbances
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The outline of the rest of the paper is as follows. Section 2 documents the empirical

regularity, Section 3 introduces the model, Section 4 describes its calibration, Section 5

presents findings for a benchmark experiment, Section 6 conducts sensitivity analysis and

provides two extensions of the baseline model, and Section 7 concludes. Two appendixes

provide a description of the data sources and bilateral correlations for the post-1984 period.

2 Properties of nominal business cycles

Our empirical analysis is based on quarterly data series for real GDP, price levels measured

by the consumer price index, and short-term nominal interest rates, usually yields on 3-

month government bills, for Australia, Canada, Germany, Japan, the United Kingdom, and

the United States, for the period 1960.Q1-2006.Q4. In addition, we include Austria and

France from 1970.Q1. For all other developed economies, the required data are available

only from either late 1970s or early 1980s. However, we prefer to trade off the number

of countries for series that include both the relatively stable 1960s, as well as the volatile

1970s. Furthermore, most of the economies for which the data are available from either late

1970s or early 1980s are European economies that participated in the EMS. Including those

countries into our sample would therefore make the sample biased towards economies that

operated under a fixed-exchange-rate regime for a substantial period of time.

All statistics discussed in this section are for business cycle components of the three

variables of interest obtained with the Christiano and Fitzgerald (2003) band-pass filter.

Before applying this filter, the series for real GDP and price levels were transformed by

taking natural logarithms. Their fluctuations can thus be expressed as percentage deviations

from trend.

to money growth (including a version with backward inflation indexation) nor a sticky information model
(such as that of Mankiw and Reis, 2002) are consistent with both the high cross-country correlations of
inflation and the dynamics of inflation in relation to domestic output.
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2.1 International nominal business cycles

In order to provide a general sense of the different degrees of synchronization of the interna-

tional real and nominal business cycles, Figure 1 plots percentage deviations from trend of

real GDP and price levels for the countries in our sample. We see from this figure that al-

though the fluctuations in both variables tend to co-move across countries, the fluctuations

in prices are, at least to the naked eye, more synchronized than those in real GDP.

2.1.1 The main finding

The stronger cross-country comovement of prices, as well as nominal interest rates, relative

to that of output, becomes clearly apparent once we calculate the bilateral cross-country

correlations for these two nominal variables (i.e., the correlations of a country’s variable

with the same variable of each of the other countries) and compare them with those for real

GDP. These correlations are contained in Tables 1-3, for the six-country sample going back

to 1960.Q1, and in Tables 4-6 for the eight-country sample, which goes back to 1970.Q1.

In the six-country sample, for all 15 pairs the bilateral correlation of nominal interest

rates is higher than that of output, and in all but one case the bilateral correlation of

prices is also higher. The mean (in the cross-section) bilateral correlations of the nominal

interest rate and the price level are 0.57 and 0.52, respectively – about twice the mean

bilateral correlation of real GDP, which is 0.27. In addition, the bilateral correlations of

the two nominal variables are substantially less dispersed in the cross-section than those of

real GDP. The coefficient of variation (i.e., the standard deviation divided by the mean) of

the bilateral correlations of the nominal interest rate and the price level are 0.22 and 0.28,

respectively, while that of the bilateral correlations of real GDP is 0.89.

For each country-pair Tables 2 and 3 also report (in parentheses) the 5th percentiles for

corr(Ri, Rj) − corr(GDPi, GDPj) and corr(pi, pj) − corr(GDPi, GDPj), respectively. The

percentiles are obtained by bootstraping from the sample and provide a test of statistical

significance that the observed cross-country correlations of the two nominal variables are

higher than those of real GDP. A value of the 5th percentile greater than zero indicates that
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with 95% probability the ‘true’ bilateral correlation of nominal interest rates (or prices) for a

given country-pair is greater than that of output. The percentiles are also computed for the

mean values of the bilateral correlations in the cross-section. We see that the correlations of

nominal interest rates are significantly higher than those of output in 11 cases out of 15 and

the correlations of prices are higher in 10 cases. In addition, the mean bilateral correlations

for both the nominal interest rate and the price level are significantly higher than that for

output.

These findings hold broadly also in the eight-country sample. Here in 19 cases out of

28 the bilateral correlations of nominal interest rates are higher than those of output (15

significantly) and in 22 cases the bilateral correlations of prices are higher (15 significantly).

The mean bilateral correlations of the nominal interest rate and the price level are both 0.59,

while that of real GDP is only 0.43 and these differences are statistically significant. Finally,

the coefficients of variation are around 0.2 for the two nominal variables, and slightly above

0.5 for real GDP.

Even though the two nominal variables differ markedly from output in terms of their

cross-country comovements, they are comparably volatile and persistent. For example, the

mean standard deviation of output in the sample of the six countries is 1.39, while the mean

standard deviation of the price level is 1.28 and that of the nominal interest rate is 1.317;

and the mean first-order autocorrelation coefficient of output is 0.92, while that of the price

level is 0.94 and that of the nominal interest rate is 0.91.

Figure 2 provides an additional representation of the stronger cross-country comovement

of the two nominal variables, relative to that of output. It plots the bilateral correlations

of the price level and the nominal interest rate against the bilateral correlations of output

for the six-country sample. As we can see, most of the points lie above the 45-degree line,

meaning that for most country pairs, the bilateral correlations of the two nominal variables

are higher than those of real GDP.
7The standard deviation of the nominal interest rate is for fluctuations measured in percentage points.
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2.1.2 Robustness checks

In order to check that the high cross-country correlations of prices and nominal interest

rates are not driven by a strong comovement only in the period during which the countries

in our sample operated under the Bretton Woods agreement, we report in Tables 1-6 also

the mean bilateral correlations and coefficients of variation for the period 1974.Q1-2006.Q4,

which excludes the Bretton Woods years. As we can see, for all three variables the two

summary statistics are little affected by excluding the Bretton Woods period from our

sample.

Besides fixed exchange rates, ‘global’ commodity price shocks could be another source

of the strong cross-country comovements of prices. In order to check if this is the case we

split the sample into two subsamples in 1984, the year broadly associated with the start

of the so-called ‘Great Moderation’. During this period of relative output and inflation

stability, the world economy did not experience as large commodity price shocks as the oil-

price shocks of the 1970s. We find that although the mean cross-country correlations of all

three variables declined after 1984, those of the two nominal variables are still substantially

(and statistically significantly) higher than that of output (see Tables 1-6). For example, in

the eight-country sample, the post-1984 mean bilateral correlation of the nominal interest

rate is 0.46, that of the price level is 0.45, while that of real GDP is only 0.19 (a full list of

the bilateral correlations for the post-1984 period is provided in Table 13 in Appendix B).

As an additional check we also compute the cross-country correlations of CPI excluding

energy & food prices for those countries for which such data series are long enough. These

are Austria, Canada, France, Germany, Japan, and the United States. The data, which are

available from 1970.Q1, come from Mumtaz and Surico (2008).8 The results are contained

in Table 7. We see that for 10 out of 15 country-pairs the correlations of prices are still

higher than the correlations of real GDP. The mean bilateral correlation of the price level is

0.6, while that of output is 0.5, and the difference is statistically significant. After 1984, the

correlations for both variables are smaller, but the cross-country comovements of prices are

still more synchronized than the comovements of output – the mean bilateral correlations are
8We thank Paolo Surico for providing us with the data.
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0.36 and 0.23, respectively (and the difference is statistically significant), and the coefficients

of variation for the bilateral correlations are 0.63 and 1.42, respectively. This finding is in

line with the results of Besley (2008) and Mumtaz and Surico (2008) who find that, except

the 1970s, there is little empirical relationship between oil and other commodity prices on

one hand and international inflation rates on the other.

Overall, based on the evidence presented in this section, we conclude that the cross-

country comovements of the two nominal variables are more synchronized over the business

cycle than the comovements of output.

2.2 Domestic nominal business cycles

Kydland and Prescott (1990) have pointed out that a key characteristic of the nominal side

of the U.S. business cycle is the countercyclical behavior of prices – i.e. the aggregate

price level is negatively correlated with output over the business cycle. We find that this

characteristic of the cyclical behavior of prices is not specific to the U.S. economy. Figure

3 plots the correlation of a country’s price level in period t + j with its output in period

t, for j ∈ {−5,−4,−3,−2,−1, 0, 1, 2, 3, 4, 5}. We see that for all economies in our sample,

the contemporaneous correlation (i.e., that for j = 0) is negative. Notice also that the price

level in all eight economies exhibits a phase shift in the direction of negatively leading the

cycle; i.e., the price level is more negatively correlated with future output than with current

output.9

In Figure 4 we extend this analysis to the nominal interest rate. We see that the nominal

interest rate in general is somewhat positively correlated with output contemporaneously,

but is strongly negatively correlated with future output, and positively correlated with past

output. Although this dynamics of the nominal interest rate is well known for the U.S.

economy (e.g., King and Watson, 1996), as in the case of the price level, it is striking that

we observe the same empirical regularity also in other developed economies. In Subsection
9Fuhrer and Moore (1995) and Gaĺı and Gertler (1999) were among first to point out a systematic lead-

lag pattern between output and inflation. In addition, den Haan and Sumner (2004), using VAR analysis,
find a similar dynamics of prices across G7 countries. Wang and Wen (2007) find that the lead-lag pattern
of actual inflation rates with respect to output is also very similar across countries.
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6.3 we investigate, therefore, if the parsimonious international business cycle model can be

consistent with both, the high cross-country correlations of prices and nominal interest rates,

as well as with the observed lead-lag patterns of these variables with respect to domestic

output.

3 The model economy

A world economy consists of two countries, denoted 1 and 2, which are populated by equal

measures of identical, infinitely lived consumers. Producers in each country use country-

specific capital and labor to produce a single good, which we refer to as a ‘local’ good.

Production in each country is subject to technology shocks, which affect the productivity of

capital and labor. These shocks are the only sources of uncertainty in the world economy (at

least in the baseline version of our model). The good produced in country 1 is labelled by

a, while that produced in country 2 is labelled by b. These are the only traded goods in the

world economy. Within each country, goods a and b are combined to form a good that can

be used for local consumption and investment, and which we refer to as an ‘expenditure’

good. In order to purchase the expenditure good for consumption purposes, consumers

have to incur a time cost, which depends positively on the amount of purchases made

and negatively on the amount of real money balances held. In addition to domestic money

balances, consumers in each country can accumulate capital, an internationally traded bond,

and a domestically traded bond, whose nominal rate of return in controlled by a domestic

central bank.

3.1 Preferences

Preferences of the representative consumer in country i are characterized by the utility

function

E0

∞∑

t=0

βtU (cit, 1− nit − sit) , (1)
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where U (c, 1− n− s) =
[
cµ (1− n− s)1−µ

]1−γ
/ (1− γ), with 0 < µ < 1 and γ ≥ 0, and

where cit is consumption, nit is time spent working, and sit is time spent in transaction-

related activities. This ‘shopping time’ is given by the following parametric representation

sit = κ1

(
pitcit

mit

)κ2

, (2)

where κ1 > 0, κ2 ≥ 1, pit is the domestic price level (i.e., the price of country i’s expenditure

good in terms of country i’s money), and mit is domestic nominal money balances.

3.2 Technology

We describe the production side of the economy following the three approaches to measur-

ing aggregate output: the product approach, the income approach, and the expenditure

approach.

3.2.1 Product approach to output

Consumers supply labor and capital to domestically located, perfectly competitive produc-

ers, who have access to an aggregate Cobb-Douglas production function zitH (kit, nit) =

zitk
α
itn

1−α
it = yit. Here, zit is a country-specific technology level, kit is capital, yit is out-

put of the local good (either a or b), and 0 < α < 1 is the capital share in production.

Technologies in the two countries follow a joint first-order autoregressive process

λt+1 = A0 + Aλt + εt+1, εt+1 ∼ N (0, Σ) , (3)

where λt = [ln z1t, ln z2t]′. Market clearing for goods a and b requires

a1t + a2t = y1t, (4)

b1t + b2t = y2t, (5)

where a1t is the amount of good a used by country 1, while a2t is the amount used by

country 2. Similarly, b1t is the amount of good b used by country 1, while b2t is the amount
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used by country 2.

Consumption and investment are composites of foreign and domestic goods. The device

for aggregating domestic and foreign goods used here is the Armington (1969) aggregator

G(., .)

c1t + x1t = G (a1t, b1t) , (6)

c2t + x2t = G (b2t, a2t) , (7)

where xit is investment, and G (a, b) = (ω1a
−ρ + ω2b

−ρ)−(1/ρ), with 0 < ω1 < 1, ω2 =

1 − ω1, and ρ ≥ −1. Here, ω1 determines the extent to which there is a home bias in

domestic expenditures and ρ controls the elasticity of substitution between domestic and

foreign goods. This aggregator is a standard feature of general equilibrium models of trade.

Investment is used for capital accumulation according to the law of motion

ki,t+1 = (1− δ) kit + xit, (8)

where 0 < δ < 1 is a depreciation rate.

The prices of goods a and b in terms of the expenditure good of country 1 are determined

competitively, and therefore given by the marginal products of these two goods

qa
1t =

∂G (a1t, b1t)
∂a1t

, qb
1t =

∂G (a1t, b1t)
∂b1t

. (9)

Similarly, the prices of the two goods in terms of country 2’s expenditure good are given by

qa
2t =

∂G (b2t, a2t)
∂a2t

, qb
2t =

∂G (b2t, a2t)
∂b2t

. (10)

Using these prices, we can measure output of the two countries in terms of their respective

expenditure goods as qa
1tz1tH (k1t, n1t) = qa

1ty1t and qb
2tz2tH (k2t, n2t) = qb

2ty2t. This is

the definition of real GDP employed in our model. We thus use the following notation

GDP1t ≡ qa
1ty1t and GDP2t ≡ qb

2ty2t. As the prices of the two goods fluctuate much less

12



than yit, none of our quantitative results significantly changes if we instead define GDP as

measured in terms of the local good.

We in turn define the terms of trade e as the price of good b in terms of good a

et ≡ qb
1t/qa

1t = qb
2t/qa

2t, (11)

where the equality holds in equilibrium. The real exchange rate, in contrast, is defined

as the price of the expenditure good of country 2 relative to the price of the expenditure

good of country 1, i.e. qa
2t/qa

1t, which, by applying relationship (11), is equal to qb
2t/qb

1t. An

increase in this ratio represents an appreciation of the real exchange rate from country 1’s

perspective as less of this country’s expenditure good (relative to the amount of country 2’s

expenditure good) is needed to purchase one unit of good a or b. We consequently define

the nominal exchange rate as

nert = (qa
2t/qa

1t)(p2t/p1t). (12)

3.2.2 Income approach to output

Consumers derive income from selling capital and labor services to the domestically located

producers at competitively determined rental and wage rates. Aggregate income measured

in terms of the local good is thus

rk
itkit + witnit = zit

∂H

∂kit
kit + zit

∂H

∂nit
nit = yit, (13)

where rk
it is the rental rate for capital and wit is the wage rate. Here, the first equal-

ity follows by assuming perfect competition, while the second equality follows from the

constant-returns-to-scale property of the production function. Measured in terms of the

expenditure good, aggregate income of country 1 is

qa
1tzit

∂H

∂k1t
k1t + qa

1tzit
∂H

∂n1t
n1t = GDP1t. (14)
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Aggregate income of country 2 is measured similarly, evaluating its output of good b at the

price qb
2t.

3.2.3 Expenditure approach to output

Total expenditures in each country are related to GDP as

c1t + x1t +
(
qa
1ta2t − qb

1tb1t

)
= GDP1t, (15)

c2t + x2t +
(
qb
2tb1t − qa

2ta2t

)
= GDP2t, (16)

where the expressions in the parentheses are net exports, denoted by nx1t and nx2t, respec-

tively. These equalities follow from combining the resource constraints (6) and (7) with the

goods-market-clearing conditions (4) and (5), and from using the constant-returns-to-scale

property of the Armington aggregator, together with the pricing functions (9) and (10).

Each resulting equality is then pre-multiplied by the price of the local goods to obtain

equations (15) and (16).

3.3 Monetary policy

A central bank in each country controls the nominal rate of return Rit on a one-period

domestically traded bond, which pays one unit of country i’s money in all states of the

world in period t + 1. The central bank sets the rate of return according to a feedback rule

Rit = (1− φ) [R + νy (lnGDPit − lnGDP ) + νπ (πit − π)] + φRi,t−1, (17)

where πit ≡ ln pit − ln pi,t−1 is the inflation rate, and a variable’s symbol without a time

subscript represents the variable’s steady-state value. In line with the literature we also

assume that the central bank ‘smooths’ the nominal interest rate by putting a weight 0 <

φ < 1 on the past interest rate. The central bank then elastically supplies, through lump-

sum transfers vit to consumers, whatever amount of nominal money balances the consumers

demand (according to a first-order condition for real money balances) at that nominal
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interest rate (and price level). The nominal money stock in the economy thus evolves as

mit = mi,t−1 + vit. (18)

We do not mean to justify this monetary policy rule in terms of its welfare implications

in our setting. We simply take it as the most parsimonious, empirically plausible, approxi-

mation of central banks’ behavior in a number of industrialized countries, as suggested by

the literature, and embed it into the international business cycle model.

3.4 Consumer’s budget constraint and the balance of payments

Consumers hold money in order to economize on shopping time. In addition, they accu-

mulate capital, a one-period internationally traded bond fit, which pays one unit of good

a in all states of the world in period t + 1, and the domestically traded bond, which we de-

note by dit.10 Measured in terms of the domestic expenditure good, the consumer’s budget

constraint is

qa
itfit

1 + rf
t

+
dit

pit (1 + Rit)
+

mit

pit
+cit +xit = qς

it(r
k
itkit +witnit)+qa

itfi,t−1 +
di,t−1

pit
+

mi,t−1

pit
+

vit

pit
,

(19)

where rf
t is the real rate of return (in terms of good a) on the internationally traded bond,

and qς
it is equal to qa

1t in the case of country 1, and to qb
2t in the case of country 2.

The domestic nominal bond is in zero net supply. Therefore, in equilibrium, dit = 0.

Furthermore, substituting into the budget constraint vit from equation (18), and using

equations (13) and (14), we obtain economy i’s balance of payments constraint

qa
itfit

1 + rf
t

+ cit + xit = qς
itzitH (kit, nit) + qa

itfi,t−1. (20)

Notice, that equation (20), together with (15) or (16), implies that qa
itfit/(1+rf

t )−qa
itfi,t−1 =

10The denomination of the internationally traded bond has only second-order effects on equilibrium, which
are not captured by our computational method. The denomination of the bond thus does not affect the
computed equilibrium allocations and prices. We could also extend the model to allow consumers in country i
to hold the nominal bond of country j, but this would only clutter the model without affecting the computed
equilibrium.
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nxit.

3.5 Recursive competitive equilibrium

In each country, the consumer chooses state-contingent plans for cit, xit, ki,t+1, mit, dit, fit,

nit, and sit in order to maximize (1) subject to (2), (8), and (19), taking all prices as given.

In all states of the world, the prices of capital and labor services, and of the two local goods

a and b, are given by their respective marginal products. In period t the state of the world

economy is defined by the vector of technology levels λ, a vector of domestic endogenous

state variables Υi = (pi,t−1, Ri,t−1, kit, ϑi,t−1, fi,t−1), and a vector of foreign state variables

Υj = (pj,t−1, Rj,t−1, kjt, ϑj,t−1, fj,t−1), where ϑi,t−1 ≡ di,t−1+mi,t−1, and similarly for ϑj,t−1.

The equilibrium of the world economy is then characterized by a set of pricing func-

tions for each country {rk
i (λ,Υi,Υj), wi(λ,Υi, Υj), qa

i (λ,Υi, Υj), qb
i (λ,Υi, Υj), pi(λ,Υi, Υj),

Ri(λ,Υi, Υj)}, a set of aggregate decision rules for each country {ni(λ,Υi, Υj), ki(λ,Υi, Υj),

mi(λ,Υi, Υj), di(λ,Υi, Υj), fi(λ,Υi, Υj)}, and a pricing function for the rate of return on

the internationally traded bond rf (λ,Υi, Υj), such that the allocations and prices generated

by these functions satisfy the consumer’s optimization problem, the resource constraints (6)

and (7), the goods-market-clearing conditions (4) and (5), a market-clearing condition for

domestically traded bonds dit = 0, a market-clearing condition for the internationally traded

bond f1 + f2 = 0, and the monetary policy rule (17). Each country’s balance of payments

constraint (20) is then satisfied by Walras’ Law.

Because the state space is large, we compute log-linear approximations to the equilib-

rium decision rules and pricing functions in the neighborhood of the model’s non-stochastic

steady-state. In particular, we use the linear-quadratic approximation method developed

by Kydland (1989) (see also Hansen and Prescott, 1995). Before computing the equi-

librium, all nominal variables are transformed so that they are stationary. Following

Heathcote and Perri (2002) we also impose a tiny quadratic cost of adjusting holdings of

the internationally traded bond in the consumer’s optimization problem in order to ensure

stationarity of international bond holdings.
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4 Calibration

Table 8 summarizes the parameter values for our benchmark experiment. In Section 6 we

study the sensitivity of our results to parameter values that are calibrated with considerable

uncertainty. The calibration is largely based on empirical estimates of steady-state relations

among the model’s variables. To start, a period in the model is set equal to one quarter. As

preferences and technology in our model are the same as those used by Backus et al. (1994),

the parameters of the utility function, the production function, the Armington aggregator,

and of the stochastic process for technology shocks are either the same as in their paper, or

are calibrated to the same targets.

In particular, we set the risk aversion parameter γ equal to 2, capital’s share in pro-

duction α equal to 0.36, and the elasticity of substitution between domestic and foreign

goods σ ≡ 1/(1 + ρ) equal to 1.5. The share of locally produced goods in the Armington

aggregator ω1 is set equal to 0.761, which implies that in a symmetric steady state (one

characterized by y1 = y2, b1 = a2, and e = 1) the ratio of imports to output b1/y1 is equal

to 0.15. The depreciation rate δ is set equal to 0.025. Given a share of investment in GDP

equal to 0.25, this depreciation rate is consistent with a steady-state capital-output ratio of

10. The capital-output ratio and the depreciation rate then imply a discount factor β equal

to 0.989. The weight on consumption in utility µ is determined by the first-order condition

for labor input
Uc

Ul
=

(
µ

1− µ

)
1− n− s

c
,

where c is equal to 0.75, n is equal to 0.3, and s is determined by the calibration of the

shopping-time parameters described below. The weight on consumption implied by this

condition is 0.34. Finally, the diagonal elements of the transition matrix for technology

shocks A are set equal to 0.906, the off-diagonal elements, which measure the degree of

spillovers of technology shocks across countries, are set equal to 0.088, the standard devia-

tions of the ε’s are set equal to 0.00852, and their correlation is set equal to 0.258. These

values were obtained by Backus et al. (1992) by fitting the VAR(1) process (3) to data on

total factor productivity for the United States and a sample of European countries. The
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values of A0 are chosen so that output of the locally produced good is equal to 1 in steady

state, which is a convenient normalization.

The parameters of the shopping time function (2) are chosen so that the money demand

function in the model has the same interest rate elasticity and implies the same average

velocity of money as its empirical counterpart estimated for the United States. The money

demand function in the model is given implicitly by the consumer’s first-order condition for

money holdings. In steady state this optimality condition has the form

κ1κ2

(pc

m

)κ2 p

m
=

1
w

(
R

1 + R

)
. (21)

Setting the curvature parameter κ2 equal to 1, the money demand function has the form

m

p
=

[
κ1cw

(
1 +

1
R

)]0.5

, (22)

which has interest elasticity equal to −0.5, in line with a number of empirical studies (see

Lucas, 2000). We set the level parameter κ1 equal to 0.0054, which implies annual velocity

of money equal to 6.08 – the average U.S. annual velocity of M1 in the period 1959-2006.

The estimates of the parameters of the monetary policy rule (17) vary greatly in the lit-

erature, depending on the countries considered, periods covered, and the exact specification

of the rule. For our benchmark experiment we set the weight on inflation νπ equal to 1.5 and

the weight on output νy equal to 0.125 – the values used by Taylor (1993).11 In addition,

we set the steady-state inflation rate π equal to 0.0091 – the average quarterly inflation

rate in the United States between 1959 and 2006 – and the smoothing coefficient φ equal to

0.75, which is within the range of estimates obtained in the literature (e.g., Clarida et al.,

2000; Sack and Wieland, 2000).
11Taylor uses the weight on output equal to 0.5. This value is scaled down by four in our calibration in

order to make it consistent with GDP in our model, which is measured at a quarterly rate.
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5 Findings

5.1 International business cycle

Table 9 reports the cross-country correlations of the price level, the nominal interest rate,

and output generated by the model for our baseline calibration, and compares them with

the data. As in the case of the data, the artificial series produced by the model are filtered

with the Christiano and Fitzgerald (2003) filter. The statistics for the model are averages

for 100 runs of the length of 188 periods each – the same as the length of the data series in

the sample that goes back to 1960.Q1.

We see that the model generates the main feature of the international nominal business

cycle: The cross-country correlations for the price level and the nominal interest rate are sub-

stantially higher than that for output. In addition, in line with the data, the cross-country

correlations for the price level and the nominal interest rate are similar. Furthermore, the

model’s quantitative predictions are reasonably close to the data as well. In particular, in

the model the cross-country correlations of the price level and the nominal interest rate are

0.69 and 0.68, respectively, while the cross-country correlation of real GDP is only 0.23.

In the data the mean values of these correlations are, respectively, 0.52, 0.57, and 0.27 for

the six country sample (covering the period 1960.Q1-2006.Q4), and 0.59, 0.59, and 0.43 for

the eight-country sample (covering the period 1970.Q1-2006.Q4). Recall from the previous

section that none of the parameter values was chosen in order to generate this result.

5.2 Domestic business cycle

In Table 10 we report the domestic business cycle properties of the model economy and

compare them with those of the U.S. economy. In particular, we report the standard

deviations of key domestic variables, relative to that of GDP, and their correlations with

GDP at various leads and lags. Although the characteristics of domestic business cycles

differ across developed economies, the statistics reported in Table 9 for the U.S. economy

are fairly representative (see, for example, Zimmermann, 1997; Agresti and Mojon, 2001).

We also report the J-curve – a dynamic relationship between net exports and the terms
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of trade – for the United States. As documented by Backus et al. (1994), in a number of

industralized economies net exports are negatively correlated with future terms of trade,

and positively correlated with past terms of trade.

The behavior of real variables in an international business cycle model has been thor-

oughly analyzed by Backus et al. (1994) and Backus, Kehoe and Kydland (1995). Here we

therefore point out only some of the key properties of the cyclical behavior of the real side

of the model economy. In particular, the model accounts for about 80 percent of GDP

fluctuations and, in line with the data, produces consumption about half as volatile as

GDP, investment about three times as volatile as GDP, and net exports about 25 percent

as volatile as GDP. Hours, however, are somewhat less volatile in the model than in the

data. In addition, in line with the data, consumption, investment, and hours are procyclical,

while net exports are countercyclical. Furthermore, the model generates a J-curve.

As for the two nominal variables, the model correctly generates countercyclical price level

and produces standard deviations of the price level and the nominal interest rate, relative to

that of GDP, similar to those for the U.S. economy. However, the model fails to produce the

empirical lead-lag pattern of the price level and the comovement between output and the

nominal interest rate. While in the data the price level leads output negatively, in the model

it lags output negatively. In addition, the nominal interest rate is negatively correlated with

output contemporaneously in the model, while in the data the contemporaneous correlation

is positive and the nominal interest rate leads output negatively and lags positively.

The failure of the model to generate the empirical dynamics of the price level and the

nominal interest rate in relation to domestic output is not surprising – these are well known

anomalies and therefore we would not expect our relatively simple model to be able to

account for them.12 In Subsection 6.3, however, we extend the model in a way that makes

it consistent with the observed dynamics of the price level and the nominal interest rate in

relation to output.

For completeness we also report in Table 10 the cyclical behavior of the nominal exchange
12See Backus, Routledge and Zin (2007) for a recent attempt to account for the lead-lag pattern of the

nominal interest rate, and Wang and Wen (2007) for an attempt to account for a lead-lag pattern of inflation.
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rate. We see that the exchange rate is much less volatile in the model than in the data

and that its lead-lag relationship with real GDP is opposite to that in the data – while in

the data the nominal exchange rate somewhat leads output positively, in the model it leads

negatively.13 Again, given that accounting for the observed exchange rate dynamics is an

outstanding issue, it is not surprising that our model does not capture it. In Subsection

6.4, however, we extend the model to align it more closely with the observed exchange rate

behavior.

5.3 The mechanism

We can gain intuition for our main result by plotting the responses of the model’s variables

to a 1% positive technology shock. These responses are contained in Figure 5. As the

focus of the paper is on nominal variables, we describe the responses of the real variables

only briefly and refer the reader to Backus et al. (1994) and Heathcote and Perri (2002)

for a more detailed analysis. In the following discussion it is useful to abstract from the

effects of nominal variables on the real economy, which in our model occur (through a first-

order condition for money) only due to an inflation tax on real money balances held by the

consumer between periods, and thus on shopping time and the time available for leisure

and work. These effects are small for our baseline calibration and taking them into account

would only clutter the description of the mechanism without providing much insight into

the main result.

5.3.1 Responses of real variables

Because the shocks in the two countries are correlated, a 1% increase in technology in

country 1 leads, on impact, to an increase in technology in country 2 by 0.258%, where

0.258 is the correlation coefficient of the ε’s. In addition, due to spillovers, technology

in country 2 gradually catches up with technology in country 1. As a result of a higher

current and expected future technology level, consumption in both countries increases, but
13As the price level is relatively little volatile in the data, the dynamics of real and nominal exchange rates

in the data are similar.
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it increases by less in country 2 than in country 1. There are two reasons for this. First,

the net present value of country 2’s future income is smaller than that of country 1. This

is because technology in country 2 does not reach the level of technology in country 1 for

a while. Second, there is intertemporal trade between the two countries: in order to take

advantage of higher total factor productivity, country 1 increases investment by borrowing

from country 2. Country 2 is thus giving up some of its current consumption in return

for higher future consumption. This intertemporal trade is reflected in the decline of net

exports of country 1, and the increase in the real return on the internationally traded bond.

Because of the initially higher technology level in country 1, GDP is initially higher in

country 1 than in country 2. However, as technology in country 2 catches up with technology

in country 1, GDP in country 2 catches up with GDP in country 1. As a result of initially

higher output in country 1, the price of good a falls, reflecting its abundance in the world

market relative to good b. The terms of trade of country 1 therefore worsen, following the

technology shock.

5.3.2 Responses of nominal variables

The dynamics of the price level and the nominal interest rate can be understood by deriving

the pricing functions for these variables. The first-order conditions for the accumulation of

capital, and domestic and foreign bonds in country i are, respectively,

Et

[
Qit

(
1 + rk

i,t+1 − δ
)]

= 1,

(1 + Rit)Et

[
Qit

(
1

1 + πi,t+1

)]
= 1,

(1 + rf
t )Et

[
Qit

(
qa
i,t+1

qa
i,t

)]
= 1,

where Qit ≡ β(Uc,t+1 − Ul,t+1sc,t+1)/(Uct − Ultsct) is country i’s stochastic discount factor.

For the following discussion it is convenient to log-linearize these conditions around the
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model’s non-stochastic steady state

EtQ̂it + Etr̂
k
i,t+1 = 0, (23)

R̂it + EtQ̂it − Etπ̂i,t+1 = 0, (24)

r̂f
t + EtQ̂it + Etq̂

a
i,t+1 − q̂a

it = 0, (25)

where r̂k
i,t+1 ≡ (rk

i,t+1−rk)/(1+rk−δ), R̂it ≡ (Rit−R)/(1+R), π̂it ≡ (πit−π)/(1+π), r̂f
t ≡

(rf
t − rf )/(1 + rf ) are percentage deviations of the gross rates from steady state, and Q̂it ≡

log Qit − log Qi is the percentage deviation of the stochastic discount factor. Combining

equations (23) and (24), and (23) and (25), then gives, respectively, a no-arbitrage condition

for domestic real and nominal assets, and for real domestic and international assets

Etr̂
k
i,t+1 = R̂it − Etπ̂i,t+1, (26)

Etr̂
k
i,t+1 = r̂f

t + Etq̂
a
i,t+1 − q̂a

it. (27)

In addition, combining equation (27) for country 1 with that for country 2 gives a relation-

ship between the return to capital in the two countries

Etr̂
k
1,t+1 + Et

(
q̂a
2,t+1 − q̂a

1,t+1

)− (q̂a
2t − q̂a

1t) = Etr̂
k
2,t+1, (28)

where Et

(
q̂a
2,t+1 − q̂a

1,t+1

) − (q̂a
2t − q̂a

1t) is the expected change in the real exchange rate.

Notice, that due to the expected changes in the real exchange rate, the expected real interest

rates in the two countries do not need to be equalized. Using a log-linearized version of

equation (12) and equation (26) we can re-write equation (28) in its nominal form as

R̂1t + Etn̂ert+1 − n̂ert = R̂2t. (29)

Equation (29) is the standard ‘uncovered interest rate parity’ condition.

Abstracting from the small inflation tax effects, we can think of the real variables as

being determined independently of the nominal variables. Thus, given the equilibrium real
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quantities and prices, the equilibrium nominal interest rate and the price level in country

i are determined by the no-arbitrage condition for real and nominal assets (26) and the

(log-linearized) Taylor rule

R̂it = ν̃ππ̂it + ν̃yŶit, (30)

where ν̃π ≡ νπ(1+π)/(1+R), ν̃y ≡ νy/(1+R), and Ŷit ≡ log GDPit− log GDP , and where

for expositional reasons we set φ equal to zero.14

Combining the equilibrium conditions (26) and (30) gives us a first-order difference

equation in inflation

Etr̂
k
i,t+1 + Etπ̂i,t+1 = ν̃ππ̂it + ν̃yŶit, (31)

where inflation in period t depends on output in period t, and expectations of the return

to capital and inflation in period t + 1. Given that νπ > 1, we can solve equation (31) by

forward substitution. As is common in the literature we exclude unstable equilibria that

lead to either hyperinflations or hyperdeflations and focus on a unique stable solution.15

This gives the price level in period t as a sum of two terms: the price level in period t− 1

and a difference between the expected discounted sum of future real returns to capital and

the expected discounted sum of current and future output

p̂it = p̂i,t−1 + Et



∞∑

j=1

(
1
ν̃π

)j

r̂k
i,t+j


− ν̃yEt



∞∑

j=1

(
1
ν̃π

)j

Ŷi,t+j−1


 . (32)

Thus, according to equation (32) the current price level reflects the expected future

paths of output and the real return to capital from period t onwards. Intuitively, period-t

price level has to be consistent, according to the Taylor rule, with period-t output and the

nominal interest rate, which (through the no-arbitrage condition 26) reflects the expected

real return to capital and inflation in period t+1. Period-(t+1) inflation in turn has to be

again consistent with period-(t+1) output and the nominal interest rate, which reflects the
14The following argument goes through even when φ is non-zero.
15Hyperinflations in our model are costly because they make agents to spend an increasingly larger amount

of time in transaction-related activities, while hyperdeflations are costly because they lead to depletion of
capital.
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expected real return to capital and inflation in period t+2, and so on. Working through this

recursion forward agents choose period-t price level so that this recursion leads to neither

hyperinflation nor hyperdeflation.

How is the equilibrium price level implemented? As the monetary authority supplies

money elastically through lump-sum transfers16, the price level is implemented by consumers

demanding from the monetary authority an amount of nominal money balances that, for

given real money balances dictated by a first-order condition for money, is consistent with

the price level given by equation (32).

Notice that νπ controls the volatility of the price level - by increasing νπ we can arbitrarily

reduce price-level volatility. The price level can thus appear ‘sticky’ even though prices are

fully flexible and forward-looking.

Substituting the price level from equation (32) into the Taylor rule (30) then gives the

nominal interest rate in period t as a difference between the expected discounted sum of

future real returns to capital and the expected discounted sum of future output

R̂it = Et



∞∑

j=1

(
1
ν̃π

)j−1

r̂k
i,t+j


− ν̃yEt



∞∑

j=1

(
1
ν̃π

)j

Ŷi,t+j


 . (33)

The degree of comovement of the two nominal variables across the two countries is thus

determined by the extent to which the expected discounted sums of returns to capital and

output in the two countries move together.

As follows from equation (28), due to real exchange rate changes, cross-country borrow-

ing and lending does not necessarily equate the returns to capital in the two economies.

This is indeed the case in our benchmark experiment, as we see in Figure 5: The return to

capital in country 1 increases on impact, while the return to capital in country 2 increases

only gradually as technology in country 2 catches up with technology in country 1. The

expected discounted sums of the rates of return in the two countries nevertheless increase on

impact, as in both countries the return to capital is expected to stay above its steady-state

level for much of the duration of the technology shock. A similar argument also applies
16Such transfers in our setting are equivalent to open market operations (see Cooley and Hansen, 1995).
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to the expected discounted sums of output. Thus, although output differs across the two

countries between the impact period and the time when country 2 catches up with country

1, the discounted sums increase on impact in both countries.

Because the price level and the nominal interest rate depend on the difference between

the expected discounted sums of returns to capital and GDP, the sign of their responses

depends on the relative weight on GDP in the Taylor rule. It turns out that, for our

benchmark experiment, the weight on GDP is sufficiently large, leading to a fall in prices

and nominal interest rates in the two countries following the technology shock in country

1.

Finally, for completeness, the response of the nominal exchange rate can be understood

from equation (29). As the nominal interest rate of country 1 is below that of country 2 in

the plots in Figure 5, the nominal exchange rate is increasing (i.e., appreciating from the

perspective of country 1).

5.3.3 The mechanism in models with frictions

In the baseline model the real return to capital is equal to the marginal product of capital,

and thus closely linked with the level of technology. In some settings, however, this is

not the case. For example in Subsection 6.4, where we study the effects of more realistic

exchange rate dynamics on the mechanism, we consider a version of our model with capital

adjustment costs, which create a wedge between the real return to capital and its marginal

product.

Using the business cycle accounting approach of Chari, Kehoe and McGrattan (2007),

Sustek (2009) shows that equilibrium inflation dynamics in a large class of monetary business

cycle models with various frictions (in which monetary policy is conducted according to a

Taylor rule) can be characterized by a generalized version of equation (31). Specifically,

− χkτ̂
k
it + Etm̂pk

i,t+1 + χbτ̂
b
it + Etπ̂i,t+1 = ν̃ππ̂it + ν̃yŶit, (34)

where m̂pk
i,t+1 is the marginal product of capital, τ̂k

it is a wedge between the market return
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to capital and its marginal product, τ̂ b
it is a wedge in the Euler equation for domestic bonds

(24), and χb > 0 and χk > 0 are constants. He demonstrates that τ̂k
it captures, for example,

distortionary effects of nominal price rigidities, such as those of Calvo (1983), while τ̂ b
it

captures distortionary effects of some asset market frictions, such as limited participation.

Equation (34) then gives a generalized solution for the price level

p̂it = p̂i,t−1 + Et



∞∑

j=1

(
1
ν̃π

)j

m̂pk
i,t+j


− ν̃yEt



∞∑

j=1

(
1
ν̃π

)j

Ŷi,t+j−1




−χkEt



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j=1

(
1
ν̃π

)j

τ̂k
i,t+j−1


 + χbEt



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j=1

(
1
ν̃π

)j

τ̂ b
i,t+j−1


 .

The degree of cross-country comovements of prices and nominal interest rates then depends

on how strongly the four discounted sums co-move across countries. If, for example, the

discounted sums of the wedges move in opposite directions in the two countries, the degree

of cross-country comovements of prices and nominal interest rates depends on their size,

relative to the size of the discounted sums of output and the marginal product of capital,

and on how fast the effects of the wedges (i.e., the frictions in specific underlying models)

die out, relative to the persistence of the technology shock and its cross-country spillovers.

In Subsection 6.3 we consider a version of our model with τ b, while capital adjustment costs

in Subsection 6.4 generate a wedge such as τk.

6 Sensitivity analysis

In order to check the robustness of our quantitative findings, we conduct sensitivity analysis

for those parameters that are not estimated precisely in the literature, or whose estimates

vary significantly across countries. We report results for the parameters of the monetary

policy rule (νπ, νy, φ), the degree of spillovers (A12), and two extensions that allow the

model to be consistent with the observed features of the domestic nominal business cycle

and exchange rate dynamics. We have also examined the quantitative properties of the

model for alternative values of the elasticity of substitution between home and foreign
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goods (σ), the steady-state import share of GDP (b1/y1), steady-state inflation rate (π),

and the shopping-time parameters (κ1, κ2). However, as our main finding is not particularly

sensitive to alternative values of these parameters, we do not report the results of these

experiments.

6.1 Parameters of the Taylor rule

6.1.1 Weight on output

Figure 6 plots the cross-country correlations for output and the two nominal variables for

alternative values of νy, which we vary between -0.05 and 0.25 – a range that covers most

of the estimates found in the literature.17 We see that except for a small interval between

0.025 and 0.06, the cross-country correlations of the price level and the nominal interest

rate are higher than that of real GDP.

Figure 7 provides intuition for the sharp fall in the cross-country correlations for the two

nominal variables, and for the nominal interest rate in particular, in the interval 0.025-0.06.

It plots the responses of the nominal interest rates in the two countries for three alternative

values of νy: 0.125 (our baseline value), 0, and 0.03, the value at which the cross-country

correlation for the nominal interest rate is the lowest. As mentioned in the previous section,

for our baseline value of νy, the negative effect of the expected discounted sum of future

output on prices and the nominal interest rate is stronger than the positive effect on these

variables of the expected discounted sum of future returns to capital. The nominal interest

rate, as well as the price level, therefore fall in both countries following a positive technology

shock in country 1.

In contrast, when νy is equal to zero, the two variables are determined only by the

expected discounted sum of future returns to capital. The nominal interest rate and prices

therefore increase in both countries after the shock. In the intermediate case, when νy is

equal to 0.03, during the first 10 to 15 quarters after the shock, the response of the nominal

interest rate in country 1 looks more like that for our benchmark weight on output, whereas
17The values mentioned here are the values reported in the literature, divided by four in order to make

them consistent with the measure of GDP in the model, which is expressed at a quarterly rate.
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that for country 2 looks more like the one for a zero weight on output. This is because the

expected discounted sum of future output in country 2 is smaller than that in country 1

(see the output responses in Figure 5). The negative effect of this sum on prices and the

interest rate is thus smaller in country 2 than in country 1, leading to an increase in the

nominal interest rate in country 2, while the nominal interest rate falls in country 1.

6.1.2 Weight on inflation

In the top panels of Figure 8 we plot the international correlations for alternative weights on

inflation. We plot these correlations for two alternative weights on output: our benchmark

weight of 0.125, and a zero weight. In empirical Taylor rules, νπ is usually in the range from

0.8 to 2.5. In our model, however, when νπ is too close to one, the equilibrium becomes

indeterminate. This is a common feature of most general equilibrium models with interest

rate monetary policy rules. We therefore restrict νπ to be in the interval from 1.05 to 2.5.

We see that except for the case of a zero weight on output and the weight on inflation being

close to our lower bound, the cross-country correlations of the two nominal variables are

higher than that of output.18

Interestingly, the model predicts higher cross-country correlations of the two nominal

variables than that of output even when the central bank puts a large weight on stabilizing

inflation and no weight on stabilizing output. By increasing the weight on inflation and

putting zero weight on output, the central bank minimizes the volatility of the two nominal

variables, relative to that of output. In particular, for the upper-bound weight on inflation

of 2.5, the central bank reduces the standard deviations of the price level and the nominal

interest rate, relative to that of output, to 0.11 and 0.17, respectively – well below the values

observed for the post-war period (for example, the average relative standard deviations of

these two variables for the U.S. economy are 0.82 and 0.73, respectively; see Table 10).

This finding is consistent with the observation that the cross-country correlations of the

two nominal variables remained substantially higher than that of output even during the
18The large increase in the cross-country correlation of output in the right-hand panel is due to substantial

inflation tax effects that occur with a relatively large weight on output and a small weight on inflation in
the Taylor rule.
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Great Moderation period.

6.1.3 Interest rate smoothing

Some specifications of Taylor rules have no smoothing coefficient (e.g., Taylor, 1999). Often,

however, a smoothing coefficient is included and is usually found to be in the range between

0.5 and 0.9 (see Woodford, 2003, chapter 1). In the mid-panels of Figure 8 we therefore

report how the cross-country correlations change as we vary φ between 0 and 0.99. We see

that our main result is robust to alternative values of this parameter.

6.2 Spillovers

The estimates of the spillover term in the transition matrix A vary substantially in the

literature. Backus et al. (1992) estimate this term to be 0.088, our benchmark value, while

Heathcote and Perri (2002) obtain an estimate of 0.025. Yet, Baxter and Crucini (1995)

find little evidence for non-zero spillovers. We therefore vary A12 between 0 and 0.1. In

all these experiments we adjust the diagonal elements of A so that its highest eigenvalue

is the same as in our benchmark experiment. We see in the bottom panels of Figure 8

that except for the case of no spillovers, nominal variables are correlated more strongly

across countries than output. Furthermore, the gap between the cross-country correlations

of the two nominal variables and that of GDP increases rapidly as we move away from

the case of no spillovers. For example, even for a modest degree of spillovers, such as that

found by Heathcote and Perri (2002), the model generates a gap between the cross-country

correlations of the two nominal variables and real GDP close to that observed in the data

(for example, in the case of prices, a gap of about 0.35, when νy = 0, and a gap of about

0.2, when νy = 0.125).

6.3 Domestic nominal business cycle

As noted above, the baseline model does not generate the lead-lag pattern between domestic

output and the domestic price level, and between domestic output and the domestic nominal

interest rate, as in the data. Although this is not surprising, as these are well known
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anomalies, we would have more confidence in the answer the model gives to our question

regarding the international nominal business cycle if it were consistent with the key features

of the domestic nominal business cycle.

Providing a quantitative-theoretical account of the domestic nominal business cycle from

first principles is, however, beyond the scope of this paper. Instead, we proceed as follows.

Using an extended version of the business cycle accounting method of Chari et al. (2007),

Sustek (2009) shows that fluctuations in two ‘wedges’ in a prototype monetary business

cycle model are necessary, and to a large extent also sufficient, for generating the observed

lead-lag pattern of prices and interest rates with respect to output. These two wedges

look like total factor productivity and a tax on adjusting the holdings of nominal bonds.

Such a tax disturbs the Euler equation for domestic bonds. As mentioned in Subsection

5.3.3, it captures the distortionary effects of various asset market frictions, such as limited

participation. Alternatively, it can be interpreted as capturing time-varying risk premia.19

Movements in the two wedges over the business cycle are interpreted as resulting from the

propagation of primitive shocks through the frictions implicitly embedded in them.

Here we introduce a tax on adjusting domestic bonds τ b
it into the budget constraint in

each country and choose its stochastic process so as to replicate the lead-lag pattern of the

nominal interest rate. Given this calibration, we then ask if the model generates both the

observed lead-lag pattern of the price level and higher cross-country correlations for the two

nominal variables than that for output.

The budget constraint of the representative consumer in country i becomes

qa
itfit

1 + rf
t

+ (1 + τ b
it)

[
dit

pit (1 + Rit)
− di,t−1

pit

]
+

mit

pit
+ cit + xit =

qς
it(r

k
itkit + witnit) + qa

itfi,t−1 +
mi,t−1

pit
+

vit

pit
+ Tit,

where Tit is the proceeds from taxing the accumulation of domestic bonds (rebated back to
19Mechanically, time-variation in this wedge makes up for the systematic failure of standard Euler equa-

tions in pricing bonds over the business cycle, noted, among others, by Canzoneri, Cumby and Diba (2007)
and Atkeson and Kehoe (2008).
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the consumer in a lump sum way), while the Euler equation for domestic bonds becomes

(1 + Rit)Et

[
Qit

(
1 + τ b

i,t+1

1 + τ b
it

) (
1

1 + πi,t+1

)]
= 1.

We postulate a joint stochastic process for the tax and technology shocks




ln z1,t+1

τ b
1,t+1

ln z2,t+1

τ b
2,t+1


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
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


ln z1t

τ b
1t

ln z2t

τ b
2t




+ εt+1, (35)

in which we impose symmetry across the two countries, set the steady-state value of τ b
it

equal to zero, and let εt+1 ∼ N(0,Ω), with the elements of Ω related to the innovations

in technology the same as those in Σ (the covariance matrix in the stochastic process (3)),

and those related to the innovations in the tax set equal to zero.

This stochastic process has eight parameters that need to be calibrated: Λ11, Λ12,

Λ13, Λ14, Λ21, Λ22, Λ23, and Λ24. We choose their values by minimizing the distance be-

tween eight moments in the data and the same moments in the model: corr(R1t, R1,t−1),

corr(R1,t−1, GDP1t), corr(R1,t−3, GDP1t), corr(R1,t+1, GDP1t), corr(R1,t+3, GDP1t), corr(ln z1t, ln z1,t−1),

corr(ln z1t, ln z2,t−1), and corr(ln z1t, ln z2,t−3). Our choice of the leads and lags of the nom-

inal interest rate with respect to GDP means that we try to match every other cross-

correlation in the row for the nominal interest rate in Table 10, panel B. Notice also

that matching corr(ln z1t, ln z1,t−1), corr(ln z1t, ln z2,t−1), and corr(ln z1t, ln z2,t−3) ensures

that technology shocks in the extended model have approximately the same persistence

and spillovers as in our benchmark calibration of the baseline model; i.e., estimating the

stochastic process for technology shocks (3) on time series for ln z1t and ln z2t generated by

the stochastic process (35), we find approximately the same autocorrelations and spillovers

of these shocks as those found by Backus et al. (1994). The resulting values of the eight

parameters are contained in the top panel of Table 11.

Although we do not want to take a firm stand here on the interpretation of τ b, it is
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worth noting that the calibration implies a positive (and relatively large) Λ21. This implies

that after a positive technology shock the tax on domestic bonds increases, making the

bond relatively less attractive. This is consistent with interpreting the tax as capturing

counter-cyclical risk premia – following a positive technology shock (boom period) a safe

asset such as a short-term government bond becomes relatively less attractive.

The bottom panels of Table 11 report the domestic and international nominal business

cycle properties of this extended economy. Recall that in the benchmark economy, the

price level was lagging output negatively, while in the data it leads output negatively. As

we can see, the extended model generates the correct phase shift of the price level while

still producing a negative contemporaneous correlation between the price level and output.

In addition, it still produces higher cross-country correlations of the two nominal variables

than that of output. It is also important to realize that because τ b affects only the two

nominal variables (it shows up only in the Euler equation for bonds), and in our calibration

we match the observed autocorrelation and cross-country correlations of the technology

shocks, the desirable business cycle properties of real variables in the baseline economy are

also present in the extended economy.

6.4 Exchange rate dynamics

In a similar way to that in the previous subsection we also check if our result regarding the

cross-country correlations of prices and interest rates is robust to aligning the model with

the observed exchange rate dynamics. In this case the tax is imposed on the international

bond. As such it distorts the Euler equation (25), and thus also the uncovered interest rate

parity condition (29).

As in the previous case we postulate a VAR(1) process for technology and taxes in

the two countries. The Λ’s are again chosen by minimizing a distance between moments

in the data and in the model: corr(ln z1t, ln z1,t−1), corr(ln z1t, ln z2,t−1), corr(ln z1t, ln z2,t−3),

corr(lnner1t, lnner1,t−1), corr(ner1,t−1, GDP1t), corr(ner1,t−3, GDP1t), corr(ner1,t+1, GDP1t),

corr(ner1,t+3, GDP1t), and std(nert)/ std(GDPt). In this case we allow var ετ
t to be non-zero

and include it among the parameters of the stochastic process to be calibrated.
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We consider two versions of this extension – without and with capital adjustment

costs, ϕ, which reduce the volatility of investment and net exports in response to volatil-

ity of the exchange rate.20 In the case with capital adjustment costs, we also include

std(xt)/ std(GDPt) among the moments and include ϕ among the parameters chosen to

match the moments. The parameters of the resulting VAR process and of the capital

adjustment costs are reported in Table 12. The table also contains the results for the cross-

country correlations, as well as for the dynamics of the exchange rate, investment, and net

exports in relation to domestic GDP.

We see that in both cases the cross-country correlations of the two nominal variables

are higher than the cross-country correlation of GDP, while the model accounts for about

61% of exchange rate volatility (for a given volatility of real GDP). This is about 2.5 times

more than in the baseline case. By construction this extension also generates the right

pattern of the lead-lag relationship between the exchange rate and output. Notice also

that Λ21 is negative and large – following a positive technology shock (a boom period), the

internationally traded bond becomes relatively more attractive (investors move away from

domestic bonds to foreign bonds). This has flavor of Atkeson and Kehoe (2008) who argue

that time-varying risk premia are the main determinants of exchange rate dynamics.

7 Concluding remarks

This study adds to the literature that investigates cross-country movements in key macroe-

conomic variables. Our empirical contribution lies in documenting that, at business cycle

frequencies, fluctuations in prices and nominal interest rates are substantially more syn-

chronized across countries than fluctuations in output. This is an intriguing finding both

from a theoretical point of view, as well as from the perspective of the policy debate about

how inflation, and nominal variables in general, are determined in a global environment.

We then ask if a parsimonious international business cycle model, augmented to include
20There is a trade-off between achieving realistic volatility of the exchange rate on one hand and of

investment and net exports on the other. Matching the volatility of the exchange rate exactly produces
almost five times as volatile investment and net exports as in the data. It also prevents the model from
generating realistic lead-lag relationship between the exchange rate and real GDP.
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nominal assets and a monetary authority in each country, following a simple, empirically

plausible rule, can account for this feature of international business cycles. We find that

it can. For a benchmark calibration, the cross-country correlation of output is slightly

lower than that in the data, while the cross-country correlations of prices and nominal

interest rates are slightly higher. Due to spillovers of technology shocks across countries,

expected future responses of national central banks to fluctuations in domestic output and

inflation generate movements in current prices and interest rates that strongly co-move

across countries even when output does not. International nominal business cycles are thus

highly synchronized even when national monetary policies focus squarely on domestic output

and inflation. A key element of our findings is that even a modest degree of spillovers, in the

range of the smaller estimates found in the literature, is sufficient to generate correlations

such as those in the data.

We show that introducing time-varying wedges in Euler equations for financial assets,

and choosing their stochastic processes appropriately, makes the model also consistent with

the key features of domestic nominal business cycles and with exchange rate dynamics. We

interpret the wedges as capturing various distortions in asset markets or time-varying risk

premia. Future research should focus on exploring which specific mechanisms can distort

the Euler equations over the business cycle in a similar way as the wedges in our model.

We view the model presented in this paper as a natural starting point for providing un-

derstanding of the observed cross-country movements in nominal variables. It is, of course,

possible that various mechanisms from which we have abstracted can also contribute to ac-

count for the same phenomenon. For instance, international monetary policy co-ordination

(modelled, for example, by Canzoneri and Henderson, 1992), or various goods market rigidi-

ties and exchange-rate pass-through mechanisms (surveyed, for instance, by Taylor, 2000),

may play a role. We believe, however, that before moving on to such more complex environ-

ments, it is necessary to investigate the phenomenon within a parsimonious international

business cycle model and to understand its mechanism. We hope that our analysis will

provide a useful stepping stone for further investigation of inflation and monetary policy in

an international context.
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Appendix A: Data sources

For all countries, data on real GDP and the price level (consumer price index) come from

the International Financial Statistics (IFS) database. For Germany, the consumer price

index for the period 1960.Q1-1991.Q4 is for West Germany only. Wherever possible, the

nominal interest rate is the yield on a 3-month government bond. For Austria we use the

yield on a 1-year government bond, and for France and Japan we use a money market

rate. The interest rate data for Japan, the United Kingdom, and the United States come

from the IFS database; for Australia, Canada, and Germany from the Global Financial

Data database; for Austria from Datastream; and for France from the IFS database for the

period 1970.Q1-1999.Q1, and from Datastream for the period 1999.Q2-2006.Q4.

Appendix B: Bilateral correlations for the post-1984 period

Table 13
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Figure 1: Business-cycle-frequency fluctuations in output and the price level.
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Table 1: Cross-country correlations of real GDP, 1960.Q1-2006.Q4

aus can ger jap uk
can 0.53
ger -0.02 0.16
jap -0.12 -0.06 0.39
uk 0.19 0.45 0.21 0.18
us 0.23 0.72 0.42 0.21 0.56

mean = 0.27 CV = 0.89

Excluding Bretton Woods period
mean = 0.25 CV = 1.21

pre-1984 post-1984
mean = 0.34 mean = 0.16
CV = 0.71 CV = 3.00

Table 2: Cross-country correlations of short-term nominal interest rates, 1960.Q1-2006.Q4

aus can ger jap uk
can 0.61

(-0.03)

ger 0.52 0.62
(0.37) (0.29)

jap 0.39 0.39 0.47
(0.35) (0.30) (-0.06)

uk 0.58 0.56 0.63 0.63
(0.25) (-0.02) (0.28) (0.30)

us 0.55 0.84 0.72 0.43 0.57
(0.18) (0.05) (0.18) (0.05) (-0.11)

mean = 0.57 (0.22) CV = 0.22

Excluding Bretton Woods period
mean = 0.57 (0.23) CV = 0.26

pre-1984 post-1984
mean = 0.61 (0.16) mean = 0.53 (0.27)

CV = 0.20 CV = 0.37

Note: The numbers in parentheses are the 5th percentiles
for corr(Ri, Rj) − corr(GDPi, GDPj) obtained by boot-
straping.
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Table 3: Cross-country correlations of price levels, 1960.Q1-2006.Q4

aus can ger jap uk
can 0.68

(0.04)

ger 0.25 0.43
(0.09) (0.12)

jap 0.33 0.63 0.41
(0.26) (0.55) (-0.10)

uk 0.50 0.52 0.42 0.58
(0.18) (-0.06) (0.08) (0.26)

us 0.47 0.71 0.51 0.76 0.61
(0.06) (-0.12) (-0.03) (0.44) (-0.06)

mean = 0.52 (0.18) CV = 0.28

Excluding Bretton Woods period
mean = 0.50 (0.16) CV = 0.29

pre-1984 post-1984
mean = 0.60 (0.18) mean = 0.30 (0.03)

CV = 0.17 CV = 1.03

Note: The numbers in parentheses are the 5th percentiles
for corr(pi, pj)−corr(GDPi, GDPj) obtained by bootstrap-
ing.

Table 4: Eight-country sample, cross-country correlations of real GDP, 1970.Q1-2006.Q4

aus aut can fra ger jap uk

aut 0.05
can 0.74 0.35
fra 0.21 0.70 0.53
ger -0.10 0.68 0.18 0.47
jap 0.03 0.39 0.12 0.50 0.55
uk 0.26 0.48 0.56 0.74 0.24 0.40
us 0.39 0.56 0.69 0.67 0.53 0.52 0.65

mean = 0.43 CV = 0.54

Excluding Bretton Woods period
mean = 0.34 CV = 0.76

post-1984
mean = 0.19 CV = 2.07
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Table 5: Eight-country sample, cross-country correlations of short-term nominal interest
rates, 1970.Q1-2006.Q4

aus aut can fra ger jap uk
aut 0.63

(0.42)

can 0.65 0.64
(-0.18) (0.14)

fra 0.48 0.57 0.49
(0.11) (-0.29) (-0.21)

ger 0.58 0.73 0.70 0.77
(0.48) (-0.06) (0.35) (0.15)

jap 0.44 0.55 0.37 0.47 0.61
(0.26) (0.01) (0.08) (-0.23) (-0.08)

uk 0.59 0.45 0.57 0.47 0.74 0.68
(0.16) (-0.18) (-0.12) (-0.40) (0.33) (0.10)

us 0.58 0.61 0.85 0.57 0.77 0.46 0.58
(0.05) (-0.10) (0.07) (-0.25) (0.10) (-0.23) (-0.21)

mean = 0.59 (0.07) CV = 0.20

Excluding Bretton Woods period
mean = 0.55 (0.13) CV = 0.25

post-1984
mean = 0.46 (0.17) CV = 0.48

Note: The numbers in parentheses are the 5th percentiles for
corr(Ri, Rj)− corr(GDPi, GDPj) obtained by bootstraping.
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Table 6: Eight-country sample, cross-country correlations of price levels, 1970.Q1-2006.Q4

aus aut can fra ger jap uk
aut 0.43

(0.20)

can 0.71 0.59
(-0.10) (0.11)

fra 0.66 0.72 0.82
(0.34) (-0.10) (0.17)

ger 0.23 0.69 0.54 0.57
(0.10) (-0.09) (0.19) (-0.07)

jap 0.36 0.57 0.62 0.78 0.52
(0.17) (0.05) (0.35) (0.18) (-0.16)

uk 0.50 0.65 0.53 0.71 0.43 0.54
(0.10) (0.04) (-0.18) (-0.13) (-0.02) (-0.03)

us 0.44 0.69 0.67 0.76 0.59 0.77 0.57
(-0.14) (0.01) (-0.15) (0.01) (-0.07) (0.14) (-0.22)

mean = 0.59 (0.08) CV = 0.23

Excluding Bretton Woods period
mean = 0.59 (0.18) CV = 0.24

post-1984
mean = 0.45 (0.16) CV = 0.56

Note: The numbers in parentheses are the 5th percentiles for
corr(pi, pj)− corr(GDPi, GDPj) obtained by bootstraping.
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Figure 2: Cross-country comovement of nominal variables vs cross-country comovement
of real GDP – the six-country sample, 1960.Q1-2006.Q4.

Table 7: Real GDP vs CPI excl. energy & food, 1970.Q1-2005.Q2

Real GDP

aut can fra ger jap
can 0.35

fra 0.70 0.53

ger 0.68 0.18 0.47

jap 0.39 0.12 0.50 0.55

us 0.56 0.69 0.67 0.53 0.52

mean = 0.50 CV = 0.35

post-1984
mean = 0.23 CV = 1.42

CPI excl. energy & food

aut can fra ger jap
can 0.63

(0.17)

fra 0.66 0.87
(-0.16) (0.24)

ger 0.55 0.45 0.52
(-0.24) (0.13) (-0.09)

jap 0.37 0.56 0.68 0.42
(-0.13) (0.32) (0.09) (-0.25)

us 0.69 0.71 0.86 0.40 0.62
(0.001) (-0.09) (0.11) (-0.27) (0.03)

mean = 0.60 (0.04) CV = 0.26

post-1984
mean = 0.36 (0.03) CV = 0.63

Note: The numbers in parentheses are the 5th percentiles for corr(pi, pj)−corr(GDPi, GDPj)
obtained by bootstraping.
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Figure 3: Correlations of the price level in period t + j with real GDP in period t.
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Figure 4: Correlations of a short-term nominal interest rate in period t+ j with real GDP
in period t.
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Table 8: Baseline calibration
Symbol Value Definition

Preferences
γ 2.0 Relative risk aversion
µ 0.34 Consumption share in utility
β 0.989 Discount factor

Technology
δ 0.025 Depreciation rate
α 0.36 Capital share in production
ω1 0.761 Weight on domestic good
ω2 0.239 Weight on foreign good
σ = 1/(1 + ρ) 1.5 Elasticity of substitution

Shopping time
κ1 0.0054 Level parameter
κ2 1.0 Curvature parameter

Monetary policy rule
π 0.0091 Steady-state inflation rate
νy 0.125 Weight on GDP
νπ 1.5 Weight on inflation
φ 0.75 Smoothing coefficient

Process for technology shocks
A0 =

[
0.00072 0.00072

]

A =
[

0.906 0.088
0.088 0.906

]

Var ε1 = Var ε2 = 0.008522

Corr(ε1, ε2) = 0.258

Table 9: International business cyclea

Correlation
(p1, p2) (R1, R2) (GDP1, GDP2)

Model economy 0.69 0.68 0.23

Six-country sample, 1960.Q1-2006.Q4 0.52 0.57 0.27
Eight-country sample, 1970.Q1-2006.Q4 0.59 0.59 0.43

a The entries for the model are averages for 100 runs of the length of 188 periods
each. As in the case of the data, the series for output and prices in the model are in
logs and all series are filtered with the Christiano-Fitzgerald (2003) band-pass filter.
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Figure 5: Responses to a 1% technology shock in country 1 for the baseline
calibration; rates of return are measured as percentage point deviations from
steady state at annual rates; all other variables as percentage deviations.
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Figure 6: Sensitivity analysis: varying the weight on GDP in the Taylor
rule.
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Figure 7: Responses of the nominal interest rate to a 1% productivity shock
in country 1; alternative weights on GDP in the Taylor rule.
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Figure 8: Sensitivity analysis
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Table 11: Extension with a time-varying wedge in the Euler equation for domestic bonds

A. Parameters of the transition matrix of the VAR(1) processa

Λ11 Λ12 Λ13 Λ14 Λ21 Λ22 Λ23 Λ24

0.075 0.642 0.18 -0.44 0.808 -0.112 0.999 0.496

B. Domestic nominal business cycle

Rel. Correlations of GDP in period t with variable υ in period t + j:
υt+j stdb j = -4 -3 -2 -1 0 1 2 3 4

p 0.50 0.06 -0.17 -0.38 -0.43 -0.32 -0.05 0.25 0.41 0.41
R 0.85 -0.16 -0.29 -0.33 -0.19 0.10 0.44 0.67 0.68 0.48

C. Cross-country correlations

(p1, p2) (R1, R2) (GDP1, GDP2)

0.73 0.91 0.41

aThe parameters are chosen by minimizing the distance between data and model mo-
ments. The moments include: corr(R1t, R1,t−1), corr(R1,t−3, GDP1t), corr(R1,t−1, GDP1t),
corr(R1,t+1, GDP1t), corr(R1,t+3, GDP1t), corr(ln z1t, z1,t−1), corr(ln z1t, z2,t−1), and
corr(ln z1t, z2,t−3).
b Standard deviations are divided by that of GDP1t.
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Table 12: Extension with a time-varying wedge in the Euler equation for foreign bonds

A. New parametersa

Λ11 Λ12 Λ13 Λ14 Λ21 Λ22 Λ23 Λ24 Var ετ
t ϕ

ϕ = 0 0.707 0.007 0.297 -0.005 -2.352 -0.003 -0.004 -0.001 4.8e−4 0
ϕ > 0 0.742 0.007 0.263 -0.004 -3.258 -0.003 -0.004 -0.001 7.29e−4 0.23

B. Cyclical behavior of the nominal exch. rate, investment, and net exports

Rel. Correlations of GDP in period t with variable υ in period t + j:
ϕ υt+j stdb j = -4 -3 -2 -1 0 1 2 3 4

0 ner 1.86 -0.14 0.04 0.25 0.37 0.30 0.07 -0.17 -0.29 -0.24
x 5.78 -0.17 0.06 0.40 0.65 0.67 0.42 0.05 -0.23 -0.32
nx 1.03 0.15 -0.04 -0.27 -0.41 -0.35 -0.11 0.16 0.32 0.29

0.23 ner 1.89 -0.28 -0.09 0.22 0.46 0.49 0.28 -0.03 -0.27 -0.32
x 4.93 -0.19 0.07 0.44 0.73 0.77 0.52 0.11 -0.23 -0.36
nx 0.88 0.18 -0.03 -0.32 -0.51 -0.48 -0.21 0.13 0.37 0.39

C. Cross-country correlations

(p1, p2) (R1, R2) (GDP1, GDP2)

ϕ = 0 0.94 0.92 0.45

ϕ = 0.23 0.65 0.30 0.19

aThe parameters are chosen by minimizing the distance between data and model moments.
The moments include: corr(ner1t, ner1,t−1), corr(ner1,t−3, GDP1t), corr(ner1,t−1, GDP1t),
corr(ner1,t+1, GDP1t), corr(ner1,t+3, GDP1t), corr(ln z1t, z1,t−1), corr(ln z1t, z2,t−1),
corr(ln z1t, z2,t−3), and std(ner1t)/ std(GDP1t), and in the case of ϕ > 0 also std(x1t)/ std(GDP1t).
b Standard deviations are measured relative to that of GDP1t.
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Table 13: Post-1984 sample

Real GDP

aus aut can fra ger jap uk

aut -0.12
can 0.73 0.16
fra 0.27 0.62 0.59
ger -0.59 0.60 -0.38 0.08
jap -0.22 0.18 -0.29 0.16 0.35
uk 0.69 -0.06 0.84 0.49 -0.57 -0.25
us 0.51 0.38 0.62 0.45 -0.04 -0.07 0.33

mean = 0.19 CV = 2.07

Short-term nominal interest rate

aus aut can fra ger jap uk
aut 0.44
can 0.66 0.42
fra 0.15 0.17 0.31
ger 0.58 0.73 0.40 0.40
jap 0.46 0.47 0.23 -0.09 0.55
uk 0.75 0.55 0.53 0.29 0.85 0.71
us 0.61 0.47 0.85 0.30 0.46 0.17 0.45

mean = 0.46 (0.17) CV = 0.48

Price level

aus aut can fra ger jap uk
aut 0.45
can 0.72 0.42
fra 0.57 0.59 0.76
ger -0.11 0.52 0.11 0.31
jap -0.06 0.28 0.45 0.58 0.38
uk 0.35 0.44 0.56 0.72 0.11 0.78
us 0.76 0.69 0.71 0.65 0.22 0.16 0.47

mean = 0.45 (0.16) CV = 0.56

Note: The numbers in parentheses are 5% percentiles for variables
difR ≡ corrR− corrGDP and difp ≡ corrp− corrGDP obtained
by bootstraping, where corrGDP , corrR, and corrp are the mean
bilateral correlations of real GDP, the nominal interest rates, and
the price levels, respectively.
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