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# ON THE DETERMINATION OF SYSTEMATIC PARAMEIER VARIATION IN THE LINEAR REGRESSION MODEL 

by David A. Belsley*

This paper exumines the gentral problem of tinue rarging paramerers in the linear regression model Systmatic: non-stochastic rariation of is, linearh dependent upom "ontside" rariates. is highlighted. A moting-window regrission lectinigue is examined as a metens of determining relet one outside cariales Compuationdly efficicon algorithms sare giren for the technique. The procedure is secen to be biased. but not badly so for ontside tariales that more slowly oter time.

## Introduction

A model of increasing interest to econometricians is of the form

$$
\begin{equation*}
y(t)=x^{\prime}(t) \beta(t)+a t!\quad t=1 \ldots T \tag{1}
\end{equation*}
$$

where
$x(t)$ is a $K$-vector of variates
$\beta(t)$ is a $K$-vector of time-variant patameters
and
$a(t)$ is distributed with \%ero mean and $V(a)=\sigma_{8}^{2} \Sigma$
Let us further assume that

$$
\begin{equation*}
\beta(t)=\Gamma z(t)+u(t) \tag{2}
\end{equation*}
$$

where
$\Gamma$ is a $K \times R$ matrix of constants
$z(t)$ is an $R$-vector of variates (which might include some $x$ 's)
$u(t)$ is distributed with zero mean. $V^{\prime}(u)=\sigma_{6}^{2} \Omega$ independently of $\varepsilon(t)$.
Various cases of this model have been treated elsewhere. Brown Durbin [2] consider tests on the residuals of such a model in pyramidal regressions against $H_{0}: \beta(t)=\beta \forall t$. Rao [10] considers the case $\Gamma z(t)=\beta \forall i, \Sigma$ and $\Omega$ unknown, and shows the OLS estimator is both a minimum-variance estimator of $\beta$ and a minimum-variance predictor of $\beta(t)$-although with different variances. Theil [11] working with the same model with $K=1, \Sigma=I . \Omega$ unknown. produces estimators of all parameters with an ingenious multi-step regression technique. Quandt has dealt with the cases (i) $R=2$, var $u(t) \equiv 0$,
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in $[7,8]$ and (ii) $R=2$, varr $u(t) \equiv 0$.

$$
z(t)= \begin{cases}(i & 0) \text { with prob } i \\ (1 & 1) \text { with } \operatorname{prob}(1-i)\end{cases}
$$

in [9]. Varriants of the above occur in Farley and Hinch [5]. Burnett and Guthrie [3], Duncan and Jones [4]. Holland [6] has considered maximum likelihood estimates in the case $K=R=2, \Sigma=I_{T}, \Omega=I_{R}$, and has suggested an iterative procedire for producing a solution. This approach has, no doubt, similar asymptotic properties to Theil's method. In what follows we shall always assume $\Sigma=\sigma_{2}^{2} I$ and that $E u(t) u^{\prime}(s)=0, s \neq t$.

If the z's Are Known
When the $z$ 's are known, few real problems are encountered. (1) and (?) give (3)

$$
\begin{aligned}
y(t) & =x^{\prime}(t) \Gamma z(t)+x^{\prime}(t) u(t)+s(t) \\
& =\left[x^{\prime}(t) \otimes z^{\prime}(t)\right] \Lambda+\eta(t) \equiv n^{\prime}(t) \Lambda+\eta(t)
\end{aligned}
$$

where

$$
\begin{aligned}
\eta(t)= & x^{\prime}(t) u(t)+a(t) \\
E \eta(t)= & 0, \quad \operatorname{var}(\eta(t))=\sigma_{\varepsilon}^{2}+\sigma_{u}^{2} x^{\prime}(t) \Omega x(t) \\
& \operatorname{cov}(\eta(t), \eta(s))=0 \quad t \neq s,
\end{aligned}
$$

and

$$
A=\left[\begin{array}{c}
\gamma_{1} \\
\ddot{i} 2 \\
\vdots \\
\ddot{i}
\end{array}\right], \quad \ddot{i}=i \text { th column of } \Gamma \text {. }
$$

Two cases arise : when $V(u(t)) \equiv 0$ and not.
In the case $V(u(t)) \equiv 0$, the $u(t)=0$ with Prob 1 and (3) is
(4)

$$
y(t)=n^{\prime}(t) \Lambda+a(t)
$$

an equation amenable to OLS, producing
(5)

$$
\hat{\Lambda}=\left(W^{\prime} W\right)^{-1} W^{\prime} Y
$$

where the cap letters are the obvious summary matrices of the data.
When $V(u(t)) \neq 0$ it is clear that the disturbance term $\eta(t)$ in (3) is heteroskedastic and OLS is unbiased but inefficient. If $\Omega$ is known, but $\sigma_{\varepsilon}^{2}$ and $\sigma_{u}^{2}$ are not, a generalization of Theil's two-step OLS GLS technique [11] seems possible-... although it would appear to involve a great deal of computation. When $\Omega$ is not known, there seems to be no solution in the literature, but a generalization of Holland's maximum-likelihood approach seems indicated.

For many econometric models, the assumption that $V(t(t)) \equiv 0$ may not be too bad, at least as an approximation. This argues simply that the $\beta$ coefficients
are changing over time. perhaps with great complexity. but systematically with respect to outside variates. Such a generalization of the standard inear model is worthwhile in itself. In the next section, then we assume the $\beta$ s vary systematically and without random component. As we have seen. this case is casily handled when the 2 "s are known.

## When the zes Are Not Known

When the $z$ 's are not known, things become more complicated as a practical matter. Clearly, alternative $z$ matrices could be subjected to usual equationtesting techniques by direct substitution into (4). While this technique has much to say for it for small $K$ and $R$, (5) involves the computation of an inverse of a $K R \times K R$ matrix, and even moderate $K$ and $R$ produce costly and time-consuming computation.

For moderate $K$ and $R$, then. a more efficient search technique is required. An intuitively appealing approach that is often suggested regresses the $Y$ 's on the $x$ 's. ignoring parameter variation. and then compares the resulting residuals with potentially proper $z$ variates, either graphically or with subsidiary regressions, to see if any sharp, systematic relationship can be discerned. This approach has much to offer in the event that the "missing $z$ variates" are additive (i.e., the true equation is of the form $\left.y^{\prime}(t)=x^{\prime}(t) \beta+z^{\prime}(t) ;+\varepsilon(t)\right)^{*}$ but can be misleading in a model such as (1). Indeed, one can see that
(6)

$$
\begin{aligned}
e_{1} & =y(t)-W^{\prime}(t) \hat{\Lambda} \\
& =y(t)-x^{\prime}(t) \hat{\Gamma} z(t) \\
& =x(t)(\Gamma-\hat{\Gamma}) z(t)+a(t)
\end{aligned}
$$

and hence, the $e_{t}$ generally depend in a complicated and non-linear way on the $z$ 's.
A two-step approach is suggested from the following. We suppose $V(u(t)) \equiv 0$ and (2) becomes
(7)

$$
\beta(t)=\Gamma_{z}(t) .
$$

If one had an independent unbiased estimator $b(t)$ of $\beta(t)(t=1 \ldots T)$ we could write
(8)

$$
\begin{aligned}
b(t) & =\beta(t)+c(t) \\
E v(t) & =0 \\
E v v^{\prime} & \equiv \sigma_{r}^{2} \Sigma_{1} \\
E v(t) c(s) & =0 \quad s \neq t .
\end{aligned}
$$

And (7) becomes
(9)

$$
b(t)=\Gamma z(t)+u(t)
$$

a biock-equation in $\Gamma$ amenable to OLS block regression. Such a model is readily applicable to testing alternative $z$ 's and, thus, affords an efficient search technique

* See Belsley note on Additive Misspecification [1].
when the appropriate $z$ sare unknown. The problem. of course is in determining the estimators $h(t)$ of $\beta(t)$. At the moment, 1 know of no means of producing unbiased. time-independent estimators: bat OLS itself can produce estimators whose time dependence wears off completely in at most $K$ periods and whose bias will he small when the z's move "slowly" from period to period, i.e., when $\Delta z$ is small relative to $z$.

Consider the following procedure:
Using the first $K+\tau$ obscrvations only
where $b(1)$ is associated with some period $y$. regress $Y$ on $X$ to obtain $b(1)$ discussed further below. Then add period in the interval [1. $K+\tau]$-this is to be etc. This moving regression windowe next period. drop the first and obtain $b(2)$. efficient - involving inversions of only $2 \times 2$ matualy computationally quite iterative algorithms shown in Apponly $2 \times 2$ matrices at each step -lising the (10) $\quad h(T)=b(T-1)+\left(X^{\prime}, x+\right)^{-1}(T)(T)$ (10) $\quad b(T)=b(T-1)+\left(X_{r}^{\prime} X_{y}\right)^{-1}\left\{x(T)\left[y(T)-x^{\prime}(T) b(T-1)\right]\right.$

$$
\left.-x(T-K-\tau-1)\left[y(T-K-\tau-1)-x^{\prime}(T-K-\tau-1) b T-1\right)\right]!
$$

and
(11) $\left(X_{T}^{\prime} X_{r}\right)^{-1}=\left(X_{T, 1}^{\prime} X_{T-1}\right)^{-1} B\left[D^{-1}+B^{\prime}\left(X_{T-1}^{\prime} X_{T-1}\right)^{-1} B\right]^{-1} B^{\prime}\left(X_{T-1}^{\prime} X_{T-1}\right)^{-1}$

$$
B=[x(T) \quad x(T-K-\tau-1)] \text { a } K \times 2 \text { matrix }
$$

and

$$
D=D^{-1}=\left[\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right] \text {. }
$$

The above results in a $T-K-\tau+1$ time series on the $b(f)$. There are several problems with these series which limit their use in a regression on the $z=\mathrm{s}$. but in some common cases these problems may not cause much harm. Let us look at the $b(t)$ in greater detail. (See Appendix A for definitions of symbols.) (12)

$$
b\left(T^{*}\right)=\left(X_{T}^{\prime} X_{T}\right)^{-1} X_{T}^{\prime} Y_{T}
$$

where we let $T^{*}$ be in the interval $[T-K-\tau \ldots T]$.
Then
(13)

$$
\begin{aligned}
\beta(t) & =\beta\left(T^{*}\right)+\Gamma\left(z(t)-z\left(T^{*}\right)\right) \\
& \equiv \beta\left(T^{*}\right)+\Gamma \Delta z(t) \\
& \simeq \beta\left(T^{*}\right)+\Gamma \frac{\Gamma^{z} z\left(T^{*}\right)}{i t}\left(t-T^{*}\right) .
\end{aligned}
$$

(14)

$$
\begin{aligned}
y(t) & =x^{\prime}(t)\left[\beta\left(T^{*}\right)+\Gamma \Delta z(t)\right]+a(t) \\
& =x^{\prime}(t) \beta\left(T^{*}\right)+x^{\prime}(t) \Gamma \Delta z(t)+a(t) \\
& =x^{\prime}(t) \beta\left(T^{*}\right)+\left[x(t) \otimes \Delta z^{\prime}(t)\right]+a(t) \\
& \equiv x^{\prime}(t) \beta\left(T^{*}\right)+n^{\prime}(t) \Lambda+a(t)
\end{aligned}
$$

$$
Y_{t}=X_{i} \beta\left(T^{*}\right)+N_{i} A+\varepsilon_{i}
$$

Putting (15) into (12) for $t=T$ gives

$$
\begin{equation*}
b\left(T^{*}\right)=\beta\left(T^{*}\right)+\left(X_{T}^{\prime} X_{T}\right)^{-1} X_{\mathrm{T}}^{\prime} N_{\mathrm{T}} \Lambda+\left(X_{T}^{\prime} X_{T}\right)^{-1} X_{T}^{\prime} \varepsilon_{T} \tag{16}
\end{equation*}
$$

and

$$
\begin{equation*}
E b\left(T^{*}\right)=\beta\left(T^{*}\right)+\left(X_{T}^{\prime} X_{\gamma}\right)^{-1} X_{T}^{\prime} N_{T} \lambda \tag{17}
\end{equation*}
$$

$b\left(T^{*}\right)$ is thus biased, but we note the bias depends on

$$
\begin{aligned}
N_{T} & =\left[x^{\prime}(t) \otimes \Delta z^{\prime}(t)\right] \quad t=T \ldots T-K-\tau \\
& \simeq\left[x^{\prime}(t) \otimes \frac{\partial z^{\prime}\left(T^{*}\right)}{\partial t}\left(t-T^{*}\right)\right] .
\end{aligned}
$$

The elements of this matrix will be small (and the bias in $b\left(T^{*}\right)$ likewise) as $\Delta z^{\prime}(t)$ is small (on a relative basis). The approximation in the last term reminds us $\Delta z^{\prime}(t)$ will be small if $z$ moves "slowly" over time and if the periods included in the regression window are close to $T^{*}$, the base period of the $T$ th regression (see 12)). This last statement argues strongly that $\tau$ should be picked small-indeed $\tau=0$ is reasonable--and $T^{*}$ should be chosen in the middle of the period. The former argues the method may cause trouble with abrupt, strong movements in the $z$ 's.

From (16) we see that

$$
\begin{equation*}
V\left(b\left(T^{*}\right)\right)=\sigma_{t}^{2}\left(X_{T}^{\prime} X_{T}\right)^{-1} \tag{18}
\end{equation*}
$$

and

$$
\operatorname{cov}\left(b\left(T^{*}\right) b\left(T^{*}-n\right)\right)=\sigma_{\varepsilon}^{2}\left(X_{T}^{\prime} X_{T}\right)^{-1} X_{T}^{\prime} M_{n} X_{T-n}\left(X_{T-n}^{\prime} X_{T-n}\right)^{-1}
$$

where $M_{n}$ is a matrix with 1 's in the $n$th super diagonal and zeros elsewhere, and hence $M_{n}=0$ for $n>K+\tau$.

Therefore, $b\left(T^{*}\right)$ and $b\left(T^{*}-n\right)$ are uncorrelated after $K+\tau$ periods but are correlated with the surrounding $K+\tau$ values.

Let $B=\left[b\left(T^{*}\right)\right]$ a $(T-K-\tau) \times K$ matrix of the iteratively calculated $b\left(T^{*}\right)$ 's. Using $B$ in (9) with OLS produces

$$
\begin{equation*}
\hat{\Gamma}=\left(Z^{\prime} Z\right)^{-1} Z^{\prime} B, \quad \text { a block regression. } \tag{19}
\end{equation*}
$$

Clearly this regression is inefficient because of the autocorreiation mentioned above. Also the error term does not have zero mean. But, for slowly moving $z$, and $\tau$ small, this latter problem is minimized. The inefficiency due to autocorrelation may be tolerable in many instances, for our purpose in using (19) and its associated tests is principally to identify the appropriate $z$ 's. Once this is done, we can return to the $z$-known case above for efficient estimates of the $\Gamma$ 's.

The advantage of (19) is that each successive test on the $z$ 's can be obtained with only an $R \times R$ inversion during its regression on $B$-which need be calcullated only once on the basis of the $X$ data alone. Further, because of (10) and (11), the $B$ matrix may be determined with only one $K \times K$ regression inversion and a
sequence of $T-K-\tau 2 \times 2$ inversions. This technique is, for moderate $K$ and $R$, computationally much more efficient. It also allows the investigator to see directly and test directly the influence the possible $z$ 's have on the $\beta$ 's.

## New Directions

The above procedure looks promising. Its formal properties siould be further investigated. In addition, other means of estimating the $\beta(1)$ 's should be eonsidered (or devised). Clearly an unbiased estimator would help. and one less sensitive to abrupt changes in = would make Quandt-like jumps fas opposed to quantum jumps) more easily analyzed.

Another like of attack is to generalize the maximum-likelihood approach a la Holland. Unfortunately, these estimators do not allow for a sequence of steps first using the $X$ data, and then the $z$ data. Searching for excluded $z$ 's is thereby made less direct and the computation will be great for each trial $z$ matrix.

Monte Carlo experiments with the proposed procedure are warranted to obtain experience with its behavior under likely situations. Such experiments will be the subject of a future report.

Boston College, and<br>National Bureau of Economic Research

Appendix A

## Recursive Inversion Algorithm: Drop One-Add One

Consider a recursive algorithm for generating the inverse Granmian matrix when one observation is added and another deleted. We assume the next observation is added and the oldest is deleted

Let

$$
X_{R}=\left[\begin{array}{c}
x^{\prime}(R-r) \\
\vdots \\
x^{\prime}(R)
\end{array}\right]
$$

where $r+1$ is the number of periods upon which any regression is based.

$$
X_{R-1}=\left[\begin{array}{c}
x^{\prime}(R-1-r) \\
\vdots \\
x^{\prime}(R-1)
\end{array}\right] . \quad \text { Define } X \equiv\left[\begin{array}{c}
x^{\prime}(R-r) \\
\vdots \\
x^{\prime}(R-1)
\end{array}\right]
$$

so

$$
X_{R}=\left[\begin{array}{c}
X \\
x^{\prime}(R)
\end{array}\right] \quad \text { and } \quad X_{R-1}=\left[\begin{array}{c}
x^{\prime}(R-r-1) \\
X
\end{array}\right] .
$$

Then

$$
\begin{aligned}
X_{R}^{\prime} X_{R}= & X^{\prime} X+x(R) x^{\prime}(R) \\
= & X^{\prime} X+x(R-r-1) x^{\prime}(R-r-1)+x(R) x^{\prime}(R) \\
& -x(R-r-1) x^{\prime}(R-r-11 \\
= & X_{R-1}^{\prime} X_{R-1}+\left[x(R) \quad x(R-r-1) D\left[\begin{array}{c}
x^{\prime}(R) \\
x^{\prime}(R-r-1)
\end{array}\right]\right. \\
\equiv & A+\text { BDB }^{\prime} \quad \text { where } \quad D=\left[\begin{array}{rr}
1 & 0 \\
0 & -1
\end{array}\right]=D^{-1} .
\end{aligned}
$$

Using Rao [p. 29, Ex. 2.9]

$$
\left(X_{R}^{\prime} X_{R}\right)^{-1}=A^{-1}-A^{-1} B\left[D^{-1}+B A^{-1} B\right]^{1} B A^{-1}
$$

where $A \equiv\left(X_{R-1}^{\prime} X_{R-1}\right)^{-1}-$ assumed already computed - and $B=$ $\left[x^{\prime}(R) \quad x(R-r-1)\right]$, a $K \times 2$ matrix. Hence $D^{-1}+B^{\prime} A^{-1} B$ is $2 \times 2$ and this is all that requires inversion to gain $\left(X_{R}^{\prime \prime} X_{R}\right)^{-1}$.

Appendix B
Iterative Procedure for $b_{R}$ : Add One-Drop Orie
Let $X_{R}$ be $x$ data for the $r+1$ periods ending in period $R$. Likewise for $Y_{R}$. Let $X$ be the $x$ data for the $r$ periods $R-1 \ldots R-r$, so $X_{k}=\left[\begin{array}{c}X \\ x^{\prime}(R)\end{array}\right]$ and $X_{R-1}=\left[\begin{array}{c}\left.x^{\prime}(R)-r-1\right) \\ X\end{array}\right]$. Likewise for $Y$.

Let $b_{R}$ be the OLS estimate based on the $r+1$ periods through $R$. i.e.,

$$
\begin{aligned}
b_{R}= & \left(X_{R}^{\prime} X_{R}\right)^{-1} X_{R}^{\prime} Y_{R} \\
= & \left(X_{R}^{\prime} X_{R}\right)^{-1}\left[X^{\prime} x(R)\right] \\
= & \left(\begin{array}{c}
Y \\
Y(R)
\end{array}\right] \\
= & \left(X_{R}^{\prime} X_{R}\right)^{-1}\left[X^{\prime} Y+x(R) y(R)\right] \\
& -x(R-r-1) y(R-r-1)] \\
= & \left(X_{R}^{\prime} X_{R}\right)^{-1}\left(X_{R-1}^{\prime} Y_{R-1}+B D W\right)
\end{aligned}
$$

where

$$
B=[x(R) \quad x(R-r-1)],
$$

$$
D=\left[\begin{array}{rr}
1 & 0 \\
0 & -1
\end{array}\right] . \text { and } W=\left[\begin{array}{c}
y R) \\
y(R-r-1)
\end{array}\right] .
$$

Thus

$$
b_{R}=\left(X_{R}^{\prime} X_{R}\right)^{-1}\left[\left(X_{R-1}^{\prime} X_{R-1}\right)^{h_{R-1}}+B D W\right] .
$$

but

$$
X_{R-1}^{\prime} X_{R-1}=X_{R}^{\prime} X_{R}-B D B^{\prime} .
$$

Thus

$$
\begin{aligned}
b_{R}= & \left(X_{R}^{\prime} X_{R}\right)^{\prime}\left[X_{R}^{\prime} X_{R} b_{R-1}-B D B^{\prime} b_{R, 1}+B D W\right] \\
= & b_{R-1}+\left(X_{R}^{\prime \prime} X_{R}\right)^{-1} B D\left[W-B b_{R}, 1\right] \\
= & b_{R-1}+\left(X_{R}^{\prime} X_{R}\right)^{-1}\left\{x(R)\left[y(R)-x^{\prime}(R) b_{R-1}\right]\right. \\
& \left.-x(R-r-1)\left[y(R-r-1)-x^{\prime}(R-r-1) b_{R-1}\right]\right\} .
\end{aligned}
$$
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