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The National Bureau of Economic Research was organized 
in 1920 in response to a growing demand for objective deter
mination of the facts bearing upon economic problems, and 
for their interpretation in an impartial manner. The National 
Bureau concentrates on topics of national importance that are 
susceptible of scientific treatment. 

The National Bureau seeks not merely to determine and 
interpret important economic facts, but to do so under such 
auspices and with such safeguards as shall make its findings 
carry conviction to all sections of the nation. 

No report of the research staff may be published without 
the approval of the Board of Directors. Rigid provisions 
guard the National Bureau from becoming a source of profit 
to its members, directors, or officers, and from becoming an 
agency for propaganda. 

By issuing its findings in the form of scientific reports, en
tirely divorced from recommendations on policy, the National 
Bureau hopes to aid all thoughtful men, however divergent 
their views of public policy, to base their discussions upon 
objective knowledge as distinguished from subjective opinion. 

The National Bureau assumes no obligation toward present 
or future contributors except to determine, interpret, and 
publish economic facts for the benefit of the nation at large, 
and to provide contributors with copies of its publications. 



RELATION OF THE DIRECTORS 
TO THE WORK AND PUBLICATIONS 

OF THE NATIONAL BUREAU OF ECONOMIC RESEARCH 

1. The object of the National Bureau of Economic Research is to ascertain and to 
presc::nt to the public important economic facts and their interpretation in a scientific 
and impartial manner. The Board of Directors is charged with the responsibility of 
ensuring that the work of the National Bureau is carried on in strict conformity with 
this object. 

2. The President of the National Bureau shalI submit to the Board of Directors, or to 
its Executive Committee, for their formal adoption alI specific proposals for research 
to be instituted. 

3. No research report shalI be published until the President shalI have submitted to 
each member of the Board the manuscript proposed for publication, and such informa
tion as will, in his opinion and in the opinion of the author, serve to determine the 
suitability of the report for publication in accordance with the principles of the National 
Bureau. Each manuscript shalI contain a summary drawing attention to the nature and 
treatment of the problem studied, the character of the data and their utilization in the 
report, and the main conclusions reached. 

4. For each manuscript so submitted, a special committee of the Board shalI be 
appointed by majority agreement of the President and Vice Presidents (or by the 
Executive Committee in case of inability to decide on the part of the President and Vice 
Presidents), consisting of three directors selected as nearly as may be one from each 
general division of the Board. The names of the special manuscript committee shall be 
stated to each Director when the manuscript is submitted to him. It shalI be the duty 
of each member of the special manuscript committee to read the manuscript. If each 
member of the manuscript committee signifies his approval within thirty days of the 
transmittal of the manuscript, the report may be published. If at the end of that period 
any member of the manuscript committee withholds his approval, the President shall 
then notify each member of the Board, requesting approval or disapproval of publica
tion, and thirty days additional shall be granted for this purpose. The manuscript shalI 
then not be published unless at least a majority of the entire Board who shall have voted 
on the proposal within the time /ked for the receipt of votes shall have approved. 

5. No manuscript may be published, though approved by each member of the special 
manuscript committee, until forty-five days have elapsed from the transmittal of the 
report in manuscript form. The interval is alI owed for the receipt of any memorandum 
of dissent or reservation, together with a brief statement of his reasons, that any member 
may wish to express; and such memorandum of dissent or reservation shall be published 
with the manuscript if he so desires. Publication does not, however, imply that each 
member of the Board has read the manuscript, or that either members of the Board in 
general or the special committee have passed on its validity in every detail. 

6. Publications of the National Bureau issued for informational purposes concern
ing the work of the Bureau and its staff, or issued to inform the public of activities of 
Bureau staff, and volumes issued as a result of various conferences involving the Na
tional Bureau shall contain a specific disclaimer noting that such pUblication has not 
passed through the normal review procedures required in this resolution. The Executive 
Committee of the Board is charged with review of all such publications from time to 
time to ensure that they do not take on the character of formal research reports of the 
National Bureau, requiring formal Board approval. 

7. Unless otherwise determined by the Board or exempted by the terms of para
graph 6, a copy of this resolution shall be printed in each National Bureau pUblication. 

(Resolution adopted October 25,1926, and revised February 6, 1933, 
February 24, 1941, and April 20, 1968) 
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INTRODUCTION 

John R. Meyer 

Strong historical antecedents support the view that economic research has 
been best when it has been relevant. Certainly, that historical lesson seems 
authenticated when one looks back over the NBER's first fifty years. Indeed, 
the Bureau was started because men of affairs, of many political and philo
sophical viewpoints, perceived a strong need to establish as objectively as 
possible the facts about certain economic policy issues of their times. 

At the Bureau's inaugural, two central policy questions dominated all 
others. The first of these was how income and wealth were distributed among 
different groups in society. The second was a c:oncern with how to avoid 
major economic depressions and all the social and hum,an losses attendant 
thereon. Both of these issues, that of distribution of the national wealth and 
tIfe avoidance of business cycles, still remain with us. But I think it is safe 
to assert that the urgency and perceived severity of these issues, particularly 
the cyclical one, is a good deal less today than it was fifty years ago-and in 

, no small part because of the NBER's contributions. The distribution ques
tion, for example, though it remains quite cogent, has assumed new dimen
sions. No longer is the focus exclusively on the allocation to different wealth 
classes. Increasingly, the issues of concern are how different minority groups, 
regions, and organizations participate in the national wealth and its growth 
overtime. 

In its fifty years of existence the NBER has not concentrated, of course, 
on only two problems. As the years have gone by, the Bureau has under
taken research in many other areas of policy concern. To a considerable 
extent these other interests have focused on what makes the national economy 
grow. Among the questions addressed have been: How do we measure 
productivity? How do we mobilize financial resources for investment in the 
human and physical capital needed to increase productivity? How do we 
organize our industry and market structure so as to provide the proper 
incentives for growth? 

Certain practical lessons about quantitative economic research seem also 
to have been learned over the course of the last half century at the Bureau. 
We have learned, for example, that good quantitative research in economics 
can be expensive, both in terms of time and money. We have also learned 
that, to be done properly, it usually requires some minimum scale, again of 
time and money. As a rough rule of thumb, I would guess that effective 
quantitative research in economics involves projects of at least two or three 
years duration and no fewer than three to four professionals simultaneously. 
But I should immediately confess that these numbers are based more on 
intuition than on any hard empirical research or information! 

Nevertheless, if correct, certain important conclusions about the organiza
tion of good empirical research flow from these observations. Th~ first of 
these, quite simply, is that the basic problem in designing quantit~tive re
search programs in economics is to identify problems as early as possible, 
and ones that are likely to be with us for some time into the future. 

The negative inferences to be drawn from this rule are quite as important, 
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perhaps more so, than the positive ones. The rule obviously suggests, for 
example, that the more transitory policy problems_are probably well avoided 
as topics for serious quantitative research. It would imply, in short, a focus on 
structural problems-on avoiding investigation of the symptomatic as con
trasted with basic causal or behavioral relationships. 

An emphasis on longer-term structural problems has several implications. 
First, in today's context it suggests a concentration on the study of growth 
processes. Second, it implies the need for a fairly broad historical perspective 
underlying the research design. Third, it suggests an emphasis on dynamic 
as contrasted with static models. Fourth, it would argue for less concern 
about equilibrium conditions and more involvement with the processes by 
which we move from one equilibrium to another. Finally, it would point 
toward a very considerable focus on technological change and the processes 
by which that change is achieved. 

All this was very well summarized years ago when it was said, I believe 
by Schumpeter, that "the really important economic problems are typically 
identified with what the economist puts in ceteris paribus." Changes in 
technology, tastes, and income distribution are typical items economists hold 
constant, and they are surely among the least constant of for.ces in our real 
world. 

In designing a good research program in quantitative economics the major 
problem thus becomes that of identifying the substantive issues that will 
concern economic policy makers five years or a decade hence. That must 
be the constant preoccupation. With that in mind, we at the Bureau have 
sought the help of others in making such identifications, and have organized 
the effort into a series of colloquia to commemorate our fiftieth anniversary. 
The details of these colloquia are discussed elsewhere in this report (p. 132). 
Suffice it to say here that we have organized these meetings under six major 
headings, representing research interests of long-standing c'oncern and in
volvement: (1) business cycles and forecasting; (2) public finance and ex
penditures; (3) human capital and its development; (4) financial institutions 
and markets; (5) the processes of economic growth; and (6) industrial or
ganization and the functioning of markets. 

As we begin this systematic survey of our research priorities for the next 
decade, I suspect that we shall find that the future policy problems quite 
naturally fall under three major headings. The first of these will be what we 
might call problems that "constitute more of the same." The second will be 
mutations or adaptations of present interests and problems. The third, and 
by far the most difficult to identify, will be entirely new departures and 
policy interests. 

Thus, I shall hardly be surprised if we conclude that some problems of 
the 70's are nothing other than a continuation of problems already with us. To 
include these in our research interests it is really only necessary to decide 
that they are not likely to be solved quickly. A few examples quickly come 
to mind: understanding urban structure, that is, the ways iniwhich urban 
complexes evolve and change over time in response to economic, political, 
legal, and social conditions; better comprehension of the impact of inflation 
and changes in industrial, demographic, and market composition on the 
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ways in which we save and allocate investable funds; the relationships between 
local, state, and federal public finance as outlined in our last Annual Report 
by Bossons and Shoup; or the problems and questions raised by changes in 
international comparative advantage as suggested by Lary's survey in last 
year's Annual Report. One hardly needs much insight to suspect that all of 
these problems will be of concern for at least one more decade or so! 

Similarly, certain problems of the 70's can be forecast simply because 
they will represent mutations of present problems. For example, economists 
almost surely will try to measure some of the negative aspects or externali
ties of economic activity. Certain environmental effects, such as air and 
water pollution, are perhaps the most obvious subjects for such attention; 
at least the most widely discussed. But there are many others. For example, 
deterioration in performance caused by increased congestion on major public 
transport facilities, such as highways or airports, clearly constitutes another 
area of important negative externalities worthy of investigation. 

In general, the study of negative externalities is a quite natural extension 
of efforts, already under way at the Bureau, to better understand the con
tributions of nonmarket activities in our economy. Thomas Juster discusses 
these problems, the measurement of externalities and nonmarket activities, 
more thoroughly in a special report which immediately follows this one. 

Concern with negative externalities, moreover, may lead us into some 
entirely new departures and research interests. We may be led to substantially 
rework our entire theory of consumer behavior, for example, to reflect new 
information and concepts on the allocation of time, or on the role of expecta
tions in conditioning savings behavior under different regimes of price stabil
ity or instability. Perhaps, too, this new theory"of consumer behavior might 
be more psychological and behavioral and less normative than the conven
tional theory. Furthermore, it might lead us into some radically different 
policy conclusions, perhaps by providing us with an improved capability 
to forecast the effects <:>f tax or other policy changes under inflationary 
expectations; 

I suspect that an interest in negative externalities will also lead us to investi-
gate how we might use the price system in rather new and different ways, 

. particularly to achieve stipulated social objectives in sectors where we have 
not relied extensively on the price system to date. The only alternative to 
better use of the price system to mitigate some problems may well be detailed 
planning beyond the present state of the art or conventional planning capa
bilities. Several possible areas for application of the price system to achieve 
efficiency or other objectives suggest themselves: major airports, urban 
streets and highways, parking facilities, postal services, legal and court 
services, communication services, common carrier freight services, commuter 
and transit services, military manpower recruitment, airline fares, and medi
cal and hospital services. One can see by scanning the staff progress reports 
later in this Annual Report that many of these problems are already of con
cern to economists. Incidentally, only by better understanding the prIce sys
tem, its applicability and its limits, will we be able to estimate many of the 
benefits of various public and private programs aimed at correcting environ
mental and similar problems. And, only by the application of the price system 
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will we be able in many cases to keep the costs of corrective action for such 
problems within reasonable bounds. After all, only in that way will we be able 
to identify the relevant margins of costs and benefits to be equated in an 
efficient solution. 

This very brief list of new research possibilities is of course not exhaustive. 
I am sure that our fiftieth anniversary colloquia will uncover many sugges
tions and possibilities totally unrelated to those mentioned. Furthermore, 
I am sure that as a result of our deliberations we shall be able to define our 
research interests and objectives far more precisely than now. In essence, this 
list represents nothing more than a very simple and exceedingly brief sum
mary of where we stand in our staff evaluations at this point in time. 

Defining research priorities also involves, of course, more than simply 
recognizing or forecasting future areas of policy concern. There are also 
important problems of "research logistics," that is, of providing supporting 
data and methods to do the research. Indeed, one might suspect that an orga
nization like the Bureau has at least as much of a role to play in meeting these 
needs as in the research itself. 

I advanced some speCUlations in last year's Annual Report as to what some 
of these new methodological developments might be. One particular aspect 
of these developments that warrants special emphasis is the role of the com
puter and the technological revolution it is creating in economic research. 
As suggested earlier, there are reasons for believing that the emphasis in eco
nomics will increasingly be on complex dynamic models, often of a continu
ous disequilibrium character. The only feasible way now known for handling 
such efforts is through computer simulation. With the computer one can 
embody in the model nonlinearities, interdependencies, and other complica
tions that defy simple mathematical representation. Mathematical modeling 
may also undergo a revolution in language as a result of the computer, with 
macrocomputer languages replacing the calculus and algebra as the major 
mode of expression. 

With complex computer models, complex data bases will also be needed. 
During the next ten years the multivariate cross section will probably be the 
basic data source for most empirical research in economics. These cross sec
tions, moreover, will increasingly be augmented by special surveys and 
censuses. The emphasis on cross-sectional microdata follows almost auto
matically once it is observed that these samples must contain as much infor
mation as the aggregates created from them. The major reason for relying 
exclusively on the aggregates in the past has simply been that we did not have 
the capabilitity to handle the bookkeeping or data reduction problems posed 
by these large cross-section samples. And, of course, there are important 
privacy or secrecy problems that should keep us from using totally disaggre
gated and identifiable data on individual businesses, households, or estab
lishments. The computer, properly used, provides a sensible way of meeting 
some of these problems; that is, of doing the data reduction ahd the book
keeping while still maintaining the privacy and guarding the identity of indi
vidual sources. 

As suggested in last year's Annual Report, and as many of the individual 
staff progress reports within this report indicate, new statistical techniques 
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may also be required when employing these new data bases. In general, I sus
pect that these new data will increasingly move us beyond the traditional 
econometric preoccupation with regression analysis, and will involve econo
mists increasingly in other multivariate analytic techniques. 

This new emphasis on microdata does not mean, however, that economists 
will lose all interest in the economic aggregates. These will continue to be of 
prime importance in setting and evaluating much of fiscal and monetary 
policy. Even here, though, particularly in the analysis of aggregate time 
series, there is considerable room for improvement. Specifically, we in the 
profession need better ways of disseminating our macromodels, so as to 
facilitate their replication and further development. We also need faster, more 
accurate, and less expensive ways of maintaining widely used time series 
data on aggregate economic performance. 

Toward meeting these various needs, the Bureau has now established its 
third "Conference Series," a collaborative effort with other institutions and 
individuals. The initial objective of this new undertaking is to improve the 
dissemination of computer software and "machine-readable data" to those 
doing quantitative research in economics. We have also continued to explore 
the possihility of establishing an experimental "computer utility" for eco
nomic and related research, an innovation which could do much to meet the 
identifiable needs for better aggregate data and time series analyses. 

We have also given considerable thought during the past year to realizing 
Wesley Clair Mitchell's ambition, expressed in the Fifteenth Annual Report, 
that the Bureau become truly national in reality as well as in name. As a 
step toward that goal, we hope to establish within the next several months 
or so a West Coast branch of the Bureau, on land leased gratis to us by 
Stanford University. The proposed site would be just off the Stanford Campus 
and directly adjacent to the Center for Behavioral Studies. The major remain
ing obstacle to the creation of this establishment is to assemble the financial 
resources needed to construct and furnish the building that will house the 
forty or so researchers and aides planned for the facility. Toward that goal, 
the Bureau has already received a commitment of approximately $250,000 
from an anonymous donor; however approximately $200,000 to $250,000 
more is needed before the undertaking can be formally launched. If this 
experiment with a detached branch facility proves successful, it could be a 
prototype for similar experiments elsewhere, if and as resources permitted. 

In sum, the problems and techniques of economic research, even its physi
cal locale, have been and are undergoing change. We at the Bureau should 
respond to these changes as they emerge. I am sure that we can and will. In 
that way, but only in that way, can we have as productive a second fifty years 
as we have had in our first fifty. 
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ON THE MEASUREMENT OF ECONOMIC 
AND SOCIAL PERFORMANCE 

F. Thomas Juster 

Introduction 
Although most economic concepts remain a mystery to the majority of 

even well-informed laymen, the "Gross National Product" has become part 
of our everyday vocabulary. The widespread use of this concept, both at pro
fessional and popular levels, attests to the fact that GNP is generally thought 
to be a simple, unambiguous, and comprehensive measure of economic per
formance. But what has always been recognized by professionals is now 
beginning to be recognized by others: that the GNP is neither simple, nor 
unambiguous, nor comprehensive; and that it is not necessarily a good mea
sure of economic performance. 

The National Bureau, and, in particular, Simon Kuznets, played a major 
role in developing a conceptual and empirical framework for the measure
ment of national income and output. The structure of the U.S. National 
Income Accounts was largely the creation of Milton Gilbert and his colleagues 
at the U.S. Department of Commerce, while the present system of accounts 
in the U.S. has been greatly influenced by George Jaszi. Kuznets' work 
tended to focus more on the normative aspects (what should be included in 
real national output and has total output grown or declined?), while Gilbert, 
J aszi, and their colleagues have tended to focus more on the behavioral 
aspects (what economic activities have firms, households, and governments 
actually engaged in).1 

Many of the conceptual problems raised in the course of developing the 

1 The concept and measurement of aggregate income and output are discussed in 
several National Bureau publications. In particular, see Simon Kuznets, National 
Income and Its Composition, 1919-1938, 1941, Yols. I and II. Also, Kuznets, National 
Product in Wartime, 1945. 

The structure of the U.S. accounts in their formative stage is discussed in'Yolume 10 
of Studies in Income and Wealth, 1947. The framework underlying the U.S. National 
Income Accounts system is discussed in Jaszi's "The Conceptual Basis of the Accounts: 
A Re-examination" in A Critique of the United States Income and Product Accounts, 
Yol. 22 of Studies in Income and Wealth, 1958. 
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u.s. system of National Income Accounts (let us call them simply the "ac
counts") were never satisfactorily resolved but simply ceased to be discussed, 
and the conventions adopted by the Department of Commerce gradually 
came to be accepted by both producers and users of the data. But the early 
problems still remain, others that were not well understood then are better 
understood now, and still others that have always been widely recognized 
have become more important in a quantitative sense. 

Our present system of accounts represents the application of two principal 
criteria to the measurement of economic activity: first, that output is best 
defined to include only goods and services bought and sold in the market; 
second, that a few selected nonmarket activities should be included in output 
because they are analytically indistinguishable from closely related market 
activities. The latter criterion is designed to prevent shifts of functionally iden
tical activities from the market to the nonmarket sector, or vice versa, from 
changing measured ouput.2 In short, the existing income and product ac
counts focus on the measurement of economic activity in the market, supple
mented by imputed measurements for a few nonmarket activities with a close 
correspondence to market activities. 

Sources of Dissatisfaction with GNP Accounts 
National income statisticians have always expressed dissatisfaction with 

various aspects of the present system of accounts, but their discontent has not 
resulted in much change in practice-possibly because no one thought that 
the results would really look very different if the accounts were adjusted to 
reflect various suggested changes, and partly because many of the suggestions 
could not easily be implemented empirically. Both of these arguments have 
become less compelling in recent years, and there have been a number of 
studies aimed at providing the empirical groundwork for a restructured set of 
accounts that incorporate conceptual changes which many have long thought 
to be desirable.3 

The current disaffection pertains to a number of specific areas: (1) the 
treatment of nonmarket activities; (2) the way in which output is classified 
between consumption and investment; (3) the widespread use of input costs 

2 To illustrate, homeowners do not actually pay rent to themselves for housing serv
ices, while renters buy housing services in the market. Thus the market criterion would 
count the services of rental housing as output, but not the services of owner-occupied 
housing. But such a treatment is so clearly incongruous that the builders of the accounts 
long ago decided in favor of imputing a value for the services of owner-occupied hous
ing, using the rental price of equivalent housing to measure the flow of services. Over 
the years a substantial array of similarly motivated imputations have been included in 
the accounts as part of measured output. Imputations are made for the value of food 
consumed on farms, for the value of checking account services rendered by banks, etc. 

• The recent study by Richard and Nancy Ruggles (The Design of Economic Accounts) 
suggests a number of alterations in the conceptual framework of the accounts, and pro
vides some empirical estimates. Both John Kendrick and Robert Eisner hive been 
directing NBER research projects designed to provide empirical estimates of economic 
activities that are presently excluded from the accounts. These range from the imputed 
cost of students' time and the value of free consumpion provided by business firms to 
employees, to the impact of capital gains on both aggregate income and income 
distribution. 
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to measure the amount of output; and (4) the adequacy of the accounts as a 
measure of social and economic welfare. In technical terms, these can be 
thought of as problems relating to the measurement of output in current 
prices (the first and to some extent the second), problems relating to the 
deflation of current price output (the third and in part the fourth), and prob
lems relating to the analytical functions to be served by the accounts (the 
second and fourth). 

For nonmarket activities, the problems cover income-producing activities 
that are omitted from the accounts as well as excluded activities that produce 
negative benefits. Use of the market criterion for defining output means 
that a secular shift in activity from the market to the nonmarket sector, 
or vice versa, will tend to produce a growth rate for measured output that is 
either too high or too low. For example, if an increasing fraction of house
wives enter the labor force, the growth of measured output will tend to be 
biased upward because paid jobs constitute output but housewives' activities 
do not. If young people tend to stay longer in school and thus do not enter 
the labor force until they are older, and if, as a result, "student hours" grow 
more rapidly than labor force hours, the growth rate of measured output 
wiIl contain a downward bias because student "work" is not considered to 
be output. And an increase in environmental deterioration over time would 
not show up as a decline in real output because the flow of benefits from 
the environment is not counted as output to begin with.4 

The second area (the distribution of output between consumption and 
investment) has long been a source of concern to national income statisticians. 
The accounts do not even claim to measure total investment, since they count 
as investment only additions to the stocks of business capital assets and resi
dential housing. All other output is either intermediate product (coal into 
steel) or consumption. Yet households possess a very large stock of durable 
goods (in addition to housing) which yield future services and thus constitute 
capital assets; governments possess an increasingly large stock of capital 
assets in the form of schools, highways, etc.; business firms accumulate assets 
in the form of knowledge acquired through research and development, an 
activity which has grown substantially in the postwar period and, if included, 
would now constitute an appreciable fraction of total business capital outlays; 
and investment in humans (schooling, to take the obvious case) is not only 
a rapidly growing form of capital outlay but one that probably represents the 
largest single component of total investment in the economy. Yet we continue 
to use a system of accounts that fails to recognize these forms of capital 
accumulation as investments. 5 

• Programs designed to reduce environmental deterioration-investment in pollution 
control, for example-are quite apt to show up as increased real output, as indeed they 
should if the benefits from the program exceed the costs. However, the level of output 
would still be overstated relative to the level in past years when there was;no need for 
pollution control because there was less pollution. ' 

5 Some rough estimates of investment in knowledge, human capital, household dura
bles, and public durables are contained in F. T. Juster, Household Capital Formation 
and Financing, 1897-1962, 1966. John Kendrick is currently engaged in an NBER study 
designed to provide comprehensive estimates of investment in the United States along 
the lines discussed above. 

10 



I 

\ 
I 

! 
! 
I 
) 
I 
§ 
I 

i 
I -

The third source of concern has more to do with deficiencies in the mea
surement of real output, given the present scope and structure of the accounts, 
than with concept or coverage. In significant areas of economic activity, what 
the accounts record as output is measured entirely by inputs or costs. For 
products like automobiles, steel, clothing, etc., the accounts measure the 
value of output directly using expenditures and an index of output prices. But 
for most publicly provided services, for the production of services like health 
and education, and for the production of goods and services where changes 
in the quality of output are important but difficult to estimate, output mea
sures do not exist: instead, the quantity of inputs is used to measure the 
quantity of output. 6 

To illustrate: Most services rendered by governments are conventionally 
valued by the salaries paid to public employees plus the cost of any comple
mentary inputs purchased in the market. Thus, the "output" of police services 
is measured by salaries paid to members of the police department, the cost of 
police cars, etc., not by the social and economic value of crimes prevented or 
violators apprehended; the value of education, whether public or private, is 
measured as the cost of teachers' salaries, teaching equipment purchased in 
the market, the cost of school buildings, etc., not by the value imputable to 
the gain in pupil knowledge; and the value of health services is measured 
by the cost of doctors' fees and drugs, not by the reduction in mortality 
rates, the reduction in time lost on account of illness, etc. 

Although this class of problems is endemic in the service industries, it is 
by no means absent in the traditional goods industries. During wartime, for 
example, we usually measure the value of munitions output by adding up the 
cost of the inputs required to produce them: the reason is our inability to 
design a meaningful and independent measure of output prices. And in any 
product category where technological change is important and where the 
product has a multidimensional utility to users, the same difficulty tends to 
arise although in a somewhat disguised form. For example, measures of 
clothing output will be unaffected by changes in either durability or mainte
nance costs associated with changes in the mix of material inputs, unless the 
change adds to production costs. To the national income accountant, in effect, 
"a suit is a suit is a suit" -unless it costs more (or less) to make. 

Finally, it has become apparent even to nonprofessionals that GNP is not 
an adequate measure of social or economic welfare. This will come as no 
surprise to the national income statistician: the accounts were quite -con
sciously not designed to measure welfare. But most people, including econo
mists, have always supposed that GNP and welfare were, in fact, closely 
enough related so that changes in the one could be identified by looking at 

6 The basic problem here is largely one of constructing an appropriate deflator for 
converting current-price output into real or constant-price output. For measuring 
current-price output, it makes no difference whether we use input costs or output values 
since the two must be identical. But for constant-price measures, it is clearly undesirable 
to infer changes in output from changes in input costs unless productivity change can be 
measured independently. In practice, moreover, even the current-price measures are 
apt to be distorted in the public sector, since not all the inputs are likely to be counted. 
In particular, because capital accounting in the public sector is notoriously poor and 
usually nonexistent, capital costs are likely to be understated. 
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changes in the other. It is increasingly clear that such an assumption is 
unwarranted. 

Just to cite a few of the more dramatic specifics that cause GNP and wel
fare measures to diverge, virtually any type of disaster-personal or national
will cause the GNP to rise rather than fall. If a man's wife is killed in an auto
mobile accident and he is thus forced to hire a housekeeper to care for his 
children, the GNP will rise because housekeepers' services are counted and 
housewives' services are not-and the stock of human capital is not re
duced because it was not counted to begin with. A tornado that sweeps 
through Texas and destroys millions of dollars worth of capital assets will 
almost certainly cause the GNP to rise: workers must be hired to clean up the 
debris and rebuild the destroyed assets, and at least some of these resources 
would have preferred leisure (which is not measured) to market activity 
(which is). Moreover, the capital loss involved in destruction of property 
and lives does not explicitly enter the accounts at all, and is unlikely to have 
much if any influence even in subsequent years. Finally, social catastrophes 
like wars will often cause GNP to rise,7 partly because work is substituted for 
leisure and partly because we have no way of measuring the loss in efficiency 
that usually results from shifting economic resources from peacetime to war
time uses. 

Other manifestations of the GNP-welfare distortion are the treatment of 
time allocation, of "free" goods and services, and of by-products that yield 
negative benefits. Moreover, an aggregate measure like GNP cannot register 
the fact that welfare does not depend solely on aggregate performance but is 
sensitive to the way in which at least some of the aggregates are distributed 
among the population. 

For time allocation, the problem is simply that only time spent at paid 
activity is counted as part of output. Hence, an increase in leisure or in time 
spent at unpaid (nonmarket) activities will not cause any direct increase in 
GNP, while time taken from leisure to sit in traffic jams or to wait for the 
appearance of the local commuter train will not make the GNP any less. 
Similarly, outputs that are "free goods," and therefore do not have to be 
produced in the market, are ignored in GNP despite the fact that these prod
ucts are apt to have precise counterparts which are included in GNP in other 
economies precisely because they are not free and must be produced. For 
example, residents of the Virgin Islands need neither heating nor cooling 
equipment, since their fortunate location provides an unlimited supply of 
70° weather for which Americans pay substantial sums every year; their re
quirements for clothing and shelter are reduced for the same reason. But this 
natural bounty is wholly ignored by the GNP statistician. 

The problem of negative by-products has been discussed above: the basic 
difficulty is that no accounting is made for the decline in utility resulting from 
the unwanted side effects of economic activity-rivers that cannot be used for 
recreation, parks that are cluttered with disposable bottles, etc. 8 

7 A really destructive event like a major earthquake or a war that devastates large 
parts of the country will probably show up as a decline even in measured real output. 

8 In the literature, the classic case of unwanted side effects was the rise in the costs of 
maintaining the exterior of a house because of soot emanating from neighboring factory 
smokestacks. 
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Finally, a perhaps inescapable shortcoming of the GNP accounts from 
a welfare viewpoint is the fact that they focus entirely on aggregates and pay 
no attention to the distribution of these aggregates. An economic system 
which generates conspicuously high incomes for some classes of its citizens 
and much lower incomes for other classes is unlikely to be as viable as one 
which provides a more even distribution of rewards. A system in which the 
distribution of the tax burden is widely regarded as unfair and inequitable is 
unlikely to have the same prospects for future performance as one in which 
the same burden is distributed with fewer perceived inequities. And a system 
in which the same total population is heavily concentrated in a small number 
of geographic areas is likely to generate a substantially higher level of nega
tive social and economic by-products than one in which population is more 
widely dispersed.9 These aspects of welfare are in principle much more diffi
cult to quantify than many of the others discussed above, although it is con
ceptually feasible to quantify the costs of removing many of the outward 
manifestations of distributional distortions. 

Framework of the Present Accounts 
In examining the problem of social and economic measurement, it is useful 

to recall the origins of our present system of national accounts. This system 
was shaped and developed during the 1930's and 1940's when the most obvi
ous forces affecting the level and movement of economic activity were initially 
cyclical, subsequently national defense. During major cyclical swings in the 
level of economic activity, focusing on market output produced a measure 
whose welfare implications were probably very similar to those that would 
have resulted from focusing on a much broader range of activities. And during 
a major war, the emphasis was naturally on productive capacity for military 
output, for which a measure like GNP is reasonably well suited. Hence, given 
the catastrophic decline in market activity during the Great Depression and 
the subsequent recovery with the eruption of World War II, many of the con
ceptual problems that had been extensively discussed during the formative 
period of the income accounts gradually came to be regarded as of little 
practical or analytical significance, and the accounts came to be largely a 
reflection of "activity" regardless of the purposes to which the activity was 
devoted. 

Thus the present national income and product accounts of the U.S. are 
basically designed to measure cyclical changes in total activity. In such a 
framework, the focus is on flow of inputs and outputs; stocks of assets are 
important only insofar as they cause cyclical movements in the related flows. 1o 

• This statement is not inconsistent with the observation that population shifts have 
historically been from sparsely populated rural areas towards densely populated urban 
areas, rather than the reverse: The balance of gains and losses can be positive even if 
the losses are substantial. 

10 The investment part of the accounts consists only of business plant and equipment 
and residential housing, which, during the 1930's, were the major sources of cyclical 
variability in investment activity. The relative unimportance of the assets themselves in 
the structure of the accounts, as distinct from the investment flows which add to assets, 
is underscored by the almost exclusive reliance in current usage on gross national product 
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Similar reasons explain the preoccupation of the present accounts with that 
portion of time allocated to market activities: If cyclical variability is the 
major concern, the critical labor-time variables are the amount of market 
employment and unemployment, not the amount of time that people choose 
to allocate to nonmarket activities, leisure, etc. Hence, the allocation of 
labor time has always been treated as a simple flow of inputs yielding market 
income, with no attention paid to the fact that time allocated to the market is 
only one of many possible uses. 

Given this background, it was natural for the emphasis to be on a system 
of accounts designed to trace variations in output, employment, and produc
tivity in the market sector, where performance during the 1930's had been so 
unsatisfactory. Moreover, it was entirely reasonable during this period to 
equate changes in output thus measured with changes in economic and social 
welfare, since changes in the one dominated changes in the other. But during 
the past few decades, the combination of sharply reduced cyclical movements 
in market output and the changing importance of nonmarket activities have 
made market output an increasingly poor measure of economic and social 
well being. 11 

An Alternative Framework 
In general terms, economic and social output can be thought of as a flow 

of satisfactions or utilities generated by combining the services of various 
types of capital assets. A wide variety of such assets exist in the system, 
and these assets produce a number of different kinds of utilities. The assets 
themselves can be classified into five broad categories: (1) tangible capital 
assets (equipment and structures); (2) intangible capital assets (knowledge); 
(3) human capital assets (skills and talents); (4) physical environmental 
assets; (5) sociopolitical environmental assets. 

Tangible capital assets comprise business assets, consumer assets divided 
into housing and durables, and government assets.12 Intangible assets result 

rather than net national product: the difference between GNP and NNP is, of course, 
simply the amount of capital stock estimated to be used up in the process of producing 
current output. Yet one rarely hears any mention of NNP (or its cousin, national 
income). One important reason is that most economists use the accounts to measure 
cyclical changes, and the capital consumption component of gross investment has little 
or no cyclical content. 

11 It is important to keep in mind that analysis of cyclical variability in output is still, 
and will presumably continue to be, a major use of any system of national accounts. 
Hence the emphasis should be on extension and refinement of the existing accounts to 
make them more useful for the analysis of trends in social and economic welfare, while 
at the same time insuring that a market subsector is retained to facilitate cyclical 
analysis. 

In point of fact, a greatly expanded set of accounts with a "market activity" subsector 
might well be more useful for cyclical analysis than the present system. It is liard to 
believe that the quantitatively important collection of imputations now included in the 
accounts (e.g., housing services) adds anything to their usefulness for analysis of cyclical 
behavior. , 

12 As noted above, only business tangible assets and housing are treated as capital 
assets in the present system of accounts. At some stages of economic development, defin
ing capital assets in this way might have been appropriate and useful. But in a world. 
where business firms spend upwards of $20 billion a year on research and development 
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from the application of human capital and other resources to research and 
development problems. This process results in the production of socially 
useful knowledge, a type of asset that is analytically distinct from the skills 
and talents of the people who produced that knowledge. Human skills and 
talents represent both innate ability and training, the latter ranging all the 
way from parental time spent with children through formal schooling and on 
to work experience designed to aid future productivity. Physical environ
mental assets can be thought of as comprising natural resources as tradi
tionally viewed: mineral and agricultural wealth; other natural assets like 
temperature, precipitation, water, and air; and partly man-made assets 
like forest preserves and parks. The assets comprising the physical environ
ment and the sociopolitical environment overlap to some degree. While 
welfare-producing assets like the amount and distribution of water resources 
and the quality of the atmosphere clearly belong in the physical environment 
category, environmental assets like population density are partly physical 
and partly social. The major assets in the sociopolitical category are difficult 
to define precisely, but are meant to cover such concepts as equity, security, 
freedom, social and economic mobility, privacy, and so forth. 

Specifying a structure of economic and social accounts in which outputs 
(benefits) are derived from these assets seems both useful and possible, at 
least in principle. Empirical implementation is another matter; while clearly 
feasible in some cases, it is not possible at present for others and may not 
be realizable at all for some. Nonetheless, the exercise seems worthwhile, 
since the purpose of a system of accounts is to provide a conceptual frame
work for all meaningful and measurable aspects of social and economic 
performance. 

Net economic and social output can be defined as the sum of direct con
sumption benefits yielded by this collection of assets, plus or minus net 
changes in the assets themselves. For most goods and services that pass 
through the marketplace, the suggested set of accounts would differ little 
if at all from the present accounts: net output would still consist of the flow 
of consumption goods and services plus net changes in the stock of capital 
assets used to produce the outpUt. 13 However, there would be major differ-

(which clearly adds to the stock of useful knowledge and hence to future output); 
where the single most important capital asset in the economy is not business capital 
equipment but the stock of human skills and talents; where consumer and government 
capital assets in the form of roads, dams, automobiles, furniture, appliances, etc., are 
much larger than business-owned capital assets (the only difference being that con
sumers and governments use capital assets to produce services that are not bought and 
sold in the market); and where our natural resource and environmental assets are, in 
the view of many, being depleted and despoiled at a rapidly expanding rate; it seems 
just as incongruous now to exclude these facets of economic and social activity from 
being reflected in the national accounts as it must have seemed forty years ago to exclude 
residential housing. 

"To produce market output, business firms combine the services of capital assets 
with material and labor inputs to produce goods and services which yield, directly or 
indirectly, a flow of utilities to consumers. In measuring results or performance, ;GNP 
represents the total value of all goods and services produced, depreciation represents 
the amount of capital equipment used up in producing these goods and services, and 
net national product is the total value of output less depreciation. The measurement of 
net output recognizes the fact that capital assets may be used up in producing a current 
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ences. First, a much wider range of outputs would be recognized as con
tributing to economic and social welfare, including some that are free for 
some countries or regions while only obtainable through the use of scarce 
resources for others. Second, changes in stocks for a much wider range of 
assets would be explicitly taken into account, with a resulting tendency to 
increase or reduce measured net output depending on whether assets were 
being augmented or reduced as a consequence of activity in the system. For 
example, deterioration of the physical environment because of various types 
of pollution-air, water, noise, waste-means that the flow of benefits from 
this asset has been reduced. Thus, where the process of economic growth 
deteriorates the physical environment, an augmented set of accounts would 
register the usual increases in net output resulting from growth in the market 
sector, but they would also record an offset consisting of the degree to which 
physical environmental assets had been depreciated, with a consequent re
duction in the flow of future benefits.H 

A Preliminary Look at Concepts 
Empirical implementation of this suggested structure for economic and 

social accounts cannot be seriously explored here, but a few of the more 
far-reaching conceptual changes are worth examining in more detail. Before 
proceeding, it would be well to recognize the basic value structure ordinarily 
embedded in economic accounts. The implicit assumption underlying almost 
all measures of aggregate monetary output is that goods and services are 
worth their value "at the margin" as determined by the least anxious buyer
not, for example, what they are worth to the average buyer nor what buyers 
would pay if required. It is also assumed that marginal value is equal to 
marginal cost as measured by resource inputs. Thus, automobiles are valued 
at prices like $3,000 per unit and cans of tomato juice at prices like 30¢ per 
unit, reflecting an assumption that "at the margin" one automobile could be 
turned into 10,000 cans of tomato juice in terms of resources required to 
produce them and in terms of utility to consumers. 

Time Allocation in the National Accounts 

The valuation of costs and returns implicit in the accounts suggests that 
the total return to an extra hour of leisure time must, at the margin, be equal 
to the return from an extra hour ·of work, provided that consumers have a 

flow of goods and services, with a consequent reduction in the capacity to produce 
future goods and services. If some of the goods produced are themselves capital assets, 
and if their value exceeds the wearing out of existing assets so that future production 
of goods and services is enhanced, net output will consist of consumption goods and 
services plus additions to the stock of assets. 

" Alternatively, the community might choose to halt or reduce further deterioration, 
or to reduce accumulated deterioration, by diverting scarce resources to tbat end. In 
that case, the flow of benefits from the physical environment would either not be 
reduced as much as otherwise because environmental assets are more fully maintained 
or, if the level of accumulated deterioration were actually reduced, environmental 
assets and the consequent flow of future benefits would be increased because net 
environmental investment would have taken place. 

16 



continuous range of choice about the division of time between work and 
leisure. Time spent at earning income in the market yields an indirect flow 
of utilities in the form of purchased goods and services, while time spent at 
all other activities yields a direct flow of either present or future utilities that 
should be valued at the market wage rate. The same valuation would pre
sumably apply to time spent in activities designed to maintain human capital 
(sleeping, eating, etc.), to activities that involve net investment in human 
capital (studying to increase one's future productivity, or spending time in 
training one's children so as to increase theirs), or to activities that involve 
direct consumption benefits (going to a baseball game or to the opera).15 

In principle, we would want to count as output all of the services yielded 
by the application of human skills to welfare-producing activities. The total 
returns would constitute gross output, while net output would be the total 
less the amount of activity required to maintain the stock of human capital. 
Gross output could include either positive or negative net investment, de
pending on the extent to which activities added to the stock of skills through 
additional training or reduced skills because they failed to offset obsolescence 
and depreciation. At present, the accounts essentially specify that only the 
application of human skills to activities that result in money earnings are to 
be counted as output, and no adjustment is made for either positive or nega
tive net investment in the stock of human capital. Hence, students, house
wives, hospital volunteers, unpaid members of civic or social agencies, vaca
tioners, and Wednesday afternoon golfers are all presumed to be engaged in 
nonproductive activity. 

The possibilities for anomalies are boundless: we can get some insight into 
the appropriate treatment by noting some of the characteristics of the existing 
treatment which are clearly unsatisfactory. For example, according to the 
present system, output is increased if a woman stops putting in ten hours a 
week at a remedial reading clinic for ghetto youngsters and begins to work ten 
hours a week as a dental technician; output will be increased if a clinical 
health program manned by volunteers becomes funded through a government 
grant and the volunteers thus receive pay; output is increased if a man who 
ordinarily takes off one afternoon a week to relax is coerced into earning 
income during that afternoon; output is reduced if, to cite the traditional 
case, a man marries his housekeeper; and so on. 

15 Two points should be noted. First, it is not at all clear that the market wage rate 
is the appropriate measure of productivity in all (any?) nonmarket activities. If people 
allocate time rationally, however, there is much to be said for adopting that convention 
as a first approximation. 

Second, it is interesting to speculate about the policy implications of the investment 
in human capital that takes the form of parental training of children. The total amount 
of this type of investment might well be appreciable compared with the investment in 
human capital that takes the form of regular schooling. If market wage rates measure 
the value of parental time inputs, there would necessarily be marked differentials in 
the amount of such investment by parents in different socioeconomic groups, given 
equal time inputs. Hence, there would be large differences in the estimated quantities of 
"capital" with which youngsters begin formal schooling, since they would have been 
exposed to a large amount of parental "investment" valued at markedly different 
imputed wage rates. The differential would be even wider if the amount of parental time 
invested in children were positively correlated with wage rates, as may well be the case. 
In short, compensatory education might have a very large differential to overcome, 
perhaps of the order of several years worth of investment in formal schooling. 
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Another aspect of the current treatment concerns the handling of deprecia
tion and depletion of human skills. An implicit allowance for these factors 
enters the present accounts because all nonmarket allocations of time are 
ignored, including blocks of time used for the maintenance of human capital
time spent in sleeping and eating, as suggested above. While these types of 
activities could be considered as gross output, they are clearly not net output. 
But consider what would happen if a pill were invented that revitalized and 
restored the human body and mind in the same way that sleep does but with
out a time cost of seven or eight hours per day. Under the present system of 
accounts, this gain of 50 per cent in available time would not increase output 
except to the extent that the time was used to earn money income in the 
market. Otherwise, the present accounts would say that nothing has changed. 

Finally, what of involuntary idleness? In some respects, the present con
vention of valuing only time spent at market employment is perfectly ade
quate: if someone is employed only part-time who would prefer to work full
time, or if someone is wholly unemployed, conventionally measured output 
is lower than it would otherwise be. Since time allocation is clearly SUboptimal 
when unemployment exists, a welfare-oriented measure should indicate a 
decline in output. The appropriate treatment, in principle, would put a low 
or zero value on time spent in being involuntarily underemployed, given the 

. market wage rate: being involuntarily idle is obviously different in a welfare 
context from choosing not to work on Saturday or on Wednesday afternoon 
(for pay) and to do something else instead.16 

However, even the present conventions do not take full account of the effect 
on human capital of long periods of involuntary idleness. Surely one of the 
major costs of the depression of the 1930's was the erosion of human skills 
and talent due to prolonged and involuntary inability to use those talents in 
income-earning jobs. If human capital were recognized by the income ac
counts, prolonged and involuntary idleness that resulted in an acceleration 
of depreciation would reduce output to an even greater extent than the loss of 
currently produced goods and services, because of its effect on the stock of 
human capital and, in turn, on future output. 

Physical and Sociopolitical Environmental Assets 

One of the oldest questions troubling income theorists concerns the proper 
treatment of activities, mainly but not entirely governmental, designed pri
marily to prevent a reduction in social or economic welfare, e.g., the use of 
resources for national defense purposes. During the Second World War the 
United States devoted close to half of its total resources to military purposes: 
Should this have been considered net output in a welfare sense or a cost of 
maintaining the social environment? One suggested solution was that govern
ment-provided goods and services should be counted as net output to the 
extent that they were paid for by taxes, on the theory that willing~ess to pay 

'6 Implementation of the "ful! output" notion thus requires much better information 
than we now have on the extent of involuntary idleness, defined to mean the difference 
between the amount of time people would prefer to work in the market, given the wage 
rate, and the amount they actual!y work. 
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taxes indicated a willingness to pay the price (foregone private goods and 
services) of these services. Hence, in the military output case, the community 
must place at least as much value on maintenance of the social environment 
as on the private consumption that could otherwise have been obtained. 
While this criterion correctly indicates that the community is better off using 
resources for national defense than not doing so, it does not register the 
simple fact that a deterioration of the sociopolitical environment will impose 
costs and thereby reduce welfare. This is to say, using resources for national 
defense may impose a lower welfare penalty than not doing so, but some wel
fare penalty cannot be avoided. 

In principle, it is thus hard to see the objection to a criterion which says 
that the costs of maintaining a "given" social and political environment con
stitutes gross but not net output. A country which needs, or thinks it needs, 
to spend a quarter of its resources to maintain a military establishment for 
defense against actual or potential enemies is less well off than one which 
needs to spend only one-tenth or one-twentieth of its resources in this way, 
other things being equal. And a shift in the political stability of the world 
community which results in the need, real or imagined, for all nations to 
expand military expenditures from 10 to 20 per cent of total output has clearly 
diminished the social and economic well-being of the entire community,17 

It is not of course only military outlays that fit this category. A community 
or world that needs to spend more resources on policemen, firemen, burglar 
alarms, safety locks, night watchmen, etc. is clearly worse off than a com
munity or world in which these outlays can be kept to a minimum. No one 
buys police or fire protection, or hires night watchmen, because these services 

17 There is an interesting difference between the case in which real or imagined needs 
for defense cause a country to use x per cent of its resources for military purposes, and 
the case in which deterioration of the physical environment causes the country to use 
the same x per cent of resources to control pollution. In the latter case, there is a strong 
presumption that deterioration of the environment is a direct consequence of the normal 
functioning and growth of the economy: if so, the accounts clearly overstate the flow 
of benefits from economic growth unless they include an allowance for the negative 
by-products of growth. 

In the former case, however, it is far from clear that deterioration of the socio
political environment, as manifested by the need to maintain a large defense establish
ment, is a direct consequence of the functioning and growth of the economic and social 
system. One could conceive of circumstances in which that might be the lase; e.g., an 
aggressor nation that builds up its military strength in order to conquer other countries 
and thence derive future economic benefits. But in general the causality is unclear. 

If the size of a defense establishment is basically unrelated to the functioning of the 
system but is simply an exogenous event, should one "penalize" the system by register
ing defense outlays as costs of maintaining the sociopolitical environment? If the objec
tive is to measure social and economic welfare, it seems that the answer should be yes: 
resources used for defense cannot be used elsewhere, and I cannot see that it matters 
for purposes of measurement whether defense needs are a cause of one's own actions, 
are real but exogenous to one's actions, or are wholly imaginary. It does, however, make 
a great deal of difference jor purposes of policy decisions whether or not the system has 
caused its own defense needs. If this is the case, there is a large hidden cost to a change 
in social policy that increases the optimum size of the defense establishment, just as 
there is a large hidden cost to a growth policy that produces deterioration in the physical 
environment as an inevitable concomitant of growth. 

If defense needs are unrelated to economic and social policy, however, the appro
priate analogy is to phenomena like earthquakes, floods, and other natural disasters: 
welfare is willy-nilly reduced, and there is nothing that can be done about it. But the 
reduction is real and needs to be registered in the accounts. 
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are desired per se: if there were no crime or fires, and no risk of either, there 
would be no expenditure on crime or fire prevention and everyone would be 
better off. IS 

It is interesting to contrast these preventive or environmental maintenance 
activities with those that involve the production of "positive" benefits. The 
two can be distinguished by asking whether society will always receive addi
tional benefits from devoting additional resources to the activity. In the case 
of preventive activities, the answer is no: once resources are sufficient to 
reduce the level and risk of damage to zero (i.e., once we have hired enough 
policemen) no benefit accrues from hiring more. But this would not be true 
of resources devoted to producing houses or operas or baseball games: there 
is no natural limit to the amount of resources that will yield additional bene
fits in the aggregate for these activities, although there is of course a zero 
marginal utility point for any specific product and individual. 

This analysis has quantitatively important implications for the measure
ment of net output. Not only do we in the United States spend a large fraction 
of total output on national defense and related activities, but it appears we 
have also been spending a growing proportion of output on public and private 
preventive activities of various sorts-policemen, firemen, private guards, 
weapons, safety locks, etc. 

The analytically appropriate treatment is to view the social and political 
environment as an asset which yields direct consumption benefits in and of 
itself and also permits other productive activities to be carried on without 
interference. Like any asset, the social and political environment can deterio
rate or depreciate, and it may do so for reasons having no causal association 
with activities designed to increase material well-being. Expenditures required 
to "maintain the asset intact" would thus constitute gross but not net output 
of the system. In the case discussed above, wars, crimes, and fires are some 
specific manifestations (costs) of environmental deterioration, while re
sources spent to suppress these manifestations must be presumed to have 
enabled environmental assets to be better maintained than in their absence. 
Thus, "depreciation" of the asset "sociopolitical environment" can be esti
mated as the sum of two components: first, costs imposed by the amount of 
deterioration that has been permitted to occur (as reflected by the damage 
resulting from crimes, fires, wars, etc.); second, costs incurred to maintain 
the asset at its present level (the resources represented by the services of 
policemen, firemen, members of the Armed Forces, etc.). In the absence of 
maintenance expenditures, or in the event of their reduction, it must be pre
sumed that the asset would deteriorate further and that the costs represented 
by the specific manifestations of deterioration would thus increase. Optimum 
social policy, of course, consists of equating at the margin the cost functions 
associated with these two activities. 

Before proceeding to examine similar problems relating to the physical 
environment-air and water pollution, waste accumulation, etc.-it is worth 

18 The relevant class of activities actually extends far beyond the national or personal 
security outlays discussed here. For example, resources used for medical care are 
largely in the same category: few people go to hospitals because they enjoy the rest and 
the good food! 
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noting that the distinction between gross and net output is a much more 
treacherous problem in social and economic accounts than is generally 
realized. To be precise, much of what economists have always considered to 
be output might be described more appropriately as intermediate product 
(a cost of producing output) rather than net output. As a simple illustration, 
take the treatment of laundry services-washing machines, clothes dryers, 
commercial laundromats, cleaning establishments, and so forth. Conventional 
income accounts treat outlays for these products and services as current con
sumption. But they really comprise a collection of inputs designed to main
tain a stock of clothing at a given level of cleanliness and neatness. The real 
"net output" associated with these expenditures is not the expenditure itself 
but the flow of utility that comes from wearing clothes that are clean and 
pressed rather than soiled and rumpled. Evidently, if clean clothes could be 
obtained without the need to incur these costs, real output would not be 
reduced at all. Thus, the accounts should in principle treat the stock of clean 
clothes as an asset, the amount of dirt and other foreign matter introduced 
into clean clothes by the normal process of wearing them (or by living in a 
heavily polluted urban environment) as depreciation, and expenditures for 
laundries, dry cleaning, and washing machines as costs associated with main
taining the asset. 

Physical Environment 

By now the appropriate analytical treatment of the much-discussed subject 
of environmental pollution should be evident. A community starts off with 
some stock of environmental assets-air and water of a certain degree of 
purity, roads that are free of abandoned cars, playgrounds and streets free 
of discarded newspapers, broken bottles, and so forth. As a (perhaps in
evitable) part of the process of industrialization and economic growth, these 
environmental assets tend to deteriorate or depreciate, thus reducing the flow 
of benefits from environmental assets. Expenditures designed to slow down 
or reduce deterioration are clearly costs associated with the maintenance of 
the asset rather than an output of the system. As with the sociopolitical en
vironment discussed earlier, the full cost of deterioration is the sum of the 
reduced yield on the asset plus any costs incurred to prevent even greater 
deterioration.19 

It is not easy to see how, in practice, one would measure the social and 
economic costs of environmental deterioration. One possibility is to estimate 
the cost of restoring the environment to some specified (previously attained?) 
level of purity, viewing these costs as a measure of the welfare loss from the 
actual level of deterioration. This procedure would almost certainly tend to 
overstate the true cost: The welfare loss from deterioration is likely to be an 
increasing function of the amount of deterioration, while the costs of prevent-

19 Alternatively, one could view industrialization and economic growth as producing 
a series of dis-products and dis-services-various kinds of impurities and undesired 
products introduced into the physical environment and left there. In the absence of 
expenditures designed to reduce environmental deterioration, real net output is decreased 
by the negative value of these dis-products and dis-services. 
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ing deterioration are likely to rise sharply as the zero deterioration level is 
approached. That is, at very low levels of pollution, an increase in the amount 
of pollutant probably involves little or no welfare loss at the margin, but the 
loss is likely to rise rapidly as the pollution level increases to the point where 
discomfort, illness, or death begin to appear. And the marginal costs of re
moving the first 10 per cent of existing pollutants is likely to be small com
pared with the costs of getting rid of the last 10 per cent once 90 per cent has 
been removed. Hence, it might not be socially worthwhile to bring the en
vironment back to some "100 per cent pure" state, given the probable high 
costs and modest benefits realized from removing the last small amount of 
impurity and the competing demands for resources. 

Social and Physical Environment: Some Comparisons 

As indicated above, the conceptually appropriate treatment for the con
tribution of sociopolitical and physical environmental assets is much the 
same. But there are some interesting differences in the problems associated 
with these two types of environments, and some of these differences can be 
usefully discussed even in the absence of quantitative information. 

One of the differences can be illustrated by asking the question: What is 
the likely time-path of changes in real output, given that either of these en
vironments has initially been permitted to deteriorate? That is, if the socio
political environment has deteriorated by x per cent (measured somehow), 
what will it take to restore that environment to its original state, and is the 
relationship different for the sociopolitical than for the physical environment? 

It is more difficult to analyze the sociopolitical than the physical environ
ment, since we know much less about the factors that influence or change it. 
It might be argued that deterioration of the sociopolitical environment, once 
permitted to begin, has a greater tendency to be cumulative and is more diffi
cult to reverse. To illustrate, in recent years there appears to have been a 
marked increase both in the incidence of illegal activity and in air and water 
pollution.20 Both are a manifestation of environmental deterioration-the first 
in the sociopolitical environment, the second in the physical environment. 
But the deterioration reflected by rising crime rates seems more likely to be 
self-reinforcing: Behavior that reflects an increasing irresponsibility toward 
persons or property is likely to encourage similar behavior on the part of 
others, simply because near-universal disapproval may be one of the major 
inhibiting forces to begin with. Thus one would argue that a rising rate of 
illegal activity will, in and of itself, produce a change in the social and politi
cal environment which will lead to a further rise, other things being equal. 
And to the extent that the basic sanction against illegal activity is widespread 
disapproval in the community, a reduction in the pervasiveness of disapproval 
will itself tend to increase the amount of disapproved activities. Moreover, 
if this change in environment is ignored by society, it is hard to see any reason 

20 The empirical facts are not entirely clear in either case, especially for the incidence 
of illegal activity. We are certainly more aware now of both types of deterioration, 
but that is a different proposition from knowing that the situation has objectively 
deteriorated. 
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for stabilization or reversal. Even if its basic causes were to be removed or 
alleviated, it might reasonably be expected that the sociopolitical environment 
would continue to deteriorate. 

In the physical environment, in contrast, the same cumulative process may 
not be at work. An increased level of air pollution is a consequence of the 
fact that, in the absence of an appropriate penalty structure, various sorts 
of productive activities are conducted so as to expel waste materials into the 
atmosphere. Because productive activities tend to be concentrated geographi
cally, the result is an atmosphere that is contaminated to a perceptible degree 
at selected (mainly urban) locations. But these concentrations of contaminants 
are continually in the process of being dispersed and diffused by natural 
forces. If contaminants were to be evenly spread over the entire atmosphere, 
the resulting contamination level would probably be so low that the welfare 
loss could safely be ignored. Assuming this to be the case at present (and 
foreseeable?) contamination levels, a worsening of the physical environment 
thus means that new contaminants are being injected into selected local areas 
at a greater rate than existing contaminants in these areas are being dispersed, 
a situation that might be remedied fairly easily and at moderate cost. 

Suppose, for example, that a penalty structure were introduced which suc
ceeded only in reducing the injection rate of new contaminants to the point 
where it was lower than the dispersal rate of existing ones. That change would 
be sufficient to reduce the contamination level, and the reduction would con
tinue as long as more contaminants were being dispersed than were newly 
injected. If this analysis is correct, air pollution constitutes a self-liquidating 
rather than a self-perpetuating or cumulative type of deterioration. 

Much the same argument applies to water pollution, where natural regen
erative processes at work in most bodies of water have a persistent tendency 
to reduce pollution. The pollution level is increased only if more new pollu
tants are injected than are being removed through these natural processes. 
Thus, to reduce the pollution level, it may be sufficient to reduce the injection 
rate of new pollutants.21 

It may thus be the case that the social and economic cost of a given amount 
of environmental deterioration is greater for the sociopolitical environment 
than for the physical environment. Not only might deterioration in the physi
cal enviroment be arrested by simply cutting back on the amount of impuri
ties being currently injected, but the methods of controlling deterioration are 
likely to be much better understood because they are essentially technical and 
scientific rather than behavioral. That is to say, society clearly has enough 
knowledge to reduce at least certain types of environmental deterioration to 
lower levels than at present: what is lacking is simply a political decision to 

21 This analysis, of necessity, greatly oversimplifies the problems of deterioration in 
the physical environment. For example, the dispersal rate of existing pollutants may 
be so slow that the injection rate of new pollutants might have to be reduced virtually 
to zero. Also, certain types of long-lived pollutants appear to move from one part of the 
physical environment to another and to produce cumulative effects that have nOt yet 
been fully registered: DDT seems to be a case in point. Finally, the "natural regenera
tive processes," which are clearly at work in many instances, can probably be rendered 
inoperative if pollution levels get to be sufficiently high. In that case, deterioration 
will either not be self-liquidating at all, or the process of regeneration will take so long 
that it will amount to the same thing for practical purposes. 
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incur the costs needed to realize that objective. But for the sociopolitical 
environment, not only do we probably need to do more than simply reduce 
new sources of social and political discontent below what they have been, but 
we may need to go a good deal further in order to overcome the cumulative 
effects of past social and political discontents. Moreover, we know much less 
about the relevant technology-the probable consequences of programs de
signed to change the sociopolitical environment-and thus we know less about 
how to use resources in order to achieve the desired objective.22 Hence, the 
great public outcry over environm.ental pollution, and the interest and energy 
with which that problem is being attacked, may represent a misplaced empha
sis. It might be much more important to concern ourselves with deterioration 
in the sociopolitical environment than in the physical environment. 

22 This proposition is discussed in F. Thomas Juster, "Microdata, Economic Research, 
and the Production of Economic Knowledge," in Papers and Proceedings of the Ameri
can Economic Association, May 1970. 
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Staff Reports 

on Research 

UnderWay 



1. ECONOMIC GROWTH 

Productivity, Employment, 
and Price Levels 

Policies to attain "prosperity without inflation" 
are bound to be highly controversial. Opinions 
differ sharply, as each day's news makes clear, 
on the relative values of the several goals sub
sumed under the quoted catch phrase: rapid 
economic growth, . low unemployment, and a 
stable general price level. And the differences 
extend also to the worth of these goals when 
balancing the short-run against the long. It 
would be too much to hope that scientific re
search, no matter what its auspices or scale, 
could quiet all controversy over these policies. 
Yet, to a significant degree, the differences of 
opinion do reflect inadequate knowledge of the 
facts and the relations among facts. We may 
reasonably expect that the differences can be 
narrowed by the work reported in this section, 
which groups together studies aided by a grant 
from the Alfred P. Sloan Foundation and 
studies on related topics. Included are an exam
ination of the reliability of the available price 
and employment data, analyses of the histori
cal behavior of prices and productivity, an 
effort to develop theoretical models of price 
formation, and the construction of econometric 
models of the determination of prices, costs, 
and productivity. 

The first National Bureau publication in this 
group was The Behavior of Industrial Prices, 
by George J. Stigler and James K. Kindahl, 
which was recently published. Several related 
articles have appeared or will soon appear else
where. These include N adiri and Rosen's "In
terrelated Factor Demand Functions," in the 
American Economic Review, September 1969, 
and two articles by Fabricant: "Prices in the 
National Accounts Framework: A Case for 
Cost-Benefit Analysis," which will be pub
lished in the Review of Income and Wealth, 
and "Inflation and the Lag in Accounting Prac
tice," which will be in a volume on "Contribu
tions to Accounting by Other Disciplines," to 

26 

be published under the auspices of the Univer
sity of Kansas. 

The individual studies still in progress are 
reported on in the following pages of this 
section. 

Members of the National Bureau's Board of 
Directors have sometimes expressed the wish 
that, when an occasion offered itself, advan
tage should be taken of the opportunity to pre
pare and issue a Bureau volume, addressed to 
the public at large, on a broad theme of wide
spread interest. Such a volume should use the 
main findings of National Bureau studies, prop
erly integrated and stripped of technical dis
cussion and detail, regardless of the project 
under which they happened to be financed or 
the heading in the Annual Report under which 
the studies might be classified. The problem of 
inflation provides such a theme. 

A report on the problem of inflation could 
help point up the relevance of the National 
Bureau's research, and-written in appropriate 
language-should help convey its results not 
only to specialist and nonspecialist economists, 
but also to other members of the concerned 
public, among whom are the National Bureau's 
supporters. I hope to use the next year to put 
such a volume together. 

Over the next few years the National Bu
reau's studies in productivity, employment, 
and price levels will be aided by a new grant 
from the Walker Foundation. 

Solomon Fabricant 

Price Trends and Economic Growth 

Several economists have recently attempted to 
measure the effects upon wages and price levels 
of the guidepost poliCy followed during 
1962-66, and of its abandonment afterward. 
The planned paper on "Wage and Price Guide
posts in a Growing Economy" is being ex-
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tended in order to weigh and to compare the 
validity of the very different conclusions 
reached. To judge from the review so far, it is 
doubtful whether any of the econometric equa
tions or other analyses that have been made 
public yield significant evidence on the degree 
of effectiveness of the guideposts. For one 
thing, the available statistical data are for this 
purpose simply too poor in quantity and qual
ity. Consider, for example, the rather wide dis
crepancies between the list prices used in these 
analyses and the prices actually realized, that 
are reported by Stigler and Kindahl. Given 
these data, the factors affecting short-term 
changes in wages and prices are too numerous 
and too powerful to permit disentangling and 
determination-with even minimally acceptable 
confidence-of the separate effect of the appli
cation of the guidepost policy. That equations 
which give very different results are all accom
panied by high coefficients of multiple corre
lation can merely reflect the fact that the 
equations are the end results of a trial and error 
search by different people. The paper on the 
guideposts will, of course, discuss in some de
tail the considerations-theoretical and empiri
cal-that lead to these conclusions. 

During the year, work continued on an as
pect of another subject of great current inter
est. This is the connection among changes in 
monetary and fiscal policy, changes in business 
conditions, and changes in price levels. It was 
widely expected that the tightening of mone
tary and fiscal policy that began during the 
winter of 1968-69 would soon be reflected in 
a slowdown in general business and, as a result 
and more or less simultaneously, in a signifi
cant reduction, if not a complete halt, in the 
pace of price inflation. That the pace of infla
tion still shows little evidence of a slowdown 
has surprised and troubled many people, espe
cially since signs of a decline in general busi
ness have been mounting for some time. 

But even a cursory inspection of the his
torical facts indicates that the short-term be
havior of prices cannot be characterized as 
simply as has been assumed. Several facts tend 
to be overlooked. First, price behavior is not 

the same throughout the price system. Second, 
the behavior in no part of the price system is 
always the same. Third, the response of prices 
to a tightening of monetary and fiscal policy 
may initially take the form, for a while, of an 
end to acceleration. And fourth, some groups 
of prices may continue to rise rapidly-some
times even continue to accelerate-because of 
demand and supply factors peculiar to them. 

To be more specific, the index of wholesale 
prices (or better, the index excluding farm and 
food prices, which conform poorly to business 
cycles) typically turns at about the same time 
as does general business. This is why the index 
is included in the National Bureau's list of 
"roughly coincident indicators." In contrast, 
the index of industrial material prices typically 
turns up or down before general business does; 
the index is a "leading indicator." In different 
contrast, retail prices and wage rates-the 
prices on which many people concentrate when 
worrying about inflation-tend if anything to 
lag behind turns in general business. 

These uniformities are far from perfect, as 
Mitchell and the others who have worked on 
business cycles at the National Bureau have 
warned their readers. Departures from the 
usual behavior of the Wholesale Price Index, 
to continue with that example, have occurred 
in a significant proportion of business cycles. 
The departures sometimes ranged well outside 
the limits that one might infer from the term, 
"roughly coincident." And, as I have already 
hinted, the Consumer Price Index and the 
available indexes of wage rates, as well as 
indexes of prices in some other sections of the 
price system, have so infrequently been marked 
by downward movements that they could not 
properly be classified as "lagging indicators" 
-series that typically turn downward some 
time after a peak in business has been reached. 
The response of retail prices and wage rates to 
declines in business has often been visible only 
in a slowing down of their rates of growth. 

Finally, the persistently ;rapid rises in the 
prices of health services and of construction 
costs, often cited as reflections of continued 
inflationary pressure, may instead be better 
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examples of the importance of special demand 
and supply factors. 

The country's experience with prices during 
the past year should be less surprising when 
viewed in the light of its broader experience, 
of which I have given just a few examples. 

There are also other grounds for not expect
ing a rigid relationship between changes in 
prices and changes in business. The impact of 
a given monetary-fiscal policy is bound to vary 
from time to time, if only because what hap
pens to business in general and to prices in 
particular is influenced also by the policy that 
came before and the policy that is expected to 
come later. 

Various studies under way at the National 
Bureau, such as those by Friedman and 
Schwartz, deal with these complicated matters 
in one way or another. In the present study, 
attention is being focused on the behavior, and 
variation in the behavior, of the several cate
gories of prices during different periods in our 
history. 

Work has also begun on a topic that may be 
thought of as bearing on the competition 
among national goals. This is the question, in 
what direction, to what extent, and for how 
long may efforts to attain or maintain a stable 
economy be expected to influence the rate of 
growth of national output, or more particu
larly, the rate of growth of a major factor of 
output, namely, output per man-hour worked. 
It is a subject to which rather less attention 
has been paid than the trade-off between full 
employment and inflation, to which Gordon 
refers in his progress report below. The ques
tion necessarily involves a good deal of specu
lation. What I shall be doing is to set down 
some of the factual and theoretical considera
tions useful in guiding and disciplining this 
speculation. These include the factors deter
mining the trend of labor productivity, on 
which Kendrick has been working, and the 
factors-not altogether different-that cause 
fluctuations around the trend during successive 
stages of the business cycle. The latter subject 
was studied by Hultgren some time ago. New 
data make it possible to extend and check some 
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of his results. The Nadiri-Rosen study, re
ported below, also should be helpful. 

Solomon Fabricant 

Interrelated Factor Demand Functions 

The purpose of this work is to integrate empiri
cal investment and employment functions and 
to link both of these with capacity considera
tions, i.e., hours of work per man and utiliza
tion of capital equipment. Thus, we specify 
and estimate a complete dynamic model for 
all input demand functions, which allows inter
actions and feedbacks among these variables 
over time, and which integrates some existing 
empirical work into a unified structure. 

The model has been fitted to aggregate man
ufacturing data, and the results are very good. 
Implied distributed lag responses show that 
physical capital is relatively fixed compared 
with other inputs. They also show that the pri
mary role of variations in utilization rates is to 
adjust output levels rapidly in the face of the 
slow adjustment of capital stocks, as is pre
dicted by our a priori hypotheses. These esti
mates are also capable of accounting for low 
estimates of the elasticity of employment with 
respect to output found in previous short-term 
employment function studies. In those studies, 
large short-run returns to inputs of labor seem 
to be due to the omission of input utilization 
rates, partiCUlarly that of capital. 

The model has now been extended to in
clude changes in inventories as another vari
able among the interrelated factors of produc
tion. We have completed the collection and 
processing of the quarterly time series data for 
seventeen two-digit manufacturing industries 
for the period 1947-68. The model has been 
re-estimated for these subindustries, and we 
are preparing to explore the interindustry dif-
ferences in the estimates. ; 

M.I.Nadiri 
Sherwin Rosen 
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Problems in the Measurement of 
Nonresidential Fixed Capital 

The purpose of the project is to revise existing 
capital input estimates to take better account 
of technological change in capital goods and 
of changes in service lives and utilization rates. 
The project is divided into six subtopics, on 
each of which considerable progress was made 
during 1969-70. 

1. Principles of Capital Measurement. Anal
ysis based on a theoretical model has suggested 
several principles. Deflators for investment 
spending should be adjusted for all changes in 
quality, whether or not they require a change 
in the base-year cost of production. But, in 
studies of economic growth, perpetual inven
tory capital stocks should be examined in ac
cordance with three concepts of real invest
ment. Using the first such concept, stock is 
corrected for all changes in quality; in the sec
ond, stock is corrected for changes in quality 
which increase the base-year cost of produc
tion of capital, and in the third, stock is com
pletely uncorrected for changes in quality or 
productivity. Differences in the growth rates 
of the three stocks form the basis of studies of 
the sources of economic growth. This theoreti
cal analysis has been set out in an article titled 
"The Advance of Knowledge and Measures of 
Total Factor Productivity." 

2. Techniques of Price Measurement. In re
cent years considerable attention has been 
devoted in the literature to the possibility of 
adjusting price indexes for quality change 
through the use of the "hedonic" regression 
technique. The Census Bureau is now using 
the hedonic method in a new price index for 
single-family residential houses. A close analy
sis suggests that the Census price index and 
others may be biased upward, since the method 
cannot identify costless quality change in qual
ity dimensions which are excluded (because of 
multicollinearity or data limitations) from the 
hedonic regressions. In the future more em
phasis will have to be placed on detailed engi
neering studies to measure improvements in 
the ability of capital goods to produce output. 

For the next few years, construction price in
dexes used to calculate capital stocks may have 
to be based on interim methods like those I 
proposed in the Review of Economics and Sta
tistics, November 1968.1 

3. Revisions of Existing Price Deflators. To 
supplement my earlier study of construction 
price deflators, I have done some work to 
assess the accuracy of the U.S. equipment 
price deflators. At present, most categories of 
equipment investment distinguished in the U.S. 
national accounts are deflated by product-class 
indexes of the Wholesale Price Index. A set of 
alternative data sources suggests that the WPI 
data contain a serious upward bias of as much 
as 2 per cent per annum during the period 
1954-63. A National Bureau-type reference 
cycle analysis of cyclical fluctuations in the 
ratio of transactions to list prices suggests 
that the present official U.S. indexes understate 
cyclical fluctuations in equipment prices. 
While the information sci far collected is not 
sufficient for a trustworthy estimate of the 
magnitude of this cyclical inaccuracy, govern
ment statistical agencies could sponsor re
search to extend my methodology. Such a 
study would be valuable not only in the study 
of capital stocks and economic growth, but 
also in revealing possible weaknesses in previ
ous studies of the demand for investment 
goods, the results of which usually depend 
heavily on the cyclical path of real investment 
spending. 

4. Revisions of Investment Estimates. Fur
ther Defense Department data have been col
lected. These will be used in future revisions 
and extensions of my original estimates of gov
ernment-owned capital used by private con
tractors, as reported in the June 1969 Ameri
can Economic Review. 

5. Utilization Estimates. Detailed annual 
estimates of capacity and utilization in a large 
group of industries have been prepared from 
data for periods ranging back to 1910. The 

1 Robert J. Gordon, "A New View of Real Invest
ment in Structures," Review of Economics and Sta
tistics, November 1968. 
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data suggest that in many industries utilization 
rates in the late 1920's were low relative to the 
1950's and 1960's. The time pattern of utiliza
tion rates in different industries is being ex
amined in an attempt to determine the relative 
roles of aggregate demand and technical prog
ress in causing the secular rise in utilization 
rates. Whatever the cause, changes in utiliza
tion rates were a major factor contributing to 
economic growth in the 1929-50 period and to 
the accompanying decline in the capital-output 
ratio. 

6. Changes in Service Lives. Although data 
on changes in service lives are the most unsat
isfactory of any used in this project, an attempt 
is being made to determine the rough order of 
magnitude of service-life changes in structures 
and equipment. Preliminary work suggests that 
service lives were stretched out during the 
1929-50 period, contributing to an increase in 
the figure showing the ratio of actual capital 
stock to conventional capital stock. This figure 
was derived on the erroneous assumption of no 
change in service lives. 

As the results of the six sections are com
pleted, they are being written up in the form of 
a monograph, which it is hoped will be com
pleted before the end of 1970. 

Robert J. Gordon 

Problems in Predicting the Rate of Inflation 

How rapidly would the general price level in
crease if the U.S. unemployment rate were to 
remain forever at the low rates reached be
tween 1966 and 1969? Widely diverse answers 
to this controversial problem have been pro
posed in recent research. The most common 
empirical approach, employed by Perry, 
Brechling, and others, fits a stable Phillips 
curve and predicts that at steady 1969-type 
rates of unemployment the rate of inflation 
would be stable at between 3 and 4.5 per cent. 
Diametrically opposed to this approach are 
recent papers by Friedman and Phelps, who 
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argue that any attempt by policy makers to 
maintain forever the low 1969 unemployment 
rate would lead not to a stable but to an accel
erating rate of inflation. In order to dampen 
and eliminate the accelerating rate of inflation, 
the unemployment rate must be raised to the 
"natural rate" at which there is no excess de
mand for labor. There is thus no permanent, 
stable trade-off between unemployment and 
inflation, as implied by the previous Phillips 
curve investigations. According to Friedman 
and Phelps, previous Phillips curve studies, 
like that of Perry, have fitted the wrong curve. 
Instead of attempting to estimate the Phillips 
curve relating the change in the nominal wage 
to the level of unemployment, previous studies 
should have used the change in the expected 
real wage as the dependent variable. 

The present study is an attempt to appraise 
the two approaches by translating the implicit 
verbal argument of Friedman's 1967 Presi
dential Address to the American Economic 
Association into an econometrically testable 
model. Equations are derived which explain 
the growth of both wages and prices. The 
econometric equations are of the form: 

(1) gw{ q't = alO + anmt + a12gm t + 

a13gp: + elf 

Here g means a proportional rate of growth, 
w / q' is "standard" unit labor cost, W / q is 
actual unit labor cost, m is the employment 
rate, p is the actual and p* the expected price 
level, S is the ratio of new orders to shipments, 
and e is an error term. The first equation states 
that the rate of increase in standard unit labor 
cost is a function of the level and rate of change 
of the employment rate and of the rate of 
change of the expected price; level; the second 
states that the rate of increase in the actual 
price level is a function of the rates of growth 
of standard and actual unit labor cost, the em-



ployment rate, and the ratio of new orders to 
shipments. 

Considerable emphasis in the research is de
voted to sensitivity tests of the results. Regres
sions are run with and without corrections for 
serial correlation, in levels and one- and four
quarter changes, for different subperiods of the 
postwar years, and for different methods of 
generating the expected price level (p*). The 
sensitivity analysis demonstrates that the co
efficients on some of the variables are much 
more stable than those on others. Among the 
innovations is a new "unemployment rate of 
man-hours" which corrects the more familiar 
published unemployment rate both for dis
guised unemployment and for partial unem
ployment. When it is substituted for the pub
lished unemployment rate, this new variable 
improves our explanation of postwar inflation. 
This unemployment rate was high relative to 
the published rate in 1962-64 and low in 1969. 
It therefore helps to explain the low rate of in
flation in the former period and the high rate in 
the latter. Considerable attention is also de
voted to correcting the wage (compensation) 
data for changes in the industrial mix of em
ployment. 

While, at the present time, the statistical 
results are tentative, they tend to confirm the 
Perry-Brechling view of the inflationary pro
cess. The coefficient on expected prices (a13) in 
the wage equation is consistently .5 or less in all 
of the numerous regressions which employ sev
eral different methods of generating estimates 
of expected prices. Since the coefficients on 
standard and actual unit labor cost (a2l and ad 
add up to 1.0, the results for wages and prices 
together suggest a damped inflationary process 
in which workers fail to adjust completely to 
changes in expected prices but nevertheless 
maintain their share of the national income be
cause there is a rigid relation of prices to 
wages, as indicated by the price equation. 

A preliminary version of the theoretical dis
cussion and empirical results has been written 
up in the form of a journal article. Subsequent 
stages of the research will involve dynamic 
simulations of the wage-price model under 

alternative economic policies and formal com
parisons of the results with those of earlier 
investigators. 

Robert J. Gordon 

Postwar Productivity Trends in the 
United States 

A manuscript of this monograph has been sent 
to a staff reading committee for review. A basic 
objective of the study was to update the esti
mates and analyses of productivity in the U.S. 
economy contained in Productivity Trends in 
the United States (NBER, 1961), with particu
lar reference to the post-World War II period, 
1948-66. Extensive use of the series contained 
in Productivity Trends indicated the desirabil
ity of extending them, particularly since gov
ernmental statistical agencies have not yet pro
vided regular estimates of total real capital 
stocks for the economy, by sectors and major 
industries, nor the derived capital and total 
factor productivity estimates. 

The concepts behind the estimates are essen
tially those introduced in Productivity Trends, 
with the addition of gross real capital stock, 
gross capital productivity, and gross factor 
productivity measures. The sources and meth
ods underlying the estimates are described in 
detail in an appendix, which also contains more 
than eighty basic tables with time series of out
put, input, and productivity estimates for the 
U.S. economy by major industry divisions and 
groups. The estimates were prepared with 
major assistance from Maude R. Pech prior to 
her retirement from the National Bureau in 
early 1969. 

Some of the main findings of the study may 
be summarized as follows: 

The trend-rate of increase in total factor pro
ductivity in the private domestic economy does 
not appear to have acceler:;tted since World 
War II. At 2.3 per cent a year in 1948-66, the 
trend-rate is the same as that which prevailed 
in 1916-29, and again in 1936-66 following a 
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downward shift during the Great Depression. 
The 2.5 per cent rate between 1948 and 1966, 
obtained by the compound interest formula, re
flects the fact that 1948 was somewhat below 
the trend, while 1966 was above. The slower 
average rate of growth from 1966 to 1969 at 
1.2 per cent a year has brought total factor 
productivity back below the trend. 

Output per man-hour and per unit of labor 
input (weighted man-hours) increased at aver
age annual compound rates of 3.4 and 3.1 per 
cent, respectively, in 1948-66-an acceleration 
of 0.8 per cent in each compared with the 
1919-48 rates. Over and above the trend con
siderations noted above, the acceleration re
flected substantially higher rates of increase in 
capital per man-hour than in the 1919-48 
period. 

Real Net National Product increased at an 
average annual compound rate of 4.1 per cent 
between 1948 and 1966 (after a small upward 
adjustment to allow for a 1 per cent a year 
average increase in government productivity). 
Thus, the total factor productivity advance of 
2.3 per cent a year accounted for well over 
half of economic growth as measured by real 
NNP. 

Real average hourly labor compensation 
rose at an average annual rate of 3.3 per cent 
between 1948 and 1966-0.2 percentage points 
more than output per unit of labor input. The 
0.2 per cent a year rate of increase in unit labor 
cost also indicates the rate of increase in the 
labor share of factor income originating in the 
business economy-from 69.7 per cent in 1948 
to 72.5 per cent in 1966. 

The relationship between the relative de
cline in labor input and the relative increase in 
the real price of labor indicates a historical 
elasticity of substitution of between .65 and 
.70. This is quite similar to the elasticities com~ 
puted for earlier periods, when the labor share 
also increased mildly as the rate of relative 
increase in the real price of labor was propor
tionately greater than the rate of relative de
cline in the quantity of labor input. 

There is a significant positive correlation be
tween 1948-66 rates of change in output and 
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in the productivity ratios for the thirty-two in
dustry groups of the "industry" sector (exclud
ing agriculture, finance, and services), and for 
the twenty-one manufacturing groups. There 
is also a significant positive correlation between 
rates of change in output and output per man
hour for 395 four-digit manufacturing indus
tries, 1954-63. Fuchs also found a significant 
positive correlation for seventeen trade and 
service sector industries. Our results confirm 
Fuchs' finding that the relationship does not 
hold for the ten one-digit industry segments. 

A major theoretical explanation of the out
put-productivity relationship is that rates of 
change in productivity and in (net) price of 
outputs are negatively correlated, as are those 
between rates of change in price and in output, 
assuming that the effects of price elasticities of 
demand are not outweighed by other demand 
elements. 

For the manufacturing and broader industry 
groups, there is a significant negative correla
tion between rates of change in productivity 
(total and labor) and in output prices. This is 
reinforced by the associated finding that rates 
of change in productivity and in factor prices 
are not significantly correlated. 

To complete the chain of relationships, we 
can note that industry rates of change in price 
and in output have a significant negative cor
relation for the period 1948-66. 

The degree of positive correlation between 
relative industry changes in output and in pro
ductivity is higher than can be explained by the 
negative relationships between rates of change 
in productivity and price, and between price 
and output changes. This fact suggests that 
scale effects reinforce the positive relationship 
between rates of change in productivity and in 
output. 

In the case of the nine one-digit industry seg
ments, the chain of relationships breaks down 
with regard to relative changes in price and in 
output, which are not negatively correlated. It 
appears that price-elasticity effects are out
weighed by income elasticities and shifts in 
tastes operating in the opposite direction. This 
is notably the case for the extractive and service 
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segments; relative output of the ~ormer ~as de
clined despite relative price declmes, whIle the 
opposite is true of services. 

Our basic hypothesis as to the causal factors 
in productivity growth is that the rate of pro
ductivity advance is chiefly a function of the 
rate of growth of real intangible stocks of 
capital per unit of the tangible factors in which 
they are embodied, affecting their "quality" or 
productive efficiency. 

Real intangible capital stocks grow as a re
sult of net intangible investments designed to 
increase the output- and income-producing 
capacity of the tangible human and nonhuman 
factors. The chief types of intangible invest
ment for which we developed estimates are re
search and development, education and train
ing, health, and mobility. 

Total intangible investment grew from 14.5 
per cent of GNP in 1948 to 21.5 per cent in 
1966. The relative upward movement repre
sents a continuation of earlier trends. Real 
gross intangible stocks, obtained from the in
vestment estimates, increased at an average 
annual rate 2.6 per cent higher than the growth 
rate of real tangible factor inputs in 1948-66-
closely comparable to the rate of increase in 
total factor productivity. 

Shorter-term productivity movements are 
closely related to the rates of utilization of pro
ductive capacity, and the ratio of employment 
to labor force. 

The average age of tangible, reproducible 
fixed capital goods, as a proxy for the rate of 
diffusion of technological advance, also appears 
to be significantly related to productivity trends. 
The average age has declined between 1948 
and 1966. 

John W. Kendrick 

Other Studies 

A draft of Phillip Cagan's study on "The Flexi
bility of Prices," which examines the speed of 
adjustment of prices to changes in demand and 
supply conditions, was reviewed by a staff read
ing committee. It now awaits revisions by the 

author, who has been on leave to serve on the 
staff of the Council of Economic Advisers. 

Public Finance 

Introduction 

Public finance is a field in which the potential 
for doing useful research has been broadened 
by recent technological progress to a greater 
degree than in many other fields of economics. 
This broadening has arisen from two sources. 
The increased availability of large-scale micro
data sets, consisting of sizable cross-sectional 
samples of individuals and/or firms with data 
on a large number of characteristics of these 
decision units, has resulted in increased oppor
tunity for detailed microeconomic studies of 
behavioral adjustments to tax differentials. The 
development of solution procedures to deal 
with large nonlinear models, such as the Brook
ings-SSRC model, has made feasible the de
velopment of complex general-equilibrium tax 
policy models which can potentially be used to 
measure the many interacting effects of changes 
in the structure of taxes, transfer payments, and 
certain types of public expenditures. 

These advances in technology are of course 
attributable to the rapid rate of technological 
progress in computer hardware and software. 
Even in the very recent past, it was not 
technologically possible to measure all of the 
relevant effects of policy changes, such as the 
restructuring of the income tax system, the re
form of unemployment insurance schemes, the 
introduction of a negative income tax, or the 
implementation of a substantial change in the 
mix of taxes collected by governments. It has 
been possible to predict some of these effects in 
an incomplete general-equilibrium context. 
Harberger, for example, has made important 
contributions to the measurement of welfare 
losses that are caused by the inefficient alloca
tions resulting from tax distortions.1 Until re-

i See Arnold C. Harberger, "The Incidence of the 
Corporation Income Tax," Journal of Political Econ
omy, June 1962, pp. 215-240; Harberger, '.'The ~ea
surement of Waste," American EconomIc ReVIew, 
May 1964, pp. 58-76. 
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cently, however, it has not been feasible even 
to consider development of a general-equilib
rium model in which redistributive effects, ef
fects on allocative efficiency, and effects on 
aggregate savings and investment could all be 
incorporated. It has accordingly not been fea
sible for public finance economists to measure 
the trade-offs among effects on growth and re
distributive effects which are at the heart of 
the crucial political issues involved in assessing 
structural reform of the taxi expenditure sys
tem. 

The variety of effects that need to be ana
lyzed and the nature of the analyses required 
have been described elsewhere.2 From a policy 
viewpoint, the most relevant empirical question 
regarding any proposed structural change is 
normally the long-term effects of the change 
when accompanied by whatever compensating 
changes in monetary and fiscal policy are re
quired to offset any effects of the proposed 
change upon the current level of aggregate de
mand or upon the current balance of payments. 
Measuring such compensated effects requires a 
complex general-equilibrium model that will 
not be easy to specify. The specification prob
lems are compounded by the necessity of sub
stantial disaggregation in analyzing many tax 
substitutions and by the usefulness of incor
porating microeconometric models utilizing 
relatively large-scale microdata sets. 

Much of the National Bureau's current re
search activity in public finance is concerned 
either with how to proceed in specifying a large
scale general-equilibrium tax policy model or 
with utilizing microdata sets to study the impact 
of changes in the structure of tax and transfer 
systems. The work on approaches to general
equilibrium model specification has been largely 
limited to analysis of the effects of substituting 
a value-added tax for all or part of the corpo
rate profits tax, and is described below in sep-

2 John Bossons and Carl S. Shoup, "Analyzing the 
Effects of Large-Scale Changes in Fiscal Structure: 
A Proposed Systems Approach," in New Challenges 
for Economic Research, 49th Annual Report of the 
National Bureau of Economic Research, New York, 
1969, pp. 11-26. 
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arate reports by Bossons and Shoup and by 
Petersen. 

Current analyses of the impact of structural 
changes in tax and transfer systems are largely 
focused on four topics: (1) the differential ini
tial incidence of alternative income tax systems, 
(2) the differential secondary incidence of alter
native transfer payment systems, including both 
negative income taxes and income maintenance 
programs, (3) analysis of the effect on labor 
effort of changes in the structure of the current 
income tax and unemployment insurance pro
grams, and (4) an analysis of the impact of in
tergovernmental grants. Research on the first 
topic was begun last year and is described in a 
progress report by Bossons. The new research 
projects on the second topic are described in 
reports by Bossons, Hindle, and Robinson and 
by Bossons and Hosek. Current research on the 
third topic includes a continuing study by Hol
land on the effects of taxes on the work effort 
by managers and entrepreneurs in new busi
nesses and an analysis by Bossons and Hosek of 
the work disincentive effects of unemployment 
insurance. The effects of intergovernmental 
grants have been analyzed in a study by Dresch 
and Struyk. 

In addition to these projects, which are de
cribed below in separate reports, a previous 
study of corporate taxation and corporate 
growth by Challis Hall, interrupted by Hall's 
untimely death in September 1968, is being 
completed by Norman Ture. 

Measuring the Effects of 
Tax Substitutions 

John Bossons 

Following the priorities suggested in the out
line of research on t$ substitutions which we 
proposed last year, we have concentrated our 
initial attention on attempting to organize and 
clarify the research that will be required in 
order to build a general-equilibrium tax policy 
model that is adequate for the analysis of the 
redistributive, allocative, and growth effects of 
substituting a value-added tax for a corporate 



profits tax. In the course of this discussion, two 
papers have been written to clarify some of the 
issues involved: 

John Bossons, "Evaluating the Substitu
tion of a Value-Added Tax for the Cor
porate Profits Tax." 

Stephen P. Dresch, "An Urban-Regional 
Component for the General Equilibrium 
Tax Policy Model: Preliminary Consid
erations." 

In addition to work done on these papers, 
a new, more detailed proposal embodying the 
results of discussions on the appropriate staging 
and likely costs of the proposed research has 
now been prepared. 

John Bossons 
Carl S. Shoup 

Industry Price/Output Effects of 
Substituting a Value-Added Tax 
for a Corporate Profits Tax 

In my study of the economic effects of substi
tuting a value-added tax for the U.S. corporate 
profits tax, I have altered the direction of my 
research from balance-of-trade effects in terms 
of a general-equilibrium model, as I reported 
in the last Annual Report, to a partial equilib
rium analysis of the short-run price/output ef
fects of the tax substitution for a single industry. 
The reasons for this shift in emphasis are two
fold. 

First, the refinements necessary to describe 
adequately the tax substitution for the United 
States in terms of a simple general-equilibrium 
trade model are too many to provide useful 
a priori estimates of the tax substitution's trade 
effects. Although this type of model has been 
employed by Harberger, Mieszkowski, and 
others to yield interesting propositions on the 
incidence of broad-based taxes, it does not seem 
well-suited to answer questions about the trade 
effects of these taxes. The more elaborate gen
eral-equilibrium analysis that is needed would 
require more resources than I have at my dis
posal. 

A second related reason for my shift in em
phasis is that such a large-scale general-equilib
rium analysis has been proposed as a major 
research effort for the National Bureau. (See 
the 1969 Annual Report, pages 11-26.) I have 
therefore decided to concentrate on one neces
sary input to this analysis: the short-run price 
and output effects of the value-added taxi profits 
tax substitution. 

The necessity for examining such price and 
output responses to the tax substitution arises 
from the possibility that oligopolistic interde
pendence in an industry will result in differing 
pricing policies for different industries, and that 
pricing policies, together with industry demand 
and cost conditions, will produce a variety of 
price and output responses to the tax substitu
tion. To undertake any aggregate analysis of 
the effects of such broad-based taxes as the 
value-added tax and the corporate profits tax, 
it is therefore necessary to examine price and 
output effects for specific industries. 

To accomplish this task, I am constructing a 
three-equation model which will incorporate an 
industry's price policy, demand conditions, and 
cost conditions. Substantial work has been done 
by others on the specification and estimation of 
demand and cost functions for various indus
tries, but the price function remains the subject 
of considerable controversy and requires the 
most work. In addition to the general explora
tion of work already done on each of these 
functions, I am in the process of selecting a 
particular industry for which the short-run 
price and output effects of the value-added taxi 
corporate profits tax substitution may be esti
mated. 

Bruce L. Petersen 

The Initial Differential Incidence of 
Alternative Income Tax Systems 

Since this project was described in last year's 
Annual Report, only current work will be sum
marized here. Work on this project is proceed
ing in two areas: (1) the analysis of alternative 
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income tax systems, and (2) the specification of 
a model of the joint distribution of income and 
wealth. The latter model will be used as the 
basis for a more accurate analysis of the differ
ential impact incidence of a tax change, as well 
as for analysis of the effect of a tax change on 
asset prices. 

Two papers on alternative income tax struc-
tures have been completed this year: 

"Integration versus Dividend Deducti
bility." 

"The Effect of Tax Rates on the Impact 
of Tax Reform: The White Paper vs. an 
Alternative." 

The first of these papers discusses alternative 
means of overcoming the effects of the "double 
taxation" of corporate income under the cor
poration and personal income taxes; the second 
discusses the impact of a new set of tax reforms 
recommended by the Canadian government 
in its White Paper of November 1969. Another 
paper on the design of rate schedules under dif
ferent tax reforms is in progress. 

Work on specifying a model of the joint dis
tribution of income and wealth is proceeding in 
two stages. An initial paper analyzing individ
ual responses to a 1963 Federal Reserve Board 
survey, a sample of 100,000 1962 income tax 
returns, and 1962 state tax data is near com
pletion. This work is in part supported by the 
study described in Section 6 of this report by 
Raymond Goldsmith. Subsequent research will 
focus on the patterns of individual ownership 
of different types of assets as well as on up
dating the model. 

John Bossons 

The Cost and Incidence of 
Transfer Payment Programs in Canada 

The primary purpose of this work is to analyze 
the relationship between family income and the 
characteristics of families. Data on the com
position of family income by intrafamily recipi
ents and by income components is to be used 
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to examine the sources of income as a family 
moves through its total life cycle. Among other 
things, this work should yield insight into the 
causes of income differentials and the incidence 
of socially perceived poverty. In addition, the 
results will be used to assess the costs and in
cidence of the net fiscal transfers resulting from 
alternative negative income tax schemes. 

In all of the forgoing, "incidence" is defined 
to mean the differential secondary incidence of 
a change in the tax/transfer structure that 
leaves the existing government deficit un
changed but allows for changes in labor force 
participation rates. Both interregional and ur
ban/rural incidence patterns are to be exam
ined, as well as the incidence of a scheme for 
individuals in different income and family sta
tus classes. For all the analyses, the primary 
data source being used is a sample of approxi
mately 18,000 families obtained in the 1968 
Survey of Consumer Finances in Canada by 
the Dominion Bureau of Statistics. Work
effort, behavioral adjustment equations will in 
part be based on the results of the companion 
study by Bossons and Hosek. 

Work to date has concentrated on designing 
efficient computation procedures and on speci
fying a model of the source of income differ
entials. In addition, a preliminary analyses of 
a smaller sample of Ontario families has been 
undertaken by Colin Hindle; this study is de
cribed in a separate report. It is expected that 
this project will soon be completed. 

John Bossons 
Colin J. Hindle 

T. Russell Robinson 

Negative Income Taxation and Poverty 
in Ontario 

The objectives of this research are to determine 
the incidence of poverty ;in Ontario and to test 
the efficiency of alternative means of eliminat
ing poverty. Poverty is measured as the amount 
by which adjusted disposable family income 
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falls beneath the "poverty standard." In this 
case the poverty standard is set equal to exist
ing provincial general welfare assistance rates. 
These rates provide benefits, differentiated ac
cording to family size and composition, for 
food, shelter, clothing and other living ex
penses. Adjusted disposable family income con
sists of net money income plus imputed house 
rent for owner-occupiers, minus personal in
come taxes. 

The process of negative income taxation is 
modelled by employing essentially static, initial 
incidence theory. The substitution of one sys
tem of negative taxes for another is assumed 
to leave all behavior, except work effort, un
changed. Adjustments in work effort are as
sumed to occur instantaneously in response to 
the impact of changes in net taxes or transfers. 
In the absence of further work on labor force 
participation effects, behavioral equations for 
heads of households and for spouses, estimated 
separately by Leuthold, have been used.! De
creases in work effort, of course, have the effect 
of increasing the cost of a negative income tax 
scheme. 

The extent of cost increases due to decreased 
work effort provides some gauge of the desira
bility of different schemes. Other measures of 
relative efficiency, such as the amount of total 
poverty eliminated and poverty eliminated per 
dollar of negative tax paid, are determined by 
the pattern of secondary incidence. Programs 
that make payments to the nonpoor are, of 
course, less efficient when judged in this man
ner. However, differences also occur among 
schemes that transfer an equal proportion of 
their total payments to the nonpoor. Some ex
hibit what may be termed "poverty overkill," 
providing more funds for a given family within 
the set of families classed as poor than are 
necessary to completely extinguish poverty. 

The effects and efficiency of various hypo
thetical negative income tax schemes have been 
generated by means of a computer simulation 

1 Jane Leuthold, "Formula Income Transfers and 
the Work Decision of the Poor," unpublished Ph.D. 
dissertation, University of Wisconsin, 1968. 

utilizing microdata. These data are drawn from 
the 1966 Survey of Consumer Finances, Do
minion Bureau of Statistics, and consist of 
a 1 per cent sample of Ontario "census fam
ilies." The census family definition is a very 
close approximation of the nuclear family con
cept frequently mentioned as the most suitable 
negative tax unit. In addition, simulations have 
been carried out to measure the efficiency of 
existing Canadian programs-family allow
ances and old age security benefits. At the time 
of the survey, these schemes made payments 
to all children under sixteen years of age and 
all persons over sixty-nine years of age, n::spec
tively. 

Preliminary results indicate that Ontario 
poverty is concentrated in urban areas and is 
most prevalent among unattached individuals, 
as is shown in Table II-I. 

TABLE I1-1 

Distribution of Families Below "Poverty 
Standard," by Family Characteristics, 

Ontario, 1965 
(per cent) 

Nonfarm Farm Total 

Unattached individual 44.4 3.9 48.3 
Married couple 7.0 2.3 9.3 
Married couple 

with children 15.5 6.3 21.8 
Male head (no spouse) 

with children 0.4 0.0 0.4 
Female head (no spouse) 

with children 19.7 0.5 20.2 

Total 87.0 13.0 100.0 

Existing Canadian grant programs turn out 
to be a relatively inefficient means of eliminat
ing poverty. More poverty could be eliminated 
by using equal-cost, universal negative income 
tax plans, as shown in Table 11-2. In all cases, 
the poverty gap is defined as the difference be
tween disposable income excluding the trans
fers being analyzed and the poverty standard 
previously defined. In the case of universal 
negative income taxes, each of the three 
negative income taxes analyzed is defined with 
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rates yielding a net cost after work-effort ad
justments equal to the cost of the grants which 
it replaces. The ratio of total poverty eliminated 
(measured in terms of the dollar amount by 
which the aggregate poverty gap is reduced) to 
the aggregate cost of each program is a mea
sure of program efficiency. 

TABLE II-2 

Efficiency of Alternative Transfers 
(per cent) 

Ratio of Total Fraction of 
Poverty Eliminated Poverty Gap 

to Total Cost Eliminated 

Existing programs 
Family allowances 7.6 4.5 
Old age security 43.6 36.5 

Universal negative 
income taxes 

Replacing F.A. 63.5 59.6 
Replacing OAS 77.4 56.2 
Replacing F.A. 

andOAS 56.0 82.4 

Among negative tax schemes proper, best 
results (in the sense of program efficiency) are 
achieved by utilizing proportional taxation as 
opposed to either progressive or regressive 
taxation. 

Colin J. Hindle 

Effect of Taxation on Personal Effort 

The design and scope of this project have been 
described in earlier reports. A preliminary ac
count of some of the findings was presented to 
the Annual Conference of the National Tax As
sociation in October 1969. This paper, which 
is to be published in the Proceedings volume of 
that Conference, covers the main findings from 
the interviews with respect to four general 
points: (a) The "price" effects on executive ef
fort exercised by the income tax; (b) The influ
ence of taxation on engineers and scientists who 
have gone into business; (c) The time spent by 
executives on management of personal tax af-
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fairs; (d) The time demands of corporate tax 
management. 

I expect to complete soon a first draft of the 
study. 

Daniel M. Holland 

The Effects of Alternative 
Unemployment Insurance Programs 

Research on this project is to center on two 
topics: the disincentive effects of unemploy
ment insurance schemes and the analysis of al
ternative unemployment insurance schemes. 
Research on the first topic would focus on how 
unemployment insurance payments affect the 
duration of unemployment, studies being done 
for several different labor groups. The second 
topic involves an extension of an existing 
model, developed for the Canadian Unemploy
ment Insurance Commission in 1968-69 to 
permit analysis of alternative unemployment 
insurance schemes in Canada. The extended 
models would incorporate information gained 
from study of the first topic as well as from 
other supplementary investigations and, in 
addition, would be expanded to allow study of 
further alternative programs. 

The research will be based primarily on anal
ysis of a large sample of Canadian individuals 
for whom data on labor force participation, 
wages, income, age, and family characteristics 
have been obtained from Unemployment In
surance Commission records and from income 
tax returns. The data set, a 5 per cent sample 
of Canadian individuals in the labor force in 
1965 and 1966, has been assembled by the 
Dominion Bureau of Statistics, the Unemploy
ment Insurance Commission, and the Depart
ment of National Revenue in Canada. The 
project is partially supported by the Canadian 
Unemployment Insurance Commission. 

One measure of the efficacy of an unemploy
ment insurance program;is the degree to which 
it affects the size of the employed labor force, 
both through its effects on the duration of un
employment and through its effects on labor 



force participation rates for various groups in 
the population. Surprisingly little work has 
been done on this subject. It is not clear 
whether the duration of unemployment is sig
nificantly affected by unemployment compen
sation, nor is it known whether different labor 
groups react differently to such payments. 1 

Lack of adequate data has precluded empirical 
measurement of these effects and, at the same 
time, has blocked development of theories of 
behavior of the unemployed, particularly a 
theory of duration of unemployment. The data 
source developed by the Unemployment Insur
ance Commission is thus highly useful. 

We propose initially to do a study concen
trating on married men, ages 25-50. Since these 
men typically do not leave the labor force when 
unemployed, changes in their labor force parti
cipation rates will be minimal. Thus the partici
pation decision will tend to be independent of 
decisions regarding job search and duration of 
unemployment. Also, by studying only married 
men we avoid the question of how the presence 
or absence of a wife affects the unemployment 
behavior of male participants; this question can 
be analyzed later. Subsequent studies will prob
ably focus on elderly workers, teenagers, and 
married women. 

Work on the second major research goal, 
development of a model to analyze alternative 
unemployment insurance programs, will profit 
from information gained in research on the ef
fects of unemployment insurance on the labor 
force. We would like to use this information 
to construct an analytic model that goes beyond 
that developed to evaluate the present Unem
ployment Insurance Commission proposals. 
Our tentative plan is to retain parts of the com
puter program specifying the model in its 
present form, modifying other parts to allow 
for the analysis of other changes in unemploy
ment insurance structure and to incorporate 
relevant information generated by the disincen-

1 For a review of previous research, see Charles 
Lininger, "The Effect of Weekly Unemployment 
Benefit Amounts on the Duration of Unemployment 
Benefits," unpublished Ph.D. dissertation, University 
of Chicago, 1962. 

tives study and other supplemental studies. 
The details of such modifications remain un

settled. We would like to capture three effects, 
namely, anticyclical effects, effects of differen
tial incidence of costs and benefits across indi
viduals and industries, and disincentive effects. 
An integrated analysis of these effects seems 
necessary before one can specify compensation 
schemes which are equitable yet also promote 
the efficient allocation of labor. 

A number of preliminary tasks must be com
pleted before much of the above research can 
be undertaken. These tasks range from addi
tional data validation to problems associated 
with the extension of the current simulation 
model. We expect to begin work on analyzing 
the 1965 and 1966 data in the summer of 1970. 
We expect that data for 1967 and 1968 will 
also become available at that time. In the mean
time, we are concentrating on developing a 
model of labor force behavior under unemploy
ment, assuming individuals to be maximizing 
utility subject to a full wealth constraint. 

John Bossons 
James Hosek 

Inter- and Intrastate Analyses of 
Grants-in-Aid and Local Fiscal Activity 

These studies are currently undergoing revision 
and staff review preliminary to publication by 
the National Bureau. Struyk's study, outlined 
in the 1969 Annual Report, is an analysis of 
state grant-in-aid programs to local govern
ments in New Jersey; Dresch's analysis, pre
sented to Yale University as a doctoral disser
tation, utilizes an interstate sample of local 
governments in metropolitan areas to examine 
the impact of varying state-local fiscal struc
tures. 

The basic model which is used to reconcile 
the two analyses can be indicated in brief out
line. First, an adequate model of local fiscal 
behavior as it is influenced by grants-in-aid 
must reflect the structure of the grant-in-aid 
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system. The conventional model implicitly em
ployed in much of the literature on local gov
ernment finance assumes that variations in 
grants are independent of local characteristics 
and fiscal behavior. An alternative formulation 
would treat the aid level as dependent on local 
characteristics, such as income, or the level 
of local expenditure, as when grants are pro
vided on a matching basis. In that case there is 
a simultaneous determination of grant and ex
penditure levels. Secondly, aid programs differ 
in terms of the intralocal incidence of aid fi
nancing, varying from the complete absence of 
local incidence to total local incidence. The im
pact of aid programs on local activity, in terms 
of both income and substitution effects, can be 
expected to depend on the degree of local in
cidence. Thus, it is necessary to consider the 
determinants of aid grants and the relationship 
between levels of aid and levels of local income 
net of aid-financing taxes. 

In the interstate analysis of urban fiscal ac
tivity by Dresch, it is assumed that grants-in-aid 
have a complete local incidence and hence have 
no influence on the local budget constraint. 
This assumption is justified on the ground that, 
across states, gross differences in levels of aid 
reflect differences in the distribution of respon-

sibility for the provision of local revenue be
tween the state and local governments. In this 
context, several alternative influences of grants 
are considered, most importantly possible dif
ferences in the intralocal incidence of state re
lative to local taxes and the imposition of state 
governmental controls over local activity ac
companying increases in relative state revenue 
responsibility. Thus, the effect of grants is not 
through the level of payments but through the 
relative dependence of the locality on state fi
nancing. To measure this relative reliance, an 
aid rate (aid relative to expenditure) is utilized 
in the expenditure equations. 

The effect of aid is quantified in the analysis 
of undeflated expenditures and local revenues; 
an increase in grants of one dollar is associated 
with an increase of $0.15 to $0.25 in total ex
penditures or revenue, and most of the coeffi
cients measuring this association are not statis
tically significant. Alternative specifications of 
the aid variable are compared and these aid 
effects are attributed to the use of the aid rate; it 
is argued that conventional aid level variables 
vastly overstate the impact of grants. 

Stephen P. Dresch 
Raymond J. Struyk 

2. NATIONAL INCOME, CONSUMPTION, AND CAPITAL FORMATION 

Introduction 

Two separate lines of research have been pur
sued during the past year. The household 
capital formation and savings project, under my 
direction, is concerned with the development 
of behavioral relations that underly the acquisi
tion of both tangible and financial assets by 
households. These studies involve analysis of 
both time-series and cross-sectional relation
ships. The latter are based on a set of experi
mental survey data obtained by the U.S. Bu
reau of the Census, with which the National 
Bureau is collaborating on the over -all project. 
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The survey data will be used mainly for anal
ysis of financial asset changes. In addition, the 
survey is designed to facilitate investigation of 
the potential uses of anticipatory data relating 
to changes in both tangible and financial assets. 

A second research area, and the major one, 
concerns analysis of economic and social ac
counts. Here, Richard and Nancy Ruggles are 
studying disaggregation problems. They have 
been concentrating on the construction of sub
sector estimates, using e'Kisting data, and on 
the development and exploitation of microdata 
sets that would permit types of disaggregation 
not otherwise possible. John Kendrick and 
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Robert Eisner are directing studies that involve 
expansion or elaboration of the present sys
tem of national accounts. Kendrick's work is 
focused on constructing estimates of imputed 
value for selected nonmarket activities-unpaid 
household work, the opportunity cost of stu
dents, and volunteer labor. In addition, Ken
drick is estimating both stocks and flows of 
"intangible" assets. Eisner is directing a series 
of studies concerned partly with activities not 
ordinarily included in national accounts and 
partly with refinement and improvement of the 
present accounts. Projects now under way 
range from analysis of capital gains to the val
uation and allocation of time spent in the 
household. These projects are discussed in 
more detail below. 

F. Thomas Juster 

Household Capital Formation 
and Savings 

The time-series analysis of demand for con
sumer durable goods is now close to comple
tion. Virtually all parts of the study, including 
the specification, estimation, and analysis of 
durable goods demand models, are in manu
script form. An objective (non anticipatory) 
model has been estimated and compared with 
models incorporating both objective and antic
ipatory data and with one incorporating only 
the latter. A paper comparing the objective and 
anticipatory models was presented at the 
CIRET conference held in Madrid last Oc
tober. 

The objective model has a tripartite struc
ture based on the partial adjustment of actual 
to desired stocks of durables, the formation of 
expectations via response to past forecast er
rors' and different response mechanisms for 
transitory and permanent changes in financial 
variables. Thus the model explains observed 
changes in the stock of consumer durables as 
the sum of planned changes (those due to ex
pected movements in the underlying behavioral 

variables) and unplanned changes (those due 
to unforeseen movements in behavioral vari
ables). The model can be used to explain pur
chases, as distinguished from net investment, 
on the usual assumption that purchases are 
equal to net investment plus depreciation meas
ured as some fraction of initial stock. 

The first part of the objective model, i.e., ex
pected or planned investment, can be compared 
with an anticipatory model that includes only 
subjective purchase expectations and a variable 
measuring consumer financial expectations. The 
complete objective model-expected (planned) 
plus unexpected (unplanned) changes in stocks 
of durables-can be compared with an anticipa
tory model which includes purchase expecta
tions, expectations about financial variables, 
and unanticipated changes in financial vari
ables. 

The empirical results are striking. Over the 
period 1949-67 the objective model explains 
about 88 per cent of the variance of net in
vestment in automobiles, and a little over 93 
per cent of the variance of net investment in 
nonauto durables and in total durables. For 
gross investment (purchases), the objective 
model explains over 93 per cent of the variance 
in automobiles and about 99 per cent of the 
variance in both nonauto durables and the total. 
All of the substantive economic variables in 
the model have significant t ratios and reason
able regression coefficients, and the implied lag 
structures are plausible. The objective model 
implies a mean lag of under one year, with the 
peak response in the second and third quarters. 
These results, and the implied elasticities, are 
comparable to and generally a little better than 
those obtained by other investigators. 

The anticipatory model cannot be estimated 
for the same time period because the basic data 
are unavailable; strict comparability can be 
achieved only for the period beginning in 1960, 
and only for net and gross investment in auto
mobiles. A comparison of the objective and 
anticipatory models for this shorter period indi
cates that the much simpler (two variable) an
ticipatory model does just as well as the much 
more complex (seven variables, including a 
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lagged dependent variable) objective model for 
planned investment, and slightly outperforms 
the objective model for total investment. De
spite the fact that the anticipatory model does 
not strictly relate to total durables purchases, 
it does about as well as the objective model 
even with total durables as the variable to be 
explained. 

Moreover, when the anticipatory variables 
are simply added to the fully specified objective 
model, both expected purchases and consumer 
expectations add significantly to the variance 
explained by the objective model; all but one 
of the substantive economic variables in the 
objective model are reduced to virtually ran
dom numbers This conclusion holds for both 
automobile and total durable goods purchases. 
The only objective variables that continue to 
exert a net influence on purchases, holding 
anticipatory variables constant, are relative 
prices and the unemployment rate. In both 
models, the latter variable represents unex
pected changes in financial circumstances, 
hence it is predicted to be significant holding 
plans and expectations constant. A possible in
terpretation of the finding that relative prices 
have a significant influence net of expectations 
is that price movements are generally unfore
seen by consumers and are thus not adequately 
accounted for in SUbjectively expressed plans 
and expectations. It is interesting that among 
those variables included in the objective model, 
relative price is the only one for which the state 
of consumer information might be substantially 
altered by actual investigation of a potential 
transaction; the other variables in the model 
are clearly known to the consumer unit at the 
time purchase and other expectations are 
measured. 

Recent empirical work has suggested a slight 
modification of the anticipatory model which 
seems to provide better structural properties. 
The basic idea is that the variable used to meas
ure consumer expectations (actually, the Index 
of Consumer Sentiment developed by the Sur
vey Research Center at Michigan) is best in
terpreted as a measure of the state of consumer 
uncertainty. It can be argued that consumer un-
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certainty makes a net contribution to the expla
nation of purchase decisions only when it is 
changing systematically; otherwise the pur
chase expectations variable will reflect the full 
influence of the state of uncertainty. The model 
implied by this interpretation is a nonlinear 
version of the anticipatory model described 
above: purchases are specified to be a function 
of purchase expectations, current unemploy
ment, and changes in the SRC Index of Con
sumer Sentiment multiplied by a dummy (1, 0) 
interaction variable. The interaction variable 
has a value of 1 if, and only if, consumer senti
ment is changing systematically; otherwise, it 
has a value of O. 

We plan to complete two manuscripts within 
the next few months. The first will cover the 
analysis and interpretation of the objective 
model of durable goods demand, and will in
corporate comparisons of objective and antici
patory models. The second will concentrate on 
the anticipatory models, focusing on the inter
pretation and proper specification of the un
certainty variable. This paper will also incor
porate an analysis of optimal forecasting 
methods for the anticipations model, analyzing 
questions of useful forecast span, single-quarter 
forecasts versus the average of multiquarter 
forecasts, and so forth. Both of these papers 
are being written in conjunction with Paul 
Wachtel. 

The experimental survey work being carried 
out in conjunction with the U.S. Bureau of the 
Census is now sufficiently far along so that we 
have begun to obtain substantive empirical re
sults. At present the initial survey and a six
months reinterview are on tape, and a number 
of preliminary regressions have been estimated. 
The focus is on analysis of alternative ex ante 
durable goods expenditure variables; analysis 
of the ex ante savings data is being deferred, 
since savings during the available six-month 
span are likely to be seriously affected by sea
sonal factors. For durables, the preliminary 
results suggest that expected expenditure varia
bles have less forecasting value than variables 
reflecting the probability of acquiring specific 
items like automobiles, houses, or appliances. 
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The results also suggest that the omission of 
probabilities for the purchase of multiple units 
within a given time span has a perceptible effect 
on forecast accuracy. That is, probabilities of 
buying "more than one," which were obtained 
in the experimental survey, appear to contrib
ute to the explanation of total purchases. 

Since the results of the second reinterview 
(conducted in May 1969) are now on hand and 
can be incorporated into the basic analysis 
tape, we expect to begin substantive analysis 
of the savings data within a few months. A 
wide range of questions will be investigated 
here: the contribution of various types of 
family income to an explanation of savings be
havior, the association between durables pur
chase expectations, savings expectations, and 
the corresponding actuals; the question of what 
explains savings and durable goods expecta
tions, as well as observed savings and durable 
goods purchases; and so on. Michael Lands
berger, formerly at the University of Pennsyl
vania, joined the project staff in July and will 
be working mainly on the cross-section analysis 
of the experimental survey data. 

The fourth wave of interviews on the experi
mental survey was completed as scheduled in 
November 1969; these data are now being 
edited and coded at the Census Bureau. The 
fifth and final wave, originally scheduled for 
May-June 1970, has been postponed for a few 
months because of budgetary constraints. It is 
now expected that we will obtain fifth-wave 
interviews in the late summer or early fall of 
1970. The data set for this experimental survey 
will eventually comprise two full years of in
formation for roughly 4,000 households, and 
will permit simultaneous analysis of differences 
over time and several sets of differences among 
families for the same time span. It will also be 
possible to relate differences in both expecta
tions and actual behavior for identical families, 
a procedure which simulates the behavior of 
expectational variables in time series much 
more closely than the usual cross-section 
analysis. 

Processing and preparation of the basic sur
vey data for analysis is under the supervision 

of A vrohn Eisenstein. Teresita Rodriguez has 
joined the project as a research assistant, work
ing mainly with data processing on the time
series analysis. 

The Design and Use of 
Economic Accounts 

F. Thomas Juster 

Our recently published study, The Design of 
Economic Accounts, provides a framework 
within which the accounts can be dis aggregated. 
Our current work is concerned with this ques
tion in two ways. First, in the tradition of na
tional accounts estimation, a variety of sources 
of information are being drawn on to disag
gregate major sectors and subsectors and to 
provide systematic and consistent data. Sec
ond, microdata sets are being created for spe
cific subsectors of the economy to permit the 
use of simulation techniques and to provide 
for estimates which could not otherwise be 
constructed. 

At present, research on the development and 
use of national economic accounts is focused 
on three separate segments of the system: 
(1) investigation of techniques for providing 
price indexes related to the national economic 
accounts, (2) subsector disaggregation of in
come and balance sheets for the household 
and enterprise sectors, and (3) the development 
of microdata sets with the objective of devel
oping social as well as economic accounts. 

In present practice, the price information 
on which the deflation of the national accounts 
is based derives in large part from the Cost of 
Living and Wholesale Price Indexes. Neither 
was designed primarily to fit into the national 
accounts. Moreover, the samples underlying 
these price indexes do not take into account 
the intercorrelation which normally exists 
among prices, and as a' result considerable 
sampling inefficiency exists. Given suitable 
computer processing techniques, it is now pos
sible to improve the specification of the price 
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observations required for the development of 
price indexes that would deflate both the end
use and income-originating measures of gross 
national product. Preliminary analysis suggests 
that it would be possible to provide more valid 
information with substantially fewer observa
tions than are now used in the Wholesale and 
Consumer Price Indexes. 

The disaggregation of the household and 
enterprise sector has as its object the develop
ment (for one point in time) of more detailed 
income statements and balance sheets for spe
cific subsectors. For the household sector, an 
attempt will be made to examine specific socio
economic groups, such as the aged and those 
belonging to certain poverty classes. For the 
enterprise sector, attention will be focused on 
certain unincorporated enterprise subsectors, 
such as farm and professional. Other work is 
being undertaken regarding the microeconomic 
behavior of establishments in the manufactur
ing sector and the manner in which such be
havior is related to productivity, wages, and 
price determination. 

Finally, related research is concerned with 
developing microdata sets for the household 
and enterprise sectors. This work involves the 
addition of imputed information from a variety 
of sources to the basic information obtained 
from samples of households and establish
ments. This research has the dual function of 
using microdata sets on households and enter
prises to assist in subsector disaggregation, and 
of developing techniques of integrating supple
mentary data into already existing microdata 
sets. 

Studies in the National 
Income Accounts 

Nancy D. Ruggles 
Richard Ruggles 

Most of my time in recent months has been 
devoted to writing the monograph on postwar 
productivity trends (reported on in Section 1), 
and the national income studies have moved 

slowly as a consequence. With regard to impu
tations for nonmarket economic activities, Eliz
abeth Wehle, Jennifer Rowley, and Harold 
Wolozin are planning early completion of 
monographs on unpaid household work, op
portunity cost of students, and volunteer labor, 
respectively. When these monographs are fin
ished, I plan to write a summary essay covering 
these and other imputations-chiefly rental 
values of nonbusiness capital goods and final 
goods and services charged to current expense 
by business. 

With regard to the total investment and cap
ital stock project, some preliminary findings 
about the intangibles are summarized in the 
report on productivity mentioned above. The 
estimates involved in this study are being re
vised and checked by my principal assistant, 
Jennifer Rowley. We then plan to design ap
pendix tables and write up the sources and 
methods underlying the estimates. By 1971, 
I hope to start on the analysis and to make 
some headway in writing the text. This study 
has been supported by grants from the National 
Science Foundation and by the general funds 
of the National Bureau. 

John W. Kendrick 

Measurement and Analysis 
of National Income 
(Non income Income) 

Work is under way on the following major 
topics: capital gains, the value of services and 
investment in education, the value of services 
and net investment in automobiles owned by 
households, depreciation of business capital 
stock, executive compensation (with particular 
focus on stock options), the valuation and allo
cation of household time, and the depletion of 
natural resources. The broad plan of research 
and some of the initial undertakings were de
scribed in last year's AnnualReport (pp. 58-59). 

At the American Statistical Association 
meetings in Detroit, December 1970, reports 



will be presented by Michael McElroy on "Cap
ital Gains and the Concept of Income," by 
Allan Mendelowitz on "Measurement of Eco
nomic Depreciation," by Wolfhard Ramm on 
"Services of Household Durables: The Case 
of Automobiles," and, possibly, by Robert 
Eisner and Arthur B. Treadway on the general 
concept and aims of the project. McElroy's 
work consists of a careful theoretical analysis 
of the origins of capital gains and their status 
as income, estimates of capital gains on corpo
rate stock from 1946 through 1968, estimates 
of capital gains of unincorporated business 
from 1946 to 1966, and other estimates from 
a variety of sources. Mendelowitz is applying 
accepted capital value theory to the estimation 
of economic depreciation, relating depreciation 
to exhaustion of an originally anticipated net 
revenue stream. After exploring relations 
among expected revenue streams, discount 
rates, asset service lives, and depreciation, 
Mendelowitz is estimating revenue stream pro
files by relating actual revenue to prior gross 
investment rates. Initial results, based on data 
from McGraw-Hill capital expenditure sur
veys, have been promising. 

Ramm is using highly dis aggregated market 
data on auto prices, qualities, and quantities 
to estimate hedonic price deflators and ex post 
depreciation patterns. This will allow the con
struction of more rigorous estimates of stocks, 
income (including capital gains), and net in
vestment flows for automobiles. This work 
promises to be the first comprehensive study 
of its kind, and will result in empirical esti
mates, for most of the postwar period, that 
utilize the major methodological suggestions in 
recent literature. The theoretical work has 
been completed, the laborious process of col
lecting information and transferring it to com
puter-usable formats is largely completed, and 
initial econometric results for several years 
have been obtained. 

Robert Wallace has been working with Proj
ect Talent 1 data, relating information on a 

1 A survey of 100,000 high school students con
ducted by the American Research Institute (Palo Alto) 
in 1960, with follow-ups in subsequent years. 

number of schooling inputs (aptitude, achieve
ment and personality tests scores for successive 
years) to post-high-school income, education, 
and occupation. The statistical work controls 
for a number of sociological factors and at
tempts to identify school outputs by reference 
to the subsequent incomes that various human 
capital components appear to command in the 
market. Wallace's tentative findings suggest that 
output variables representing "technical train
ing," as opposed to "verbal training" or per
sonality characteristics, are most relevant in 
determining future incomes. 

Among further studies recently begun, that 
of Peter McCabe on the valuation and alloca
tion of household time concerns services of 
human capital not traded in the market but 
either consumed directly by the household or 
applied to the production of more human capi
tal. Stephen Zabor is undertaking an analysis 
of executive compensation, with particular at
tention to stock options and other items of de
ferred compensation. John Soladay is begin
ning work on natural resource depletion, 
focused on the theoretical basis for the account
ing of exploration costs, on investment in the 
exploitation of natural resources, and on the 
capital gains and depreciation on these invest
ments. 

Renewal of financial support from the Na
tional Science Foundation is under considera
tion. If obtained, it will permit extension of the· 
study to several other areas as well as comple
tion of the econometric re-estimation of key 
economic relations on the basis of revised 
accounts. 

Robert Eisner 

Capital Gains and the Theory and 
Measurement of Income 

While considerable attention has been focused 
on the tax treatment of capita1 gains and losses 
and, in a predominantly theoretical way, their 
behavioral implications in individuals' con
sumption and portfolio decisions, there has 
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been no systematic appraisal of their relevance 
to the theory and measurement of income. This 
project is a conceptual and statistical attempt 
to explore the role of capital gains and losses as 
a form of income. 

Present practice is to exclude capital gains 
and losses, whether realized or not, from esti
mates of personal income. This results in a 
measure which, for purposes of assessing both 
the magnitude and the distribution of individ
uals' purchasing power, is considerably narrower 
than the theoretically appropriate Haig-Hicks 
concepts of individual income as consumption 
plus the change in net worth. Accrued gains and 
losses are large and highly variable: for the 
years 1947-64, annual gains on major asset 
groups-corporate stocks, residential real es
tate, and the physical capital of the unincor
porated business sector (including farms)
range from minus $50 billion to over $100 bil
lion, averaging $26.3 billion after adjustment 
for price level changes. By comparison, over the 
same period personal saving averaged $18.3 
billion and in almost every year was exceeded 
in absolute amount by capital gains (or losses). 
These estimates are preliminary, and minor re
visions will be undertaken in the near future. 

At present I am attempting to distribute this 
expanded measure of income over income size 

classes. Not only is this measure likely to show 
greater inequality than the distribution of in
come as measured by the Office of Business 
Economics, but its trend over time may well be 
toward more inequality. Inequality in the size 
distribution of OBE personal income has re
mained virtually constant during the past 
twenty-five years. 

A second phase of the study is analysis of the 
relevance of capital gains and losses to the 
measurement of current economic activity or 
output. It can be argued that major portions of 
accrued gains reflect "output" in a broad sense, 
and that they do not cancel out when the basic 
Haig-Hicks concept of income is summed over 
individuals. The problem, it is maintained here, 
is strictly one of measurement, a conclusion 
that runs counter to the conventional notion of 
capital gains and losses as "unproductive" in
crements to wealth. It is argued that the net 
result of including these gains and losses in na
tional income is a reallocation of income over 
time precisely analogous to the treatment of 
tangible investment by the OBE. A set of con
sistent stock/flow accounts has been developed 
as an expository framework for this expanded 
concept of national income. 

Michael B. McElroy 

3. URBAN AND REGIONAL STUDIES 

Introduction 

The National Bureau's research program in 
urban economics has expanded dramatically 
during the past year. Studies started last year 
and the year before have begun to come to 
fruition, and a number of new staff members 
have joined the Bureau's urban studies group. 

The major part of the ongoing research is 
related to the development of a large-scale, ex
perimental computer simulation model for 
studying the processes of urban development. 
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We are carrying out concurrently the over-all 
design and programming of the computer simu
lation model and the empirical investigation of 
the behavioral relationships needed for the 
model. Although all members of the urban 
studies group have made important contribu
tions to the model design, Greg Ingram has as
sumed principal responsibility for its over-all 
design and implementation. ;Special recognition 
should also be given to Royce Ginn, particu
larly for his help in solving the complex pro
gramming problems encountered in developing 



the simulation model. His contributions are not 
limited, however, to the computer simulation. 
All of the individual empirical studies involve 
the processing of large and complex data files; 
none would have proceeded very far without 
his tireless efforts. 

The individual econometric studies empha
size one or more areas pertinent to the com
puter simulation and are expected to provide 
either specific parameter estimates or the theo
retical understanding needed for some compo
nents of the simulation model. An exhaustive 
description of these linkages is not appropriate 
here. However, a few general examples are use
ful in illustrating the relationship between the 
individual econometric investigations and the 
simulation. The Brown-Kain study is designed 
to evaluate moving behavior and to determine 
how and why households modify their pattern 
of housing consumption. Dresch's study inves
tigates the hypothesis that workplace location 
of the primary wage earner is a major determi
nant of both the location of the household's 
residence and the type of housing it consumes. 
This hypothesis is fundamental to our current 
model design. If his findings do not confirm this 
key hypothesis, we will have to re-examine our 
views about the processes of urban develop
ment and possibly make major modifications of 
our model design. Mayo's study tests this un
derlying hypothesis in a somewhat different 
manner and may provide an alternative means 
of modeling the household's choice of residen
tiallocation, if his and Dresch's studies fail to 
support our working hypothesis. 

None of the previous studies will provide 
much direct evidence about how the housing 
stock adjusts to changes in the demand for 
housing services by housing-type submarket 
and location. This is a serious problem that can
not be evaluated fully because of the lack of 
satisfactory time-series data on changes in the 
housing stock. Even so, Silver's study of stock 
adjustment during the decade 1950-60 should 
provide some guidance for our modeling ef
forts. 

None of these studies involves original data 
collection. All of them except Silver's use large 

bodies of underanalyzed data on housing mar
kets, residential choice, and urban travel col
lected from land-use transportation studies in a 
number of metropolitan areas. One of the 
advantages of our approach to the development 
of an experimental urban simulation model is 
that it permits us to use varied bodies of data 
from several cities. This creates a number of 
difficult problems in reconciling parameter es
timates from different data sources. However, 
we believe that these difficulties can be over
come and that the model will be more general 
as a result of the diverse bodies of data em
ployed. 

A more practical reason for proceeding in 
this way is that several million dollars would 
be needed to reproduce the data sources in a 
more consistent way and for a single city. Our 
entire budget is but a small fraction of this. The 
distribution of money spent on research and 
data collection is already badly out of balance. 
Another expensive and large-scale data collec
tion effort would make this balance still more 
unfavorable. Furthermore, we still lack the 
knowledge to design a comprehensive data col
lection scheme of the kind that would be needed 
to answer the interrelated set of questions in
corporated in the simulation model. Such a data 
collection effort might be justified after we have 
analyzed more carefully the bodies of data pres
ently available to us and after we have com
pleted a prototype computer simulation, but 
not before. Without this experience, we will 
not know precisely what kinds of data are most 
needed. 

The Kain-Quigley study of housing market 
discrimination, although somewhat peripheral 
to the central urban modeling effort, is giving 
us valuable information about the characteris
tics and operation of urban housing markets 
and the way in which these markets are affected 
by racial discrimination. 

In a similar way, the Struyk-James study on 
changes in industry location will be of value 
in simulating changes in the distribution of em
ployment. We expect that changes in the loca
tion of basic industry will be exogenous to the 
urban simulation model. This is unsatisfactory. 
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We have been trying for some time to obtain 
funding that would permit us to begin a large
scale analysis of the determinants of the intra
metropolitan location of manufacturing estab
lishments. We have acquired from Dun and 
Bradstreet a valuable and most unusual body 
of data from which we could learn a great deal 
about this process, and we hope that we will be 
able to expand our research in this area in the 
coming year. 

In addition to these studies, there are several 
others that are not so closely linked to the ob
jective of developing an urban simulation 
model. David Gordon's research on employ
ment problems in the ghetto, Joseph Persky's 
analysis of the growth and change in racial 
composition of Southern metropolitan areas, 
and Masanori Hashimoto's study of regional 
employment rates across states and cities fall 
into this latter category. 

Modeling the Urban 
Housing Market 

John F. Kain 

This research effort seeks to represent two im
portant components of urban change. It at
tempts, first, to model changes which occur in 
the housing stock through new construction, 
modification of existing structures, and quality 
change over time; and, second, to simulate the 
locational choice of new and moving house
holds. Since these activities are fairly complex, 
they are being represented in a computer simu
lation model. While there are undoubtedly a 
myriad of approaches one could use to simulate 
changes in the housing stock and locational 
choice, I have decided to represent these activi
ties in a market setting. Thus the model has 
three major components: a supply submodel, 
a demand allocation submodel, and a market or 
assignment submodel. 

The supply submodel simulates stock adap
tation, construction, and quality change in each 
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of the several zones which comprise the metro
politan area. The level of each of the possible 
activities is a function of its expected profitabil
ity and several constraints. The profitability is 
derived from this period's expected prices and 
engineering cost estimates. The constraints re
flect such limitations as zoning restrictions and 
input availability. The output of this submodel 
is the revised stock of housing available for oc
cupancy subscripted by structure type and zone 
of location. 

The demand allocation submodel assigns 
movers of various household classes and work
places to housing types, by means of traditional 
demand functions whose arguments are relative 
prices and incomes. The relative prices incor
porate location in a general way in that they in
clude not only the expected housing price but 
also the expected work-trip cost. This part of 
the model accommodates the cross elasticities 
of substitution between house types, since 
members of more than one household class can 
select a given house type. The output of this 
submodel is the number of mover households 
selecting each house type, subscripted by 
household class and workplace zone. 

The market or assignment submodel matches 
up the movers with the available units. This will 
be done with a linear programming algorithm 
which will produce shadow prices on the vari
ous types of units. These shadow prices will 
then be used to formulate the expected prices 
for the next period. 

The supply submodel was programmed first 
and is an operating prototype that simulates 
stock alteration and new construction. This 
prototype is now being modified to better rep
resent quality change, especially disinvestment. 
The demand allocation and assignment sub
models have been designed and will be pro
grammed next. It is expected that the over-all 
market model will soon be operational. I will 
then run sensitivity analyses to identify impor
tant model parameters and tentatively simulate 
the effects of various trhnsport investment and 
housing policies. 

This model uses synthetic data, but it should 
be fairly easy to adapt to an actual city when 



the model is perfected and real data are avail
able. Meanwhile, by means of informal consul
tations with those doing econometric work in 
the area, I hope to keep the data requirements 
of the model realizable and the specified 
parameters realistic. 

Gregory K. Ingram 

The Detroit Housing Consumption
Residential Location Study 

This study is best described in terms of the 
broader framework of the National Bureau's 
urban modeling effort, as outlined by Kain and 
Ingram. The household sector is of primary im
portance for three components of the NBER 
model: (1) the mover identification model, 
(2) the housing submarket assignment model, 
and (3) the location model (assigning movers 
by housing submarket, to residence location). 
The immediate function of the Detroit study 
is to estimate the housing submarket demand 
equations and to identify and assign households 
to the alternative submarkets. Analyses of 
other issues of relevance to the NBER model 
are being pursued simultaneously; particularly 
important questions relate to the housing con
sumption choices of "non-normal" households, 
with normal defined as single-worker, male
headed, white households. Information on the 
housing consumption and residential location 
patterns of most non-normal household types 
is singularly lacking. It is hoped that the present 
study, with its rich data source, will signifi
cantly improve the understanding of these 
choices. 

Although not explicitly incorporated in most 
previous urban models, a key assumption of 
the Bureau model is that workplace location 
alters the relative prices of different types of 
housing and significantly influences the choice 
of housing submarket. In this context, housing 
prices must be defined to include structure 
supply price, location rent, the costs (if borne 
by the household) of public services, and trans-

portation costs (direct and opportunity), specif
ically the cost of the journey to work. The ini
tial objective of the study is to identify the effect 
of workplace location on housing consumption 
choices. 

The basic data source for the study is the 
home interview survey of the Detroit Transpor
tation and Land Use Study (TALUS). The first 
phase of the research has consisted of con
structing a "household-workplace" file for the 
41,243 sample households. This was accom
plished by merging several TALUS files to 
produce a composite containing (1) summary 
household information (e.g., residence location 
by census tract and TALUS analysis zone, 
structure type, tenure type and duration, race, 
income, family composition, number of work
ing family members), (2) additional detail for 
the household head (sex, age, marital status, 
education, occupation, and industry) and the 
wife of head (labor force status), and (3) details 
of the primary work trips of the head and wife 
(workplace location, mode of travel, and 
elapsed time). Construction and editing of this 
file is now complete. Of the 32,629 households 
with working heads, it was possible to identify 
workplace location for 27,244. The actual 
(1960 Census) and sample geographic employ
ment and residential distributions seem to co
incide quite closely. This correspondence be
tween the population and the sample is also 
observed in the socioeconomic dimension. 

Major effort is being devoted at this time to 
identifying bundles of residential services which 
define the housing submarkets. The first step 
in this process utilizes the TALUS structure 
types: (1) single-family, (2) duplex and row, 
(3) small multiple, and (4) large multiple. 
Housing types will be further identified by the 
physical characteristics of housing units within 
census tracts, by neighborhood prestige, and by 
public service quality. As indexes of the quality 
of public service, public school and crime sta
tistics are being developed. Prt<liminary anal
ysis utilizing only tract characteristics is now 
under way. 

Having defined housing types, the objective 
is the econometric estimation of the submarket 
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demand equations of the form: 

n 
(1) Hr = an'Xi + ~ brpJ(i) ' 

h=l 
n= 1, ... ,n 

where Ht' = the probability that household i 
will choose submarket h'; Xi = characteristics 
(e.g., income, family size) of household i; phi) = 
the price of housing type h (h = 1, ... , n), rel
ative to the price of housing type n + 1, at 
workplace j (the workplace of the head of 
household i), where the prices include the struc
ture supply price, location rent, public service 
cost, and the cost of the journey to work. Since 
the workplace-specific relative housing prices 
are not observed directly, they must be esti
mated from the mean within-workplace resid
uals. The test of the effect of workplace on 
housing consumption is whether these work
place-specific "incentive factors" differ signifi
cantly from zero. 

Assuming that a significant workplace effect 
is observed, the analysis will then attempt to 
identify the sources of the price variations. This 
will involve examining the relationships be
tween the incentive factors and such variables 
as travel time, transit availability, etc. Also, 
the changes in the incentive factors over time 
will be examined through information on length 
of residence. The observed changes in the geo
graphic residential distribution over the vari
ous periods will be decomposed into changes 
resulting from (a) changing workplace loca
tions, (b) changing prices at given workplaces, 
and (c) changing household characteristics. 

It will also be possible at this stage to esti
mate quantitatively the effect of housing market 
discrimination on the housing consumption 
patterns of nonwhites. The estimation of the 
submarket demand equations will be restricted 
initially to whites. By predicting black housing 
consumption on the basis of the estimated white 
equations and comparing this with the observed 
black consumption patterns, the distortion in 
choice can be specified. An effort will also be 
made to estimate the reverse effect of housing 
market restrictions on employment opportu
nities. 
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Other specific areas of investigation include 
the housing consumption patterns of the re
tired, blacks, female-headed households, and 
households with multiple workers. Since sam
ple sizes in excess of 4,000 are available for 
each of these groups, detailed analysis will be 
possible. 

The primary output of the Detroit study, in 
terms of the Bureau model, will be the sub
market demand equations. From the estimated 
equations it will be possible to specify consist
ent sets of workplace-specific prices, which can 
then be used in initializing the simulation 
model. 

Stephen P. Dresch 

Residential Location Decisions 

This study is an econometric investigation of 
the determinants of the residential choices of 
households. Objectives of the study have been 
to ascertain those attributes of households 
which may be used to identify submarkets in 
the urban housing market and to determine the 
relative importance of each of a number of sub
sets of locational attributes within each sub
market. At the heart of the theoretical model 
is a transportation cost-location-rent trade-off 
model which additionally considers the impact 
on residential choice of local public services, 
housing attributes, social amenities, property 
taxes, accessibility to shopping areas, and pre
existing land use and topography. The theo
retical development of the model stresses inte
gration of both the demand and supply sides of 
the market for urban housing. Empirical testing 
of the model is conducted by considering each 
of twelve stratified groups within the popula
tion as comprising distinct submarkets who 
compete for housing. The groups which are 
considered are stratified according to race and 
sex of the household head, .household income, 
family size, and the number of contributors to 
family income. Households are further strati
fied by workplace in order to isolate workplace 
and residence interactions. 



The form of the model which was tested was: 

Pijk = Fjk(Xi , t ji) 

where Pijk = the proportion of workers who 
work at workplace j, and who are in the kth 
socioeconomic category, and who live at resi
dential location i; Xi = a vector of variables 
which characterizes residential location i ac
cording to the sets of variables mentioned 
above; tji = travel time from workplace location 
j to residential location i. The subscripts of F 
indicate that there is a different function for 
each combination of workplace location and 
socioeconomic category. The equation thus de
scribes the pattern of residential locations for 
each combination of j and k as a function of the 
characteristics of residential locations and the 
characteristics of the transportation system. 

The model was estimated using ordinary 
least squares with census tracts as the unit of 
observation. Predicted and actual values of 
Pijk were grouped according to broader geo
graphical areas than census tracts to evaluate 
the ability of the model to predict population 
distributions over larger than tract-size areas. 

Estimation of the model at the census tract 
level resulted in corrected R2 statistics which 
ranged from about 0.04 to 0.45. Grouping the 
predicted and actual observations resulted in 
proportions of explained variance almost uni
formly on the order of 80 to 90 per cent. Major 
substantive conclusions are: 

1. Increases in commuting costs appear to 
be traded for lower location rents in every 
socioeconomic group investigated. The rela
tive importance of commuting time and loca
tion rent variables decreases with increasing 
income. 

2. Workplace locations of secondary wage 
earners in households, as well as that of the 
primary wage earner, seem to have a significant 
effect on household locational choice. 

3. Public services apparently have no signifi
cant unambiguous impact on residential choice. 

4. School quality seems to affect the loca
tions of only the higher-income groups. 

5. Attributes of the housing stock greatly 
affect residential choices, though different at-

tributes are important for different groups. 
6. Land use externalities do not appear to 

influence residential choices significantly. 
7. Property taxes seem to be capitalized al

most entirely into property values and there
fore have no pervasive effect on location. 

Some of these conclusions are subject to 
qualification because of problems of multicol
linearity and sampling errors in the data. The 
predictive equations do appear to be relatively 
sound, however, based on the ability to fore
cast residential distributions about one work
place using behavioral equations estimated on 
the basis of other workplaces. 

This analysis indicates that, while residential 
location models based upon location rent
transport cost trade-offs are substantially real
istic, there are other sets of variables which 
strongly influence locational decisions and 
which should be considered in further investi
gations of this sort. Stratification by socio
economic categories appears to be absolutely 
necessary in models of residential choice; be
havior is significantly different among practi
cally all groups considered. 

Stephen Mayo 

Metropolitan Moving Behavior 

This research is concerned with household de
cisions to move, to purchase particular bundles 
of housing services, and to choose particular 
locations within an urban area. We are exam
ining two questions: (1) Given the characteris
tics and changes in the characteristics of family 
units and the characteristics of the current resi
dence, can we predict which households will 
move? (2) For households that move, can we 
explain how the demand for dwelling unit 
quality, size, and structure type, neighborhood 
quality, and the quality of local public services 
enters into their choice of a new residence? 

The principal body of data used for the study 
was obtained from the Bay Area Transporta-
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tion Study (BATS). In addition to the usual 
origin and destination survey, BATS conducted 
a more extensive home interview of an addi
tional 3,000 households. This supplemental 
survey provided ten-year employment and resi
dential histories for each household. From this 
data we have created a "movers file," which for 
each move made during the ten-year period 
describes: (1) the location, dwelling-unit and 
neighborhood characteristics, and value or rent 
of each residence; (2) the head of household's 
occupation, industry, and workplace location 
before and after each move; and (3) the rela
tionship, sex, and age of all household members 
before and after the move. 

In addition, we are now working on a second 
file which will give the characteristics of each 
household and residence in each year and in
dicate whether it moved in that year. We will 
use this file to analyze the determinants of 
moving. 

The bundles of housing services included in 
the analysis are described in terms of tenure 
(own vs. rent), value or rent, structure type, 
age of structure, number of rooms, location, 
neighborhood quality and prestige, school qual
ity (average achievement scores), and tax rates. 
Many previous studies have emphasized the 
importance of school quality and tax rates on 
the location decisions of urban households. 
Dwelling unit characteristics were obtained 
from the home interview survey; measures of 
neighborhood quality and prestige, from census 
tract statistics; and school quality and tax data, 
from local governments. 

We assume that, at any moment in time, 
households demand a particular collection of 
attributes of the bundle of housing services and 
a particular location. Household demands for 
particular housing services depend on family 
structure, income, and where family members 
are employed. Therefore, changes in household 
characteristics may change the demand for 
either particular attributes or a particular loca
tion. When these changes in demand are large 
enough, the household will change its residence. 
For example, the birth of a child may cause 
the family to demand more space, or an in-
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crease in income may cause a family of the 
same size to demand a higher -quality unit. 

Changes in bundles of housing services may 
or may not be associated with a move from one 
part of the metropolitan area to another. Sim
ilarly, a major change in workplace location 
from one part of the region to another may 
cause the household to move while it consumes 
otherwise identical bundles of housing services. 
On the other hand, changes in workplace loca
tion may change the price of certain attributes 
of housing bundles, thereby changing the char
acteristics of the bundle. The empirical testing 
of these several hypotheses has great signifi
cance in the validation of alternative theories 
of residential location. 

A variety of statistical methods will be used 
in estimating these relationships. We have yet 
to determine the exact nature of the equations 
needed to estimate these demand relationships. 
The individual equations are obviously inter
related, but we still have to determine how this 
interrelationship should be specified. 

Besides being of general theoretical interest, 
we expect the findings of this research to be 
helpful in determining the demand equations 
for the simulation model. 

John F. Kain 
H. James Brown 

Housing Consumption, Housing 
Demand Functions, and 
Market-Clearing Models 

Analysis of variance tests reveal rather dramatic 
differences in housing consumption by family 
type, employment status, workplace, income, 
and race. These differences among households 
are attributable to differences in tastes, differ
ences in prices in the housing market as deter
mined by workplace location, and by racial 
segregation, which effec~ively creates a separate 
housing submarket for blacks in major urban 
areas. There may also be effects on the side of 
supply, such as market imperfections or long 
lags in changing the housing stock. 



To date most empirical research on urban 
housing has been devoted to describing the 
housing market prices, quantities purchased, 
and the quality of the stock. Little attention has 
been given to specifying the underlying demand 
and supply functions or how the housing mar
ket operates (e.g., how the stock is utilized or 
altered). For example, regression analysis re
lating housing prices or rents to resident in
come, housing quality, neighborhood charac
teristics, and race is essentially a description of 
the current housing market as determined by 
both demand and supply considerations and 
market imperfections. That housing prices are 
closely related to resident income and stock 
quality is testimony to the workings of the 
housing market. However, the particulars of 
the causal structure remain obscure. High
income residents, high-quality housing, and 
high house prices in a geographic area are all 
endogenous variables, reflecting the spatial 
configuration of jobs and the current housing 
stock throughout the city, which determines 
who will outbid whom at a given site. 

To disentangle the sources of variation in 
housing consumption and housing prices re
quires in the first instance a specification of 
housing demand functions. Household inter
view data are required for this analysis. Previ
ous analysis based on aggregated data, e.g., 
census tracts, unfortunately obscures the role 
of the workplace, a fundamental determinant 
of the relative prices of housing and work-trip 
costs confronting the household. Housing de
mand functions for the complex set of residen
tial services which can be considered "housing" 
are being estimated from household interview 
data; these include income elasticities and price 
elasticities as derived from the effects of work" 
place location on relative prices. 

These demand estimates permit a determina
tion of the separate effects on housing con
sumption of supply imperfections, or lags in 
supply adjustments to demand, relative to dif
ferences in tastes. They also can be employed 
in simulation models of the "market clearing" 
process, a specification of how households re
locate and what price they pay for different 

housing bundles. Recourse to either a mathe
matical programming formulation or more ad 
hoc iterative schemes in such a simulation de
pend for their success on using realistic housing 
demand functions as inputs. 

The output of these simulations would there
fore be the assignment of households to the 
existing housing stock and a set of derived 
prices. These, in turn, are important inputs to 
models representing housing stock additions 
and improvements as well as changes in such 
neighborhood characteristics as the tax base 
and the need for education. 

Mahlon R. Straszheim 

The Demand for Housing 

The objective of this research is to examine the 
demand for housing in the short run. The gen
eral model upon which the analysis is based is 
of the form: 

E(Qi) = f(x/i, ... , Xki, X"" ... , xs) 

g(Yi , p, Qi, 1-1, Hi) 

f(*) = 0 if no residential move 
= 1 if residential move 

where E(Qi) = expected value of housing serv
ices demanded by household i in a transaction 
during the period; Xli, ... , Xki = a series of 
"status" or "change" variables specific to 
household i; Xm, ••• , Xs = a series of variables 
specific to the neighborhood; Y i = income; 
p = price; Qi, t-l = level of housing services 
consumed at the beginning of the period; Hi = 
household characteristics 

This model emphasizes two important as
pects of housing demand behavior. First, a por
tion of all households adjust their housing con
sumption by moving. Second, out of the total 
popUlation, those households which do move 
are more likely to display a long-run level of 
demand, as measured by the amount of housing 
services purchased or rented in' the market, 
than are "sitting" owners or renters, whose con
sumption of housing is measured by the poten-
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tial market value or existing rental level of the 
dwellings which they occupy. 

The empirical work employs data from sev
eral thousand individual household records col
lected by the Southeastern Wisconsin Regional 
Planning Commission. These data include in
formation over a period of up to thirteen years 
(eight points in time) prior to the year of inter
view, on places of work and residence, and on 
income and value of housing for years in which 
place of work or residence was changed. 

The analysis falls into two principal parts: 
1. For that portion of the population which 

moved in the period prior to the interview date, 
the parameters of a variety of demand equa
tions have been estimated.! The principal find
ings are: that a measure of income which in
cludes the influences of wealth is superior to 
income measures which do not; that the level 
of housing services consumed prior to the resi
dential move adds significantly to the explana
tory power of all of the income measures em
ployed; and that aggregation leads to a severe 
upward bias on the coefficient of the income 
variable, whether this be current income or 
some representation of the permanent compo
nent of income. Extensions of this portion will 
include further experiments with the income 
variable and attempts to account for quality 
differences among housing units. 

2. The second principal portion of the anal
ysis involves a sample of households present 
at the beginning of the period, regardless of 
whether they moved their residence during the 
period. The object is to discover the determi
nants of the residential move. Those variables 
which will be emphasized are: the divergence 
between long-run and actual housing consump
tion levels, differences in individual and aver
age neighborhood household characteristics, 
changes in family size, and changes in travel 
time from home to work. In addition, hypoth
eses about the differences in causality between 

1 Results of this analysis are summarized in the 
paper, "A Model of Housing Demand in Metropoli
tan Areas," to be published with other papers pre
sented at a Conference on Urban Land Economics, 
by the John C. Lincoln Institute. 
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workplace change and residence change are to 
be tested. Differences in behavior between 
white and nonwhite households will also be 
examined. Nearly all the work on this portion 
has been concerned with preparing the data for 
analysis. Some preliminary examination of the 
processed data file is being conducted to fa
miliarize the investigator with distributions 
within the data, primarily by means of cross 
tabulations and hierarchical decision trees 
where sequential decisions are hypothesized, 
e.g., workplace move, residential move, tenure 
type in new housing, type of area of new hous
ing, location of new housing. 

Irving R. Silver 

A Housing Market Model 

While a series of studies concerning specific 
components of housing market behavior are 
being developed from an urban simulation 
model, a simpler model of the housing market 
has been formulated which can analyze actual 
changes in the housing stock of individual 
metropolitan areas. This model attempts to 
explain adjustments in the quality of the exist
ing stock of housing units as a response to price. 
The model postulates a continuum of quality 
within the stock, which, for empirical simplifi
cation, is divided into a few discrete classes. It 
is hypothesized that, within each small and rela
tively homogeneous area of the metropolitan 
area, change in the quantity of housing services, 
by converting the housing unit for some level 
of demand, depends upon the vector of price 
changes in the various quality levels weighted 
by some a priori measure of interclass degree 
of substitutability, e.g., spatial separation. Con
version, by definition, includes deterioration 
and improvement in addition to actual altera
tion of dwellings. 

The empirical work is based on census tract 
data for several metropolitan areas for 1950 
and 1960. Data for the San Francisco-Oakland 
and the Washington, D.C., areas are being 
processed and are nearly ready for analysis. 
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Additional data for St. Louis are also being 
acquired. Since the data include separate fig
ures for the nonwhite portions of those census 
tracts having a large percentage of nonwhite 
households, additional hypotheses may be 
tested about racial discrimination. The predic
tive accuracy of the model will be tested against 
the results of the 1970 Census. 

An Analysis of Ghetto 
Housing Markets 

Irving R. Silver 

There is a growing recognition that housing 
market discrimination plays a central role in 
the nexus of problems facing urban areas. Yet, 
in spite of the far-reaching effects of housing 
market discrimination, there has been very 
little systematic investigation into its nature 
and consequences. 

This study, an econometric analysis of the 
ghetto housing market in St. Louis, Missouri, 
should help fill this gap. The analysis is based 
on a sample of approximately 1,500 house
holds in St. Louis in 1967. The sample con
tains detailed information on both the charac
teristics of households and their dwelling units. 
Particularly noteworthy are detailed data on 
the quality of each dwelling unit and the sur
rounding neighborhood. There have been many 
surveys of dwelling units and many surveys of 
households, but we know of no other large
scale effort to collect and merge comprehensive 
housing and household information in this way. 

Although the study emphasizes the impact 
of discrimination on urban housing markets 
and the resulting distortions of Negro housing 
consumption, it is cast in the more general 
framework of an analysis of urban housing 
markets. Therefore, we consider the actual pat
terns of housing consumption by both black 
and white households in St. Louis and attempt 
to evaluate the racial discrimination in deter
mining these "patterns." The study deals ex
plicitly with the multidimensional character of 

housing services. Thus, it considers the physical 
characteristics of individual dwelling units 
(e.g., number of rooms, total floor area, num
ber of baths, condition, and over-all quality), 
the quality of surrounding properties and the 
neighborhood as a whole, and the quality of 
local public services. 

For the most part, research into housing 
market discrimination has been concerned with 
measuring the extent of segregation, evaluating 
the causes of current and historical patterns of 
racial segregation, and determining whether 
Negroes pay more than whites for comparable 
housing. Although the last question has been 
the focus of a large number of empirical 
studies, there is no completely persuasive evi
dence either way on the matter. Most research
ers would accept the view that blacks pay more 
than whites for housing of comparable size and 
quality, but this view is by no means unani
mous. Our own findings for St. Louis in 1967 
indicate that equivalent housing is roughly 
8 per cent more expensive in the ghetto than 
outside. 1 

In any case, price markups for comparable 
housing may be relatively less important than 
other consequences of housing market dis
crimination. A far more serious result, for 
example, may be a limitation on or a distortion 
of Negro housing patterns. Many kinds of hous
ing services may be completely unavailable to 
blacks or available only at prices or under cir
cumstances that virtually prohibit blacks from 
consuming them. Indeed, our research indi
cates that a much smaller proportion of Ne
groes purchase housing than whites, even after 
differences in income, family size and structure, 
and other determinants of homeownership are 
taken into account. Thirty-two per cent of the 
Negro households in our sample were home
owners in 1967. Our analysis suggests that 45 
per cent would have been homeowners had they 
been white. The differences for home pur-

1 Some preliminary findings including those per
taining to housing market discrimination are con
tained in John F. Kain and John M. Quigley, 
"Measuring the Value of Housing Quality," Journal 
of the American Statistical Association, June 1970. 
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chasers were larger still.2 If nonwhites are sys
tematically excluded from homeownership, the 
consequences may extend beyond housing con
sumption. For example, homeownership is by 
far the most important form of saving for low
income households. If nonwhite households are 
discouraged from owning their homes, they 
may be denied an important method of wealth 
accumulation. 

JohnF. Kain 
John M. Quigley 

Industrial Location within 
Metropolitan Areas 

The main thrust of the study during the past 
year has been developing data and more clearly 
defining the process of metropolitan industrial 
location. With respect to the latter, the impor
tance of the marginal components-new firms, 
firms relocating within the area, firms going 
out of business or moving out of the area, and 
firms expanding their employment at present 
locations-in producing the observed locational 
pattern of industry and industrial employment 
is being examined for four metropolitan areas. 
These areas are Boston, Cleveland, Minneapo
lis-St. Paul, and Phoenix. A report of the pre
liminary findings for the Boston area was pre
sented at the Fall 1969 Research Conference 
of the Committee on Urban Economics, and 
a report on the findings of all four areas will 
soon be given. 

A considerable part of last year's efforts 
was also devoted to investigating the limita
tions and usefulness of the establishment-level 
Dun and Bradstreet data, which are serving as 
our primary data source. As a result of this 
work, the cost of carrying out similar work 
for other cities will be substantially reduced, 

• These preliminary findings were included in a 
paper presented at the December 1969 meetings of 
the AEA. They may be found in John F. Kain and 
John M. Quigley, "Housing Market Discrimination, 
Homeownership, and Savings Behavior," Harvard 
University, Program on Regional and Urban Eco
nomics, Discussion Paper No. 58. 
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and the quality of the data will be generally 
improved. 

The ultimate goal of the project since its 
initiation has been not only to understand the 
dimensions of the location process but also to 
determine which factors most strongly influ
ence the intrametropolitan location decision of 
manufacturers and to quantify those influences 
using behavioral models. It is anticipated that 
one of the four metropolitan areas currently 
under study will be selected for this purpose 
and that modeling will begin in the second half 
of 1970. In addition, Robert Leone and Gor
don Saussy of Yale University are using the 
data to study the influence of transportation 
facilities and other factors on the location de
cision of firms in the New York and New 
Orleans metropolitan areas. 

Franklin James 
Raymond J. Struyk 

Ghetto Employment Problems 

I have spent the past year trying to complete 
some exploratory research on ghetto employ
ment problems. The data needed became avail
able much later in the year than I had expected, 
and in thinking about my work I have recon
sidered many of the underlying analytic as
sumptions. 

In my own area of interest, conventional 
marginal analysis has been applied quite di
rectly to the analysis of ghetto employment 
problems and discussions of manpower policy. 
Typically, an individual's "disadvantage" is 
presumed to vary more or less as the sum of a 
collection of individual handicaps. A person 
earns low wages, for instance, because he has 
had relatively little education, or because he 
has had little specific training, or because 
he has had little information about job oppor
tunities. Policy conclusion's have derived di
rectly from that framework. Since disadvantage 
is presumed to vary as a continuous function of 
a variety of relatively independent variables, 
analysts assume that marginal improvement 



of any relevant labor market characteristic will 
automatically bring about an incremental im
provement in the worker's labor market situa
tion. Thus, if he receives one additional year's 
equivalent of education, his earnings will be 
expected to increase automatically by a certain 
amount, regardless of his other characteristics 
and regardless of the social structure. 

An alternative hypothesis might be to pre
sume that, at any point in history, the prevail
ing and constantly evolving system of social and 
economic institutions defines and maintains 
class distinctions. It might be further assumed 
that these class distinctions change in such a 
way as to maximize the advantage of those in 
control of the institutions. At the most general 
level, it would envisage that individual labor 
market outcomes are determined primarily by 
those characteristics along which class distinc
tions are made, and only secondarily by those 
characteristics to which economists usually at
tribute productivity. With reference to ghetto 
employment problems, it would assume that 
those who are "disadvantaged" remain so more 
because it serves the interests of those in con
trol of institutions that a class of people is con
sidered "disadvantaged," than because they 
are relatively unproductive. 

This kind of analytic framework suggests 
several illustrative observations about ghetto 
employment problems, observations which 
ought to be subject to empirical test. For ex
ample, it implies that those with easily deter
mined and conventionally accepted second
class characteristics (blacks and women, for 
instance) dominate those jobs at the bottom of 
the hierarchical ladder (lower-status clerical, 
laborer, and service jobs). It would also pre
dict that training programs designed to increase 
a disadvantaged worker's productivity will not 
necessarily bring about improvements in his 
labor market status; institutions may continue 
to channel him into low-status jobs despite his 
apparent increase in skill. 

To begin to test these alternative hypotheses, 
I have been working with what seemed to me 
the most useful available set of data about 
ghetto employment problems, the new Urban 

Employment Survey, sponsored by the Bureau 
of Labor Statistics and the Bureau of the Cen
sus. In its first year, fiscal 1969 , it sampled large 
numbers from the ghetto populations of New 
York, Chicago, Los Angeles, Detroit, Houston, 
and Atlanta (and also, for control purposes, 
from the rest of Detroit and Atlanta). Its exten
sive questionnaires provide more detailed in
formation about job histories and labor market 
problems than we have ever had before. Using 
these data, I am trying to test the differences 
between a "conventional" and "class" analysis 
of these labor markets in several ways. 

First, I am trying to explore the explanatory 
power and interrelationships of different sets 
of variables that influence such labor market 
outcomes as wages and occupational status
on the one hand, variables like education and 
job experience, which we tend to assume are 
directly related to "productivity" and, on the 
other hand, variables like race and sex, which 
we assume are more distantly related to pro
ductivity. Second, I am trying to test for dis
continuities in the structure of jobs in the labor 
market, looking for evidence that a certain sub
set of jobs (defined by both industry and occu
pation) comprise the secondary half of what 
some have called the "dual" labor market. 
Third, I am trying to use these empirically de
rived definitions of the secondary labor market 
to help explain the relative effectiveness of the 
first and second sets of explanatory variables 
in influencing labor market outcomes-to look 
for evidence, in short, that some people are 
channeled into certain jobs with little reference 
to their skills. 

David Gordon 

Migration and Employment in 
Southern Metropolitan Areas 

Over the last year my research has focused on 
large southern metropolitan areas. This work 
is meant to complement the earlier work I did 
with John Kain on the nonmetropolitan South. 
The general purpose of the current research is 
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to explore the relation of migration and growth 
of employment in determining the racial and 
skill composition of southern cities. 

The heart of this effort is a migration model. 
This model includes four streams of migrants 
for the period 1955-60: white in-migrants from 
metropolitan areas, white in-migrants from 
nonmetropolitan areas, black in-migrants from 
metropolitan areas and black in-migrants 
from nonmetropolitan areas. Out-migration 
has been broken down into white and black 
streams. The most interesting (and still tenta
tive) findings to date are: (1) the importance of 
the hinterland in determining white and black 
nonmetropolitan in-migration. Each SMSA in 
the sample has been assigned a hinterland as 
defined by Rand McNally trading areas. Thus 
two SMSA's close to one another have a 
smaller "supply pool" of nonmetropolitan 
migrants to draw upon. This effect comes up 
clearly inregressionresults. (2) The relative con
stancy of white and black out-migration rates 
once adjustments are made for military move
ment. Blacks, however, tend to out-migrate at a 
substantially lower rate than whites. Differ
ences in employment growth have only minor 
effects on out-migration. This can be inter
preted as a substitution effect of "cheaper" 
labor within each racial labor force or, alterna
tively, an indication that the city in question 
is a "stopping off" point for migration else
where (e.g., Memphis for migration to Chi
cago). (3) Other things being equal (in particu
lar the rate of employment expansion), blacks 
tend to be more willing to move to and less 
willing to leave SMSA's with a low proportion 
of blacks. This may reflect a larger pool of 
"available" jobs in these cities. 

My research effort is currently moving back
ward in time. The central question is whether 
a simple migration model as described above 
can be adapted to explain the changes in the 
racial and skill composition of southern cities 
since 1900. I am currently working on a "simu
lation model" which will attempt such an 
explanation. 

Joseph J. Persky 
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Research on Regional Unemployment 

The purpose of this study is to analyze unem
ployment rates across states and cities. The 
study so far deals only with state differences, 
but the analytical procedure would be the same 
for cities. 

Observed differences in state unemployment 
rates at any point in time reflect both short-run 
and long-run components. The unemployment, 
Ujt, for the jth state at time t can be decomposed 
into the cyclical component, Cjt, the secular 
component, Sjt, and the residual, Vjt. Two alter
native forms of the decomposition were at
tempted here. One assumes that the three com
ponents are additive and the other assumes a 
multiplicative relation: 

(1) 

or 

(2) 

To facilitate the empirical separation of 
these components, the following relationships 
for the cyclical and the secular components 
were assumed. For the cyclical component, 

(I-a) 

or 

(2-a) 

where Ut+nj is the U.S. unemployment rate at 
time t+nj and f3j is a measure of cyclical sensi
tivity. 

For the secular component, 

(I-b) Sjt = aj + yl + 8j t2 

or 
2 

(2-b) Sjt = aje ("lit + 8it ) 

Thus the cyclical component of unemployment 
in a given state is related to the aggregate level 
of economic activity as represented by the ag
gregate unemployment rate, while the secular 
component is represented by a constant plus a 
trend. Substituting into (1) and (2), we get: 



(3) Ujt = aj + f3 j U t +nl + yjt + I3l2 + Vjt 

or 

The first task is to obtain meaningful mea
sures of the parameters in the above relation
ships, while the second is to compare and ana
lyze the differences in these measures among 
states. Finally, I hope to identify mechanisms 
by which labor markets adjust to changes in 
demand and supply conditions in both the 

linear equation 

a f3 100y 

mean 0.144 0.906 1.013 

standard 
deviation 1.476 0.315 4.917 

coefficient 
of variation 10.25 0.35 4.85 

The dispersion of the parameters as measured 
by both the standard deviation and the coeffi
cient of variation is smaller in the log than in 
the linear equation. In the short and long run, 
state unemployment rates behave more alike 
r.elatively than absolutely. 

An examination of the results suggests that 
f3 is higher in high-unemployment states than 
in low-unemployment states when the linear 
equation is used; there is no comparable rela
tionship with the log equation. For the linear 
equation, there is a positive correlation be
tween f3 and average unemployment between 
1950 and 1968 (r = 0.59), but for the log equa
tion there is a weaker and negative correlation 
(r = -0.37). Evidently, a given fall in the ag
gregate unemployment rate is associated with 
a greater absolute decline in unemployment 

short and the long run. 
Using seasonally adjusted quarterly data 

on insured unemployment rates for states 
from 1950-1 to 1968-IV, the parameters aj, f3j, 

Yj and I3 j were estimated for both linear and 
logarithmic equations. The best fit for both 
equations in every state was obtained when 
nj = 0; apparently there are no quarterly leads 
or lags in state unemployment responses to 
aggregate economic activity. 

The following table summarizes the distri
bution of the parameters across states. 

log equation 

100013 
, 

f3 100y 100013 a 

-0.189 -0.155 0.980 0.505 -0.062 

-0.535 0.670 0.249 1.230 0.165 

2.83 4.32 0.25 2.44 2.66 

rates in high-unemployment states than in low
unemployment states. But a given decline in 
aggregate unemployment tends to be associ
ated with a proportionately smaller decline in 
unemployment rates in higher-unemployment 

states. 
To explore the determinants of cyclical sen

sitivity, the following regressions were run 
across states: log Ii is the logarithm of the aver
age state unemployment rate between 1950 
and 1968, SW represents the proportion of sec
ondary labor force in the population, i.e., teen
agers, women over 20, and men over 65, 
CD / RS is the ratio of employment in construc
tion and durable manufacturing industries to 
employment in wholesale, retail, and service 
industries, and S is median years of schooling. 

f3 (from equation 3) = 0.579 + 0.494 (log 11) -0.011 (SW) + 0.005 (CDI RS) -0.012 (S) 
(0.811) (4.800) (-0.821) (4.358) (-0.393) 

R2 = 0.522 
n= 49 
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f3 (from equation 4) = 2.309 - 0.333 (log 11) -0.026 (SW) + 0.005 (CDI RS) -0.005 (S) R2 = 0.396 
n= 49 (3.647) (-3.653) (-2.167) (5.204) (-0.199) 

t values are in the parentheses. 

The negative coefficient of SW in these regres
sions suggests the predominance of the discour
aged worker effect. The positive coefficients of 
the CD / RS variable suggest that unemploy
ment in construction and durable manufactur
ing industries is more cyclically sensitive than 
in the retail and service industries. This result 
is to be expected since output and sales in the 
former groups of industries are cyclically more 
sensitive. 

Human capital analysis predicts negative 
signs for the coefficients of the S variable, as
suming that skill level is a positive function of 
schooling level and that the specificity of skills 
is also related positively to the total amount of 
skill. Short-run fluctuations in final demand 
cause immediate fluctuations in the demand for 
variable factors of production. The more spe
cific the skill, the less variable a factor of pro
duction is the worker possessing the skill. The 
results are consistent with this analysis, al
though the S coefficients are quite weak. 

A preliminary investigation of the secular 
component, Sjt, shows interesting patterns in 
change over time. 

1. States whose secular component declined 
experienced a faster growth in per capita in
come and a faster growth in nonagricultural 
employment than states whose secular compo
nent tended to rise. 

2. States with declining secular components 
experienced faster growth in population, a 
smaller decline in the male labor-force partici
pation rate, and a smaller increase in the female 
labor-force participation rate than states with 
rising secular components. 

3. States with declining secular components 
showed net in-migration, while those with ris
ing secular components showed the reverse. 
This suggests that migration was largely job-
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oriented, in that most migrants were formerly 
in the labor force and moved simply to obtain 
new employment. 

At any given time, what proportion of the 
observed variation across states in unemploy
ment rates is cyclical and what proportion is 
secular? To answer this question, I examined 
the composition of the variance in unemploy
ment rates across states during different cyclical 
periods. While the calculations are not yet com
plete, the results indicate that the contribution 
of the cyclical component of variance to the 
total variance is larger during cyclical troughs 
than during peaks. If this is so, depressed areas 
would be more accurately identified by unem
ployment rates during periods other than re
cessions. 

My current plans call for refinement and ex
tension of the analysis. A few areas in immedi
ate need of development are: 

1. Refinement of the analysis of factors in
fluencing f3j. 

2. Identification and analysis of economic 
variables that explain differences in Sjt at a 
given time. 

3. Exploration of interactions of changes in 
the demand for and supply of labor associated 
with particular trend patterns. 

4. Use of these findings to synthesize rele
vant economic factors into a more complete 
model that explains cyclical and secular fea
tures of the regional unemployment distribu
tion. 

Finally, a parallel study of the effects of mini
mum wages on the labor market is being carried 
out. Preliminary results .suggest that federal 
minimum wages had a dep~essing effect on both 
the employment rate and the labor-force par
ticipation rates of low-skilled groups in the 
labor force. Thus unemployment alone may 



not be a good indicator of minimum wage 
effects, since labor-force participation may also 
be affected. A more thorough study, with spe
cial attention paid to the lagged patterns of re-

sponse to minimum wages, is planned in the 
future. ' 

Masanori Hashimoto 

4. HUMAN RESOURCES AND SOCIAL INSTITUTIONS 

Introduction 

During the past year work has proceeded on 
three broad research programs: education, the 
economics of the legal system, and the eco
nomics of health. 

Some ongoing programs in education are 
being directed by Gary S. Becker (personal in
come distribution, consumption-labor supply 
decisions), while others are under the direction 
of F. Thomas Juster (net returns to education, 
savings, obsolescence of educational capital, 
school production functions, and agricultural 
productivity). Becker is primarily responsible 
for the legal economics studies, and Victor R. 
Fuchs is directing studies in the health area, 
which are reported on in Section 7 of this 
report. 

Education Studies. A volume with contribu
tions by three authors on the effects of human 
capital on the personal distribution of income 
is almost ready for a staff reading committee. 
One essay, by Barry Chiswick, deals with the 
effects of differences in the distribution of 
schooling on differences between regions and 
countries in inequality and skewness in the dis
tribution of income.! Jacob Mincer has almost 
completed his study of the influence of school
ing and postschooling investment on the struc
ture and age profile of earnings. Becker's study 
of the theory underlying the observed distribu
tion of schooling and other human capital was 
published as a Woytinsky Lecture at the Uni
versity of Michigan.2 

1 See the 1969 Annual Report, pp. 69-70, where 
Chiswick's work is discussed. 

2 See his Human Capital and the Personal Distribu
tion of Income, Institute of Public Administration, 
University of Michigan, 1967. 

Gilbert Ghez, Robert Michael, and Becker 
are examining the influence of education on 
consumption and labor supply decisions. Mi
chael's study, which concerns the influence of 
education on a household's "efficiency" in 
utilizing goods and time, has been through a 
reading committee and is being revised for 
publication as an Occasional Paper. Ghez's 
study, based on the household production func
tion model, is designed to explain variations in 
consumption with age. It emphasizes the inter
dependence over the life cycle between con
sumption decisions and labor supply decisions. 
Becker's companion study uses the household 
production function model to examine life
cycle patterns in the amount of time spent by 
males in the labor force. 

Both the income distribution and consump
tion-labor supply studies are being financed 
with the aid of a grant from the Carnegie Cor
poration. 

Considerable progress has been made during 
the past year on a series of education studies 
being conducted with the aid of a grant from 
the Carnegie Commission on Higher Educa
tion. Paul Taubman and Terence Wales, who 
are studying net returns to education, have 
completed a paper on the historical relation 
between mental ability (as measured by the 
usual test scores) and educational attainment. 
Their results are surprising in some respects: 
the data show that the average ability of those 
entering college has increased steadily during 
the past several decades-a period when the 
proportion of high school senior~ entering col
lege has also increased. Thus the widely ex
pressed fear that expansion of college enroll
ments to accommodate a rising fraction of the 
high school population would inevitably lead 
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