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#### Abstract

In this paper we consider the vector optimization problem $\min _{C} f(x), g(x) \in-K$, where $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ and $g: \mathbb{R}^{n} \rightarrow \mathbb{R}^{p}$ are $C^{0,1}$ functions and $C \subset \mathbb{R}^{m}$ and $K \subset \mathbb{R}^{p}$ are closed convex cones. We give several notions of solutions (efficiency concepts), among them the notion of a properly efficient point ( $p$-minimizer) of order $k$ and the notion of an isolated minimizer of order $k$. We show that each isolated minimizer of order $k \geq 1$ is a $p$-minimizer of order $k$. The possible reversal of this statement in the case $k=1$ is the main subject of the investigation. For this study we apply some first order necessary and sufficient conditions in terms of Dini derivatives. We show that the given optimality conditions are important to solve the posed problem, and a satisfactory solution leads to two approaches toward efficiency concepts, called respectively sense I and sense II concepts. Relations between sense I and sense II isolated minimizers and $p$-minimizers are obtained. In particular, we are concerned in the stability properties of the $p$-minimizers and the isolated minimizers. By stability, we mean that they still remain the same type of solutions under small perturbations of the problem data. We show that the $p$-minimizers are stable under perturbations of the cones, while the isolated minimizers are stable under perturbations both of the cones and the functions in the data set. Further, we show that the sense I concepts are stable under perturbations of the objective data, while the sense II concepts are stable under perturbations both of the objective and the constraints.
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## 1 Introduction

In this paper we consider the vector optimization problem

$$
\begin{equation*}
\min _{C} f(x), \quad g(x) \in-K, \tag{1}
\end{equation*}
$$

where $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}, g: \mathbb{R}^{n} \rightarrow \mathbb{R}^{p}$. Here $n, m$ and $p$ are positive integers and $C \subset \mathbb{R}^{m}$ and $K \subset \mathbb{R}^{p}$ are closed convex cones. It generalizes from scalar to vector optimization the classical Fritz John problem. There are different types of solutions of problem (1). Usually the solutions are called points of efficiency. We prefer, as in scalar optimization, to call them minimizers.

Let us underline, that for simplicity we assume that the functions $f$ and $g$ in (1) are defined on the whole space $\mathbb{R}^{n}$. The results of the paper remain true, if as usually in optimization, these functions are supposed to be defined on an open set in $\mathbb{R}^{n}$.

The deep connection between vector and scalar optimality concepts has always been stressed. Recall for instance that in the convex case a well known approach is the linear scalarization of the vector problem. In nonconvex problems several ad hoc scalarization techniques have been used. In this paper we consider a particular kind of scalarization which makes use of the so called "oriented distance" from a point to a set. It has been shown (see e.g. [11, 12, 27]) that more restrictive definitions of minimality for the considered scalarized problem correspond to more restrictive notions of efficiency.

In this work we are interested in the links between isolated minimizers (see e.g. [2]) of the scalarized problem and properly efficient points of the constrained problem (1). We will assume that $f$ and $g$ are of class $C^{0,1}$, i.e. locally Lipschitz functions. For such functions we apply some first-order necessary and sufficient optimality conditions to clarify the relations between these concepts.

While exploring the links between isolated minimizers and proper efficiency of the constrained problem (1), we give a new notion of proper efficiency that we will call proper efficiency in sense II (while we will refer to the classical notion of proper efficiency as proper efficiency in sense I). We show that this kind of proper efficiency implies stability of the solution with respect to the constraints and, under some regularity assumption, reveals to be a stronger notion than the classical one.

The outline of the paper is the following. Section 2 is devoted to some preliminary concepts. Here we recall several kinds of solutions of a vector optimization problem, among them the notions of properly efficient points ( $p$-minimizers) and isolated minimizers of order $k$. Here we introduce the oriented distance function and also the main results linking scalar and vector optimality concepts. Section 3 generalizes the notion of a $p$ minimizer to a $p$-minimizer of order $k$. It starts the investigations of the links between isolated minimizers and proper efficiency by showing (Theorems 3.1 and 3.2) that each
isolated minimizer is a $p$-minimizer. The possible reversal of this statement in the case $k=1$ is the main subject of investigation in the paper. In Section 4 with reference to $C^{0,1}$ functions, we recall some first order necessary and sufficient conditions in terms of Dini derivatives given in [12]. Section 5 discusses a reversal of Theorem 3.2, shows that the given optimality conditions are important to solve this problem, and that a satisfactory solution leads to two approaches toward the efficiency concepts, called respectively sense I and sense II concepts. The relation between the sense I and sense II isolated minimizers and $p$-minimizers is investigated. In Section 6 we investigate the stability properties of the $p$-minimizers and the isolated minimizers. We show that sense I and sense II concepts concern differences in the stability behaviour of the solutions. We mean by stability of a solution $x^{0}$, that $x^{0}$ remains the same type of solution under small perturbations of the problem data. We show that the $p$-minimizers are stable under perturbations of the cones, while the isolated minimizers are stable under perturbations both of the cones and the functions in the data set. Further, we show that the sense I concepts are stable under perturbations of the objective data, while the sense II concepts are stable under perturbations both of the objective and the constraints.

## 2 Vector optimality concepts and scalar characterizations

For the Euclidean norm and the scalar product in the considered finite-dimensional spaces we write $\|\cdot\|$ and $\langle\cdot, \cdot\rangle$. The open unit ball is denoted by $B$. From the context it should be clear to exactly which spaces these notations are applied. Considering Euclidean spaces for simplicity, let us mention, that the considerations can be raised immediately to finite dimensional real Banach spaces with the convention that $\|\cdot\|$ and $\langle\cdot, \cdot\rangle$ stands then respectively for the Banach norm and the dual pairing.

There are different concepts of solution of problem (1). In any case a solution $x^{0}$ should be a feasible point, i.e. $g(x) \in-K$ (equivalently $x \in g^{-1}(-K)$ ), which is assumed in the following definitions. The definitions presented are given in a local sense. We omit this specification in the text.

Definition 2.1. i) The feasible point $x^{0}$ is said to be weakly efficient (efficient) point, if there is a neighbourhood $U$ of $x^{0}$, such that if $x \in U \cap g^{-1}(-K)$ then $f(x)-f\left(x^{0}\right) \notin-\operatorname{int} C$ (respectively $\left.f(x)-f\left(x^{0}\right) \notin-(C \backslash\{0\})\right)$.
ii) The feasible point $x^{0}$ is said to be properly efficient if there exists closed (but not necessarily convex) cone $\tilde{C} \subset \mathbb{R}^{n}$, such that $C \backslash\{0\} \subset \operatorname{int} \tilde{C}$ and there exists a neighbourhood $U$ of $x^{0}$, such that if $x \in U \cap g^{-1}(-K)$, then $f(x)-f\left(x^{0}\right) \notin-\operatorname{int} \tilde{C}$.

It is worth to mention, that Definition 2.1 works also assuming for $C$ and $K$ only that they are closed cones, dropping the assumption of their convexity. Though then the
cones do not introduce partial order in their spaces, vector optimization with nonconvex cones appears in the literature. However for us the convexity assumption is important, since lately we make use of it introducing the oriented distance function and its analytical representation.

In this paper the weakly efficient, the efficient and the properly efficient points of problem (1) are called respectively $w$-minimizers, $e$-minimizers and $p$-minimizers. The following chain of implications is known:

$$
p \text {-minimizer } \Rightarrow e \text {-minimizer } \Rightarrow w \text {-minimizer }
$$

In virtue of Definition 2.1 a $p$-minimizer can be defined in the following way: The feasible point $x^{0}$ is said to be properly efficient point for the constrained problem (1) if there exists a closed cone $\tilde{C}$, such that $C \backslash\{0\} \subset \operatorname{int} \tilde{C}$ and $x^{0}$ is weakly efficient point for the problem $\min _{\tilde{C}} f(x), g(x) \in-K$. The equivalence of the two definitions holds true if this optimization problem does not implicitly assume, that is as a result of the general assumptions on the considered vector optimization problems, some additional properties of the involved cones. In our case such an implicit assumption is the convexity of $\tilde{C}$. The definition of a $p$-minimizer with the additional assumption of $\tilde{C}$ closed convex cone remains equivalent to Definition 2.1 ii) only in the case if the cone $C$ is pointed. Often in the literature the considerations of the vector optimization problems are restricted to the case of $C$ pointed closed convex cone with nonempty interior. The demand nonempty interior makes the weakly efficient points an interesting object (if the cone $C$ has an empty interior, then each feasible point $x^{0}$ is a weakly efficient point for the constrained problem (1)). For the investigations in this paper both conditions $C$ pointed and with nonempty interior are too restrictive (they need not be satisfied in the considered later problem (13)) and we prefer to get rid of them at the very beginning.

We give also the following definition.
Definition 2.2. The feasible point $x^{0}$ is said a strong e-minimizer if there exists a neighborhood $U$ of $x^{0}$, such that $f(x)-f\left(x^{0}\right) \notin-C$, for $x \in U \backslash\left\{x^{0}\right\} \cap g^{-1}(-K)$.

Obviously, every strong $e$-minimizer is $e$-minimizer.
The unconstrained problem

$$
\begin{equation*}
\min _{C} f(x), \quad x \in \mathbb{R}^{n} \tag{2}
\end{equation*}
$$

is a particular case of problem (1) and the defined notions of optimality are obviously related also to this problem.

For the cone $M \subset \mathbb{R}^{k}$ its positive polar cone $M^{\prime}$ is defined by $M^{\prime}=\left\{\zeta \in \mathbb{R}^{k} \mid\langle\zeta, \phi\rangle \geq\right.$ 0 for all $\phi \in M\}$. The cone $M^{\prime}$ is closed and convex. It is well known that $M^{\prime \prime}:=\left(M^{\prime}\right)^{\prime}=$
cl co $M$, see e. g. Rockafellar [26, Chapter III, § 15]. In particular for the closed convex cone $M$ we have $M^{\prime}=\left\{\zeta \in \mathbb{R}^{k} \mid\langle\zeta, \phi\rangle \geq 0\right.$ for all $\left.\phi \in M\right\}$ and $M=M^{\prime \prime}=\{\phi \in$ $\mathbb{R}^{k} \mid\langle\zeta, \phi\rangle \geq 0$ for all $\left.\zeta \in M^{\prime}\right\}$.

If $\phi \in-\operatorname{cl} \operatorname{co} M$, then $\langle\zeta, \phi\rangle \leq 0$ for all $\zeta \in M^{\prime}$. We set $M^{\prime}(\phi)=\left\{\zeta \in M^{\prime} \mid\langle\zeta, \phi\rangle=0\right\}$. Then $M^{\prime}(\phi)$ is a closed convex cone and $M^{\prime}(\phi) \subset M^{\prime}$. Consequently its positive polar cone $M(\phi)=\left(M^{\prime}(\phi)\right)^{\prime}$ is a closed convex cone, $M \subset M(\phi)$ and its positive polar cone satisfies $(M(\phi))^{\prime}=M^{\prime}(\phi)$. In this paper we apply this notation for $M=K$ and $\phi=g\left(x^{0}\right)$. Then we write for short $K^{\prime}\left(x^{0}\right)$ instead of $K^{\prime}\left(g\left(x^{0}\right)\right)$ (and call this cone the index set of problem (1) at $x^{0}$ ) and $K\left(x^{0}\right)$ instead of $K\left(g\left(x^{0}\right)\right)$. We find this abbreviation convenient and not ambiguous, since further this is the unique case, in which we make use of the cones $M^{\prime}(\phi)$ and $M(\phi)$.

A relation of the vector optimization problem (1) to some scalar optimization problem can be obtained in terms of positive polar cones.

Proposition 2.1 ([12]). Define

$$
\begin{equation*}
\varphi(x)=\max \left\{\left\langle\xi, f(x)-f\left(x^{0}\right)\right\rangle \mid \xi \in C^{\prime},\|\xi\|=1\right\} . \tag{3}
\end{equation*}
$$

The feasible point $x^{0} \in \mathbb{R}^{n}$ is a w-minimizer for problem (1), if and only if $x^{0}$ is a minimizer for the scalar problem

$$
\begin{equation*}
\min \varphi(x), \quad g(x) \in-K \tag{4}
\end{equation*}
$$

Proposition 2.2 ([12]). The feasible point $x^{0}$ is a strong e-minimizer of problem (1) if and only if $x^{0}$ is a strong minimizer of problem (4), i.e. if and only if there exists a neighborhood $U$ of $x^{0}$, such that $\varphi(x)-\varphi\left(x^{0}\right)>0$ for all $x \in\left(U \backslash\left\{x^{0}\right\}\right) \cap g^{-1}(-K)$.

Recall that the feasible point $x^{0}$ is said to be an isolated minimizer of order $k>0$ of problem (4) when there exists a constant $A>0$ such that $\varphi(x) \geq \varphi\left(x^{0}\right)+A\left\|x-x^{0}\right\|^{k}$ for all $x \in U \cap g^{-1}(-K)$. The concept of an isolated minimizer for scalar problems has been popularized by Auslender [2]. It is natural to introduce a similar concept of optimality for the vector problem (1).

Definition 2.3. We say that the feasible point $x^{0}$ is an isolated minimizer of order $k$ for the vector problem (1) if it is an isolated minimizer of order $k$ for the scalar problem (4).

To interpret geometrically the property that $x^{0}$ is a minimizer of problem (1) of certain type we introduce the so called oriented distance. Given a set $A \subset \mathbb{R}^{k}$, then the distance from $y \in \mathbb{R}^{k}$ to $A$ is given by $d(y, A)=\inf \{\|a-y\| \mid a \in A\}$. This definition works also for $A=\emptyset$ putting $d(y, \emptyset)=\inf \emptyset=+\infty$. The oriented distance from $y$ to $A$ is defined by
$D(y, A)=d(y, A)-d\left(y, \mathbb{R}^{k} \backslash A\right)$. This definition in the case $A=\emptyset$ gives $D(y, A)=+\infty$ and in the case $A=\mathbb{R}^{k}$ it gives $D(y, A)=-\infty$.

The function $D$ is introduced in Hiriart-Urruty [16, 17] and is used later in CiligotTravain [9], Amahroq, Taa [1], Miglierina [23], Miglierina, Molho [24]. Zaffaroni [27] gives different notions of efficiency and uses the function $D$ for their scalarization and comparison. Ginchev, Hoffmann [13] use the oriented distance to study approximation of set-valued functions by single-valued ones and in case of a convex set $A$ show the representation $D(y, A)=\sup _{\|\xi\|=1}\left(\inf _{a \in A}\langle\xi, a\rangle-\langle\xi, y\rangle\right)$. From this representation, if $C$ is a convex cone and taking into account

$$
\inf _{a \in C}\langle\xi, a\rangle=\left\{\begin{array}{ccc}
0 & , & \xi \in C^{\prime} \\
-\infty & , & \xi \notin C^{\prime}
\end{array}\right.
$$

we get easily $D(y,-C)=\sup _{\|\xi\|=1, \xi \in C^{\prime}}\langle\xi, y\rangle$. Turn attention, that this formula works also in the case of the improper cones $C=\{0\}\left(\right.$ then $\left.D(y,-C)=\sup _{\|\xi\|=1}\langle\xi, y\rangle=\|y\|\right)$ and $C=\mathbb{R}^{m}\left(\right.$ then $\left.\left.D(y,-C)=\sup _{\xi \in \emptyset}\langle\xi, y\rangle=-\infty\right)\right)$.

In particular the function $\varphi$ in (4) is expressed by $\varphi(x)=D\left(f(x)-f\left(x^{0}\right),-C\right)$. Proposition 2.1 is easily reformulated in terms of the oriented distance, namely:

$$
\begin{array}{ccc}
x^{0} w \text {-minimizer } & \Leftrightarrow & D\left(f(x)-f\left(x^{0}\right),-C\right) \geq 0 \text { for } x \in U \cap g^{-1}(-K), \\
x^{0} \text { strong } e \text {-minimizer } & \Leftrightarrow & D\left(f(x)-f\left(x^{0}\right),-C\right)>0 \text { for } x \in\left(U \backslash\left\{x^{0}\right\}\right) \cap g^{-1}(-K) .
\end{array}
$$

The definition of the isolated minimizers gives

$$
\begin{gathered}
x^{0} \text { isolated minimizer of order } k \Leftrightarrow \\
D\left(f(x)-f\left(x^{0}\right),-C\right) \geq A\left\|x-x^{0}\right\|^{k} \text { for } x \in U \cap g^{-1}(-K) .
\end{gathered}
$$

We see that the isolated minimizers are strong $e$-minimizers. In the next section we explore the links between isolated minimizers and $p$-minimizers.

Remark 2.1. In the important case $C=\mathbb{R}_{+}^{n}$ it can be shown (see [11, 12]) that statements like the ones in Propositions 2.1 and 2.2 remain true if the function $\varphi$ is substituted by

$$
\begin{equation*}
\varphi_{0}(x)=\max _{1 \leq i \leq n}\left(f_{i}(x)-f_{i}\left(x^{0}\right)\right) \tag{5}
\end{equation*}
$$

In fact, there exist constants $\alpha, \beta>0$ such that $\alpha \varphi(x) \leq \varphi_{0}(x) \leq \beta \varphi(x)$.
We conclude the section with a comment concerning the made in the beginning of the paper assumption that the cones $C$ and $K$ are closed and convex. In principle dealing with the vector optimization problem (1) one is inclined to accept that the cone $C$ should introduce a partial order in virtue of $y^{1} \leq_{C} y^{2} \Leftrightarrow y^{2}-y^{1} \in C$ and for the sake of transitivity of the partial order it is necessary that $C$ should be convex. However Definitions 2.1 and
2.2 do not involve convexity assumptions for $C$ and $K$, hence convexity is not essential for the concepts of efficiency. Convexity of $C$ is however essential when applying dual concepts, in particular polar cones. It is important both for validity of Proposition 2.2 and for the representation $\varphi(x)=D\left(f(x)-f\left(x^{0}\right),-C\right)$. For similar reasons the convexity of $K$ is important for the validity of the formulated further Theorem 4.1, which plays an important role in the present research.

## 3 Isolated minimizers and proper efficiency

Applying the introduced in the previous section oriented distance we can generalize the concept of proper efficiency. For a given cone $C$ and given $k \geq 1$ and $a>0$ we define the set

$$
C^{k}(a)=\left\{y \in \mathbb{R}^{m} \mid D(y, C) \leq a\|y\|^{k}\right\} .
$$

In the case $k=1$ we write for short $C(a)$ instead of $C^{1}(a)$. Let us underline, that $C(a)$ is a cone containing $C$.

Definition 3.1. We say that the feasible point $x^{0}$ is a properly efficient point of order $k \geq 1$ (called also p-minimizer of order $k$ ) for problem (1) if there exists a neighbourhood $U$ of $x^{0}$ and a constant $a>0$ such that if $x \in U \cap g^{-1}(-K)$ then $f(x)-f\left(x^{0}\right) \notin-\operatorname{int} C^{k}(a)$.

The above definition cannot be extended mechanically for the case $0<k<1$. Indeed, then for arbitrary $a>0$ and all sufficiently small $\|y\|$ we would have $D(y, C) \leq$ $\|y\| \leq a\|y\|^{k}$. Therefore assuming $f$ is continuous, which has place when $f$ is $C^{0,1}$, and $x$ sufficiently close to $x^{0}$, the inclusion $f(x)-f\left(x^{0}\right) \notin-\operatorname{int} C^{k}(a)$ could not have place.

The definition of a $p$-minimizer of order $k$ can be introduced also in another way. Denote by $\hat{y}$ the orthogonal projection of $y$ on $C$. Then we define the set $\hat{C}^{k}(a)=\{y \in$ $\left.\mathbb{R}^{m} \mid D(y, C) \leq a\|\hat{y}\|^{k}\right\}$. Consequently, we say that the feasible point $x^{0}$ is a properly efficient of order $k$ (for short, $p$-minimizer of order $k$ ) if there exists a neighbourhood $U$ of $x^{0}$ and a constant $a>0$ such that if $x \in U \cap g^{-1}(-K)$ then $f(x)-f\left(x^{0}\right) \notin-\operatorname{int} \hat{C}^{k}(a)$. It is easy to show, that this new definition has sense in general for $k>0$, and for $k \geq 1$ is equivalent to Definition 3.1. However, under the assumption of locally Lipschitz data, which is the case in this paper, $p$-minimizers of order $k \in(0,1)$ do not exist at all. For this reason we confine in the sequel to the case $k \geq 1$ and work with Definition 3.1.

Proposition 3.1. The point $x^{0}$ is a p-minimizer for problem (1) if and only if it is a p-minimizer of order 1 .

Proof. If $x^{0}$ is a $p$-minimizer of order 1 then $x^{0}$ satisfies Definition 2.1 with respect to the cone $\tilde{C}=C(a)$, hence $x^{0}$ is a $p$-minimizer.

Conversely, let $x^{0}$ be a $p$-minimizer and $\tilde{C}$ is the cone from Definition 2.1. Since the set $F=\{y \in C \mid\|y\|=1\}$ is compact and disjoint from the closed set $\mathbb{R}^{n} \backslash \tilde{C}$, therefore $a:=\operatorname{dist}\left(F, \mathbb{R}^{n} \backslash \operatorname{int} \tilde{C}\right)>0$. Now obviously $C(a) \subset \tilde{C}$. Since $x \in U \cap g^{-1}(-K)$ implies $f(x)-f\left(x^{0}\right) \notin-\operatorname{int} \tilde{C}$ and $-\operatorname{int} \tilde{C} \supset-\operatorname{int} \tilde{C}(a)$, we get $f(x)-f\left(x^{0}\right) \notin-\operatorname{int} C(a)$. Therefore $x^{0}$ is a $p$-minimizer of order 1 .

Proposition 3.1 shows that the given in Definition 3.1 notion of proper efficiency of order $k \geq 1$ generalizes the usual notion of proper efficiency. This is a justification of the proposed name. The given in Definition 3.1 condition can be expressed in different ways and on this basis we get different equivalent definitions of proper efficiency of order $k$. The next Proposition 3.2 submits such a proposal.

Proposition 3.2. The feasible point $x^{0}$ is a p-minimizer of order $k$ for problem (1) if and only if there exist a neighbourhood $U$ of $x^{0}$ and a constant $a>0$ such that for all $\varepsilon>0$ and all $x \in U \cap g^{-1}(-K)$ satisfying $\left\|f(x)-f\left(x^{0}\right)\right\| \geq \varepsilon$ it holds $D\left(f(x)-f\left(x^{0}\right),-C\right) \geq a \varepsilon^{k}$.

Proof. Let $x^{0}$ be a $p$-minimizer of order $k$. Then there exist a neighbourhood $U$ of $x^{0}$ and a constant $a>0$ such that for all $x \in U \cap g^{-1}(-K)$ it holds $f(x)-f\left(x^{0}\right) \notin-\operatorname{int} C^{k}(a)$. With the account of the definition of $C^{k}(a)$ the latter gives that $D\left(f(x)-f\left(x^{0}\right),-C\right) \geq$ $a\left\|f(x)-f\left(x^{0}\right)\right\|^{k}$. Then $\left\|f(x)-f\left(x^{0}\right)\right\| \geq \varepsilon$ gives $D\left(f(x)-f\left(x^{0}\right),-C\right) \geq a \varepsilon^{k}$.

Conversely, let $x^{0}$ satisfy the given condition. In particular the inequality $\| f(x)-$ $f\left(x^{0}\right) \| \geq \varepsilon$ is satisfied if we fix $x \in U \cap g^{-1}(-K)$ in advance for $\varepsilon=\left\|f(x)-f\left(x^{0}\right)\right\|$. The latter inequality gives gives that $D\left(f(x)-f\left(x^{0}\right),-C\right) \geq a\left\|f(x)-f\left(x^{0}\right)\right\|^{k}$ which can be rephrased as $f(x)-f\left(x^{0}\right) \notin-\operatorname{int} C^{k}(a)$.

The condition in Proposition 3.2 is convenient as a tool to check whether a given point $x^{0}$ is a $p$-minimizer of order $k$, see below the comments on Example 3.2. Let us however underline, that the same condition can be expressed in the equivalent form given in the next proposition.

Proposition 3.3. The feasible point $x^{0}$ is a p-minimizer of order $k \geq 1$ for problem (1) if and only if there exist a neighbourhood $U$ of $x^{0}$ and a constant $a>0$ such that for all $\varepsilon>0$ it holds

$$
\begin{equation*}
\left(f\left(U \cap g^{-1}(-K)\right)-f\left(x^{0}\right)\right) \cap\left(a \varepsilon^{k} B-C\right) \subset \varepsilon B \tag{6}
\end{equation*}
$$

Proof. Let $x^{0}$ be $p$-minimizer of order $k$ and let the neighbourhood $U$ of $x^{0}$ and the constant $a>0$ are that from Proposition 3.2. We show that (6) holds for all $\varepsilon>0$. Assume in the contrary, that there exists $x \in U \cap g^{-1}(-K)$ such that $f(x)-f\left(x^{0}\right) \in a \varepsilon^{k} B-C$, or equivalently $D\left(f(x)-f\left(x^{0}\right),-C\right)<a \varepsilon^{k}$, but $f(x)-f\left(x^{0}\right) \notin \varepsilon B$, or equivalently $\left\|f(x)-f\left(x^{0}\right)\right\| \geq \varepsilon$. The latter inequality according to Proposition 3.2 implies $D(f(x)-$ $\left.f\left(x^{0}\right),-C\right) \geq a \varepsilon^{k}$, a contradiction.

Let now for $x^{0}$ there exist a neighbourhood $U$ and a constant $a>0$ for which (6) holds. We show that also the condition in Proposition 3.2 is satisfied. Assume in the contrary, that there exists $\varepsilon>0$ and $x \in U \cap g^{-1}(-K)$ satisfying $\left\|f(x)-f\left(x^{0}\right)\right\| \geq \varepsilon$, but $D\left(f(x)-f\left(x^{0}\right),-C\right)<a \varepsilon^{k}$. This means that $f(x)-f\left(x^{0}\right)$ belongs to the left hand side of (6) but not to the right hand side, a contradiction.

To the best of our knowledge the proposed here definition of proper efficiency of order $k \geq 1$ is a new one. Let us however mention that Zălinescu [28] gives two definitions of proper efficiency, one of which applies a particular case of formula (6). For this reason [28] gives some prerequisite for the notion of $p$-minimizer of order $k$. Bednarczuk [5] calls the efficient points based on this definition strictly efficient points, and this name has been used also in [11]. From Proposition 3.3 it follows that the $p$-minimizers are strictly efficient points.

One can apply Definition 3.1 also to define $p$ minimizers of order $k \in(0,1)$, but for this purpose the definition of the set $C^{k}(a)$ needs first to be modified. In this paper we do not discuss this problem.

In the case when $f$ is $C^{0,1}$ function, that is locally Lipschitz, the following relation between isolated minimizers of order $k$ and $p$-minimizers of order $k$ holds.

Theorem 3.1. Let $f$ be of class $C^{0,1}$. If a point $x^{0}$ is an isolated minimizer of order $k \geq 1$ for problem (1) then $x^{0}$ is a $p$-minimizer of order $k$.

Proof. Assume in the contrary, that $x^{0}$ is an isolated minimizer of order $k$ but not $p$ minimizer of order $k$. Let $f$ be Lipschitz with constant $L$ in $x^{0}+r \mathrm{cl} B$. Take sequences $\delta_{\nu} \rightarrow 0+$ and $\varepsilon_{\nu} \rightarrow 0+$. Consider the sets $C^{k}\left(\varepsilon_{\nu}\right)$. From the assumption that $x^{0}$ is not a $p$-minimizer of order $k$ it follows that there exists a sequence of feasible points $x^{\nu} \in\left(x^{0}+\delta_{\nu} B\right) \cap g^{-1}(-K)$ such that $f\left(x^{\nu}\right)-f\left(x^{0}\right) \in-\operatorname{int} C^{k}\left(\varepsilon_{\nu}\right)$, and in particular $f\left(x^{\nu}\right)-f\left(x^{0}\right) \neq 0$. From the definition of $C^{k}\left(\varepsilon_{\nu}\right)$ we get

$$
D\left(f\left(x^{\nu}\right)-f\left(x^{0}\right),-C\right) \leq \varepsilon_{\nu}\left\|f\left(x^{\nu}\right)-f\left(x^{0}\right)\right\|^{k} \leq \varepsilon_{\nu} L^{k}\left\|x^{\nu}-x^{0}\right\|^{k}
$$

which contradicts to $x^{0}$ isolated minimizer of order $k$.
We formulate separately the particular case obtained by Theorem 3.1 for $k=1$.
Theorem 3.2. Let $f$ be of class $C^{0,1}$. If $x^{0}$ is isolated minimizer of first order for problem (1) then $x^{0}$ is a $p$-minimizer.

In the sequel we consider only isolated minimizers of first order and for this reason we will say occasionally just isolated minimizers instead of isolated minimizers of first order. Similarly, we consider also only $p$-minimizers of first order, which as we know are
just $p$-minimizers. Obviously, the first-order results obtained further in the paper admit generalizations to arbitrary order $k$.

The next Examples 3.1 and 3.2 show respectively that the Lipschitz assumption in Theorem 3.2 cannot be dropped and the result of Theorem 3.2 in general cannot be converted. As for the used notations, let us say that we prefer to denote the fixed value of the variable $x$ by $x^{0}$ when $x$ is vector-valued (then $x_{i}^{0}$ stands for the $i$-th coordinate of $x^{0}$ ) and $x_{0}$ when $x$ is real-valued.

Example 3.1. Let $f: \mathbb{R} \rightarrow \mathbb{R}^{2}, g: \mathbb{R} \rightarrow \mathbb{R}$, be defined as $\left.f(x)=(\sqrt{|x|}),-\sqrt[4]{|x|}\right)$ and $g(x)=x$. Let $C=\mathbb{R}_{+}^{2}$ and $K=\mathbb{R}_{+}$. The point $x_{0}=0$ is an isolated minimizer of first order, but not a p-minimizer for problem (1).

From $f(x)=f(-x)$ we see that the condition $g(x) \equiv x \leq 0$ does not introduce changes on the efficiency properties of $x_{0}=0$ for the constrained problem (1) in comparison with the unconstrained problem (2). It is obvious from the definition that $x_{0}$ is not a $p$-minimizer. The function $\varphi_{0}$ in (5) is $\varphi_{0}(x)=\max (\sqrt{|x|},-\sqrt[4]{|x|})=\sqrt{|x|}$. Since $\varphi_{0}(x) \equiv \sqrt{|x|} \geq|x|$ for $|x|<1$, the point $x_{0}$ is an isolated minimizer of first order. Thus, the conclusion of Theorem 3.2 does not hold, but obviously also $f$ is not $C^{0,1}$.

Example 3.2. Let $f: \mathbb{R} \rightarrow \mathbb{R}^{2}, g: \mathbb{R} \rightarrow \mathbb{R}$ be defined as $f(x)=\left(x^{2},-x^{2}\right)$ and $g(x)=x$. Let $C=\mathbb{R}_{+}^{2}$ and $K=\mathbb{R}_{+}$. Hence, $f$ and $g$ are of class $C^{0,1}$, $x_{0}=0$ is a p-minimizer, but $x_{0}$ is not an isolated minimizer of first order.

As an illustration of an application of Proposition 3.2 we observe that in this example $D\left(f(x)-f\left(x_{0}\right),-C\right)=D\left(\left(x^{2},-x^{2}\right),-\mathbb{R}_{+}^{2}\right)=x^{2}=\frac{1}{\sqrt{2}}\left\|\left(x^{2},-x^{2}\right)\right\|=\frac{1}{\sqrt{2}}\left\|f(x)-f\left(x_{0}\right)\right\|$.

Therefore $f(x)-f\left(x_{0}\right) \notin-\operatorname{int} C(1 / \sqrt{2})$, whence $x_{0}$ is a $p$-minimizer. On the other hand $x_{0}$ is not an isolated minimizer of first order for (1), since $x_{0}$ is not an isolated minimizer of first order for the scalar problem $\varphi_{0}(x)=x^{2} \rightarrow \min , x \leq 0$.

## 4 Dini derivatives and first-order optimality conditions

Problem (1) has been investigated in [12] under the hypothesis that $f$ and $g$ are of class $C^{0,1}$, i.e. locally Lipschitz. The authors obtained optimality conditions in terms of the first-order Dini directional derivative.

Given a $C^{0,1}$ function $\Phi: \mathbb{R}^{n} \rightarrow \mathbb{R}^{k}$ we define the Dini directional derivative (we use to say just Dini derivative) $\Phi_{u}^{\prime}\left(x^{0}\right)$ of $\Phi$ at $x^{0}$ in direction $u \in \mathbb{R}^{n}$, as the set of the cluster points of $(1 / t)\left(\Phi\left(x^{0}+t u\right)-\Phi\left(x^{0}\right)\right)$ as $t \rightarrow 0+$, that is as the Kuratowski limit

$$
\Phi_{u}^{\prime}\left(x^{0}\right)=\operatorname{Limsup}_{t \rightarrow 0+} \frac{1}{t}\left(\Phi\left(x^{0}+t u\right)-\Phi\left(x^{0}\right)\right)
$$

If $\Phi$ is Fréchet differentiable at $x^{0}$ then the Dini derivative is a singleton, coincides with the usual directional derivative and can be expressed in terms of the Fréchet derivative $\Phi^{\prime}\left(x^{0}\right)$ (called sometimes the Jacobian of $\Phi$ at $x^{0}$ ) by

$$
\Phi_{u}^{\prime}\left(x^{0}\right)=\lim _{t \rightarrow 0+} \frac{1}{t}\left(\Phi\left(x^{0}+t u\right)-\Phi\left(x^{0}\right)\right)=\Phi^{\prime}\left(x^{0}\right) u
$$

In connection with problem (1) we deal with the Dini directional derivative of the function $\Phi: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m+p}, \Phi(x)=(f(x), g(x))$ and then we use to write $\Phi_{u}^{\prime}\left(x^{0}\right)=(f, g)_{u}^{\prime}\left(x^{0}\right)$. If at least one of the derivatives $f_{u}^{\prime}\left(x^{0}\right)$ and $g_{u}^{\prime}\left(x^{0}\right)$ is a singleton, then $(f, g)_{u}^{\prime}\left(x^{0}\right)=$ $\left(f_{u}^{\prime}\left(x^{0}\right), g_{u}^{\prime}\left(x^{0}\right)\right)$. Let us turn attention that always $(f, g)_{u}^{\prime}\left(x^{0}\right) \subset f_{u}^{\prime}\left(x^{0}\right) \times g_{u}^{\prime}\left(x^{0}\right)$, but in general these two sets do not coincide.

The first-order necessary and sufficient optimality conditions given in the next theorem will be useful in clarifying the links between isolated minimizers and $p$-minimizers. In its formulation the following constrained qualification is used being a generalization for $C^{0,1}$ constraints of the well known Kuhn-Tucker constrained qualification, compare with Mangasarian [22, page 102].

$$
\begin{array}{ll}
\mathcal{Q}_{0,1}\left(x^{0}\right): & \text { If } g\left(x^{0}\right) \in-K \text { and } \frac{1}{t_{k}}\left(g\left(x^{0}+t_{k} u^{0}\right)-g\left(x^{0}\right)\right) \rightarrow z^{0} \in-K\left(x^{0}\right) \\
& \text { then } \exists u^{k} \rightarrow u^{0}: \exists k_{0} \in \mathbb{N}: \forall k>k_{0}: g\left(x^{0}+t_{k} u^{k}\right) \in-K .
\end{array}
$$

Theorem 4.1 ([12]). Let $f, g$ be $C^{0,1}$ functions.
(Necessary Conditions) Let $x^{0}$ be a w-minimizer of problem (1). Then for each $u \in \mathbb{R}^{n}$ the following condition is satisfied:

$$
\begin{array}{cc}
\mathcal{N}_{0,1}^{\prime}: & \forall\left(y^{0}, z^{0}\right) \in(f, g)_{u}^{\prime}\left(x^{0}\right): \exists\left(\xi^{0}, \eta^{0}\right) \in C^{\prime} \times K^{\prime}: \\
& \left(\xi^{0}, \eta^{0}\right) \neq(0,0), \quad\left\langle\eta^{0}, g\left(x^{0}\right)\right\rangle=0 \quad \text { and } \quad\left\langle\xi^{0}, y^{0}\right\rangle+\left\langle\eta^{0}, z^{0}\right\rangle \geq 0
\end{array}
$$

(Sufficient Conditions) Let $x^{0} \in \mathbb{R}^{n}$ and suppose that for each $u \in \mathbb{R}^{n} \backslash\{0\}$ the following condition is satisfied:

$$
\begin{array}{cc}
\mathcal{S}_{0,1}^{\prime}: & \forall\left(y^{0}, z^{0}\right) \in(f, g)_{u}^{\prime}\left(x^{0}\right): \exists\left(\xi^{0}, \eta^{0}\right) \in C^{\prime} \times K^{\prime}: \\
& \left(\xi^{0}, \eta^{0}\right) \neq(0,0), \quad\left\langle\eta^{0}, g\left(x^{0}\right)\right\rangle=0 \quad \text { and } \quad\left\langle\xi^{0}, y^{0}\right\rangle+\left\langle\eta^{0}, z^{0}\right\rangle>0
\end{array}
$$

Then $x^{0}$ is an isolated minimizer of first order for problem (1).
Conversely, if $x^{0}$ is an isolated minimizer of first order for problem (1) and the constraint qualification $\mathcal{Q}_{0,1}\left(x^{0}\right)$ holds, then condition $\mathcal{S}_{0,1}^{\prime}$ is satisfied.

Theorem 4.1 is valid and simplifies in an obvious manner when instead of (1) the unconstrained problem (2) is considered. Let us underline that then the reversal of the sufficient conditions does not require the use of constraint qualifications.

Theorem 4.2. (Necessary Conditions) Let $f$ be $C^{0,1}$ functions. Let $x^{0}$ be a wminimizer of problem (2). Then for each $u \in \mathbb{R}^{n}$ the following condition is satisfied:

$$
\forall y^{0} \in f_{u}^{\prime}\left(x^{0}\right): \exists \xi^{0} \in C^{\prime}: \xi^{0} \neq 0 \text { and }\left\langle\xi^{0}, y^{0}\right\rangle \geq 0
$$

(Sufficient Conditions) Let $x^{0} \in \mathbb{R}^{n}$ and suppose that for each $u \in \mathbb{R}^{n} \backslash\{0\}$ the following condition is satisfied:

$$
\begin{equation*}
\forall y^{0} \in f_{u}^{\prime}\left(x^{0}\right): \exists \xi^{0} \in C^{\prime}: \xi^{0} \neq 0 \text { and }\left\langle\xi^{0}, y^{0}\right\rangle>0 \tag{7}
\end{equation*}
$$

Then $x^{0}$ is an isolated minimizer of first order for problem (2). Conversely, if $x^{0}$ is an isolated minimizer of first order for problem (2) then condition (7) is satisfied.

As an obvious application of Theorem 4.1 and in some connection to $p$-minimizers we get the next Proposition 4.1.

Proposition 4.1. Let $f$ and $g$ be locally Lipschitz functions. If, for some pair $\left(\xi^{0}, \eta^{0}\right) \in$ $\left(C^{\prime} \times K^{\prime}\left(x^{0}\right)\right) \backslash\{(0,0)\}$, the feasible point $x^{0}$ is an isolated minimizer of first order for the scalar function

$$
\begin{equation*}
\varphi^{0}(x)=\left\langle\xi^{0}, f(x)-f\left(x^{0}\right)\right\rangle+\left\langle\eta^{0}, g(x)\right\rangle \tag{8}
\end{equation*}
$$

then $x^{0}$ is a p-minimizer of (1).
Proof. Let $u \in \mathbb{R}^{n} \backslash\{0\}$ and let $\left(y^{0}, z^{0}\right) \in(f, g)_{u}^{\prime}\left(x^{0}\right)$. Hence, for some sequence $t_{k} \rightarrow 0+$, we have

$$
y^{0}=\lim _{k \rightarrow+\infty} \frac{f\left(x^{0}+t_{k} u\right)-f\left(x^{0}\right)}{t_{k}}, \quad z^{0}=\lim _{k \rightarrow+\infty} \frac{g\left(x^{0}+t_{k} u\right)-g\left(x^{0}\right)}{t_{k}}
$$

Since $x^{0}$ is an isolated minimizer of first order for the scalar function (8), there exists a number $A>0$, such that $\varphi^{0}\left(x^{0}+t_{k} u\right)-\varphi\left(x^{0}\right) \geq A t_{k}$, whence

$$
\left\langle\xi^{0}, \frac{1}{t_{k}}\left(f\left(x^{0}+t_{k} u\right)-f\left(x^{0}\right)\right)\right\rangle+\left\langle\eta^{0}, \frac{1}{t_{k}}\left(g\left(x^{0}+t_{k} u\right)-g\left(x^{0}\right)\right)\right\rangle \geq A>0
$$

Passing to the limit we get $\left\langle\xi^{0}, y^{0}\right\rangle+\left\langle\eta^{0}, z^{0}\right\rangle \geq A>0$. Now the Sufficient Condition in Theorem 4.1 gives that $x^{0}$ is an isolated minimizer of first order for problem (1), and according to Theorem 3.2 it is also $p$-minimizer.

## 5 Two approaches toward proper efficiency

After Theorem 3.2 it is natural to put the question, under what condition this theorem admits a reversal. In other words under what condition $x^{0} p$-minimizer implies $x^{0}$ isolated minimizer of first order. Example 3.2 shows that in general such a reversal does not hold. To answer the posed question we consider first the unconstrained problem (2). Then a crucial role plays the property $0 \notin f_{u}^{\prime}\left(x^{0}\right)$.

Theorem 5.1. Let $f$ be a locally Lipschitz function and let $x^{0}$ be a p-minimizer for the unconstrained problem (2), which has the property $0 \notin f_{u}^{\prime}\left(x^{0}\right)$ for all $u \in \mathbb{R}^{n} \backslash\{0\}$. Then $x^{0}$ is an isolated minimizer of first order for (2).

Proof. We prove separately the particular case, when $C$ is a pointed cone, in order to demonstrate a smart application of Theorem 4.2. Thereafter we prove the general case.

The case of $C$ pointed. According to the comments after Definition 2.1 we may assume that the cone $\tilde{C}$ in this definition is closed convex, such that int $\tilde{C} \supset C \backslash\{0\}$ and $x^{0}$ is $w$-minimizer for the problem $\min _{\tilde{C}} f(x), x \in \mathbb{R}^{n}$. According to the Necessary Conditions of Theorem 4.2, this means, that for each $u \in \mathbb{R}^{n} \backslash\{0\}$ and $y^{0} \in f_{u}^{\prime}\left(x^{0}\right)$, there exists $\tilde{\xi}^{0} \in \tilde{C}^{\prime} \backslash\{0\}$, such that $\left\langle\tilde{\xi}^{0}, y^{0}\right\rangle \geq 0$. This inequality, together with $y^{0} \neq 0$ (implied by property $\left.\mathcal{P}\left(x^{0}, u\right)\right)$, shows that $y^{0} \notin-\operatorname{int} \tilde{C} \cup\{0\}$. Since $C \subset \operatorname{int} \tilde{C} \cup\{0\}$, we see that $y^{0} \notin-C$. This implies, that there exists $\xi^{0} \in C^{\prime}$, such that $\left\langle\xi^{0}, y^{0}\right\rangle>0$. According to the reversal of the Sufficient Conditions of Theorem 4.2, the point $x^{0}$ is an isolated minimizer of first order.

The general case. The general case assumes that the cone $C$ is only closed and convex. Therefore Definition 2.1 of a $p$-minimizer demands that the cone $\tilde{C}$ is only closed, and not necessarily convex.

Assume in the contrary, that $x^{0}$ is a $p$-minimizer for the unconstrained problem (2), but it is not an isolated minimizer of first order. Choose a monotone decreasing sequence $\varepsilon_{k} \rightarrow 0+$. From the assumption, there exist sequences $t_{k} \rightarrow 0+$ and $u^{k},\left\|u^{k}\right\|=1$, such that

$$
\begin{equation*}
D\left(f\left(x^{0}+t_{k} u^{k}\right)-f\left(x^{0}\right),-C\right)=\max _{\xi \in \Gamma_{C^{\prime}}}\left\langle\xi, f\left(x^{0}+t_{k} u^{k}\right)-f\left(x^{0}\right)\right\rangle<\varepsilon_{k} t_{k} . \tag{9}
\end{equation*}
$$

Here $\Gamma_{C^{\prime}}=\left\{\xi \in C^{\prime} \mid\|\xi\|=1\right\}$. We may assume that $0<t_{k}<r$ and $f$ is Lipschitz with constant $L$ in $x^{0}+r \mathrm{cl} B$. Passing to a subsequence, we may assume also that $u^{k} \rightarrow u^{0},\left\|u^{0}\right\|=1$, and that $y^{0}=\lim _{k} y^{0, k}$, where $y^{k}=\left(1 / t_{k}\right)\left(f\left(x^{0}+t_{k} u^{k}\right)-f\left(x^{0}\right)\right)$ and $y^{0, k}=\left(1 / t_{k}\right)\left(f\left(x^{0}+t_{k} u^{0}\right)-f\left(x^{0}\right)\right)$. From the definition of the Dini derivative we have $y^{0} \in f_{u}^{\prime}\left(x^{0}\right)$ and from the made assumption $y^{0} \neq 0$. We show that $y^{k} \rightarrow y^{0}$. This follows from the estimation

$$
\left\|y^{k}-y^{0}\right\| \leq \frac{1}{t_{k}}\left\|f\left(x^{0}+t_{k} u^{k}\right)-f\left(x^{0}+t_{k} u^{0}\right)\right\|+\left\|y^{0, k}-y^{0}\right\| \leq L\left\|u^{k}-u^{0}\right\|+\left\|y^{0, k}-y^{0}\right\|
$$

Let now $\xi \in \Gamma_{C^{\prime}}$. Then

$$
\begin{gathered}
\left\langle\xi, y^{k}\right\rangle=\frac{1}{t_{k}}\left\langle\xi, f\left(x^{0}+t_{k} u^{k}\right)-f\left(x^{0}\right)\right\rangle \leq \frac{1}{t_{k}} \max _{\xi \in \Gamma_{C^{\prime}}}\left\langle\xi, f\left(x^{0}+t_{k} u^{k}\right)-f\left(x^{0}\right)\right\rangle \\
=\frac{1}{t_{k}} D\left(f\left(x^{0}+t_{k} u^{k}\right)-f\left(x^{0}\right),-C\right)<\frac{1}{t_{k}} \varepsilon_{k} t_{k}=\varepsilon_{k} .
\end{gathered}
$$

Passing to a limit with $k \rightarrow \infty$ we get $\left\langle\xi, y^{0}\right\rangle \leq 0$ for arbitrary $\xi \in \Gamma_{C^{\prime}}$, whence $D\left(y^{0},-C\right)=\max _{\xi \in \Gamma_{C^{\prime}}}\left\langle\xi, y^{0}\right\rangle \leq 0$.

On the other hand $x^{0}$ is a $p$-minimizer, which according to Proposition 3.1means that $x^{0}$ is $p$-minimizer of order 1. Definition 3.1 gives now that there exists a constant $a>0$,
such that for all sufficiently great $k$ it holds

$$
\begin{gathered}
f\left(x^{0}+t_{k} u^{k}\right)-f\left(x^{0}\right) \notin-\operatorname{int} C^{k}(a) \Leftrightarrow \\
\frac{1}{t_{k}} D\left(f\left(x^{0}+t_{k} u^{k}\right)-f\left(x^{0}\right),-C\right) \geq a\left\|\frac{1}{t_{k}}\left(f\left(x^{0}+t_{k} u^{k}\right)-f\left(x^{0}\right)\right)\right\| .
\end{gathered}
$$

Applying the positive homogeneity of the oriented distance and passing to a limit with $k \rightarrow \infty$ we get

$$
\begin{equation*}
0 \geq D\left(y^{0},-C\right) \geq a\left\|y^{0}\right\|>0 \tag{10}
\end{equation*}
$$

a contradiction, which shows that $x^{0}$ is an isolated minimizer.
Now we generalize Theorem 5.1 for the constrained problem.
Theorem 5.2. Let $f$ and $g$ be $C^{0,1}$ functions and let $x^{0}$ be a p-minimizer for the constrained problem (1), which has the property

$$
\begin{equation*}
\left(y^{0}, z^{0}\right) \in(f, g)_{u}^{\prime}\left(x^{0}\right) \text { and } z^{0} \in-K\left(x^{0}\right) \text { implies } y^{0} \neq 0 \tag{11}
\end{equation*}
$$

Then $x^{0}$ is an isolated minimizer of first order for (1).
Proof. Assume in the contrary, that $x^{0}$ is a $p$-minimizer for the constrained problem (1) but it is not an isolated minimizer of first order. Choose a monotone decreasing sequence $\varepsilon_{k} \rightarrow 0+$. From the assumption, there exist sequences $t_{k} \rightarrow 0+$ and $u^{k},\left\|u^{k}\right\|=1$, such that $g\left(x^{0}+t_{k} u^{k}\right) \in-K$ and (9). We may assume that $0<t_{k}<r$ and $f$ and $g$ are locally Lipschitz with constant $L$ in $x^{0}+r \operatorname{cl} B$. Passing to a subsequence we may assume also that $u^{k} \rightarrow u^{0},\left\|u^{0}\right\|=1$, and that $y^{0}=\lim _{k} y^{0, k}$ and $z^{0}=\lim _{k} z^{0, k}$. Here $y^{k}=\left(1 / t_{k}\right)\left(f\left(x^{0}+\right.\right.$ $\left.\left.t u^{k}\right)-f\left(x^{0}\right)\right), y^{0, k}=\left(1 / t_{k}\right)\left(f\left(x^{0}+t u^{0}\right)-f\left(x^{0}\right)\right)$. Similarly $z^{k}=\left(1 / t_{k}\right)\left(g\left(x^{0}+t u^{k}\right)-g\left(x^{0}\right)\right)$, $z^{0, k}=\left(1 / t_{k}\right)\left(g\left(x^{0}+t u^{0}\right)-g\left(x^{0}\right)\right)$. Obviously $\left(y^{0}, z^{0}\right) \in(f, g)_{u^{0}}^{\prime}\left(x^{0}\right)$ and like in the general case proof of Theorem 5.1 we have $y^{0}=\lim _{k} y^{k}$ and $z^{0}=\lim z^{k}$. Further $z^{0} \in-K\left(x^{0}\right)$, which is true, since $\eta \in K^{\prime}\left(x^{0}\right)$ implies $\left\langle\eta, z^{k}\right\rangle=\left(1 / t_{k}\right)\left\langle\eta, g\left(x^{0}+t_{k} u^{k}\right)\right\rangle \leq 0$. Therefore condition (11) gives $y^{0} \neq 0$. Repeating now the general case proof of Theorem 5.1 we get the contradictory chain of inequalities (10), which proves the thesis.

As we see from Theorems 5.1 and 5.2 the condition $0 \notin f_{u}^{\prime}\left(x^{0}\right)$ plays an important role for the implication $x^{0}$ p-minimizer implies $x^{0}$ isolated minimizer of first order. However, as next Example 5.1 shows, in the constrained case, this condition is not necessary for this implication (while it is in the unconstrained case as Theorem 4.1 shows).

Example 5.1. Consider the constrained problem (1) with $f: \mathbb{R} \rightarrow \mathbb{R}, f(x)=-x^{2}$, $C=\mathbb{R}_{+}, g: \mathbb{R} \rightarrow \mathbb{R}, g(x)=|x|, K=\mathbb{R}_{+}$. The point $x_{0}=0$ is the only feasible point and according to the definitions in Section 2 it is both a p-minimizer and an isolated minimizer of first order. The Dini derivative at $x_{0}$ in direction $u$ is $(f, g)_{u}^{\prime}\left(x_{0}\right)=(0,|u|)$.

The proof of Theorem 5.1, the case of $C$ pointed, convince us in the importance of the Sufficient conditions, when investigating the implication $x^{0} p$-minimizer implies $x^{0}$ isolated minimizer of first order. These sufficient conditions "appear in an implicit form" in the proof of Theorem 5.1 (In the sense, that Theorem 4.1 in [12] applies similar reasonings in its proof). The sufficient condition $\mathcal{S}_{0,1}^{\prime}$ in Theorem 4.1 involves in fact the condition

$$
\begin{equation*}
(0,0) \notin(f, g)_{u}^{\prime}\left(x^{0}\right) \text { for all } u \in \mathbb{R}^{n} \backslash\{0\} \tag{12}
\end{equation*}
$$

Indeed, if $\left(y^{0}, z^{0}\right)=(0,0) \in(f, g)_{u}^{\prime}\left(x^{0}\right)$, then the strong inequality $\left\langle\xi_{0}, y^{0}\right\rangle+\left\langle\eta^{0}, z^{0}\right\rangle>0$ for $\left(\xi^{0}, \eta^{0}\right) \in C^{\prime} \times K^{\prime}\left(x^{0}\right)$ cannot be satisfied. Therefore, it seems natural, for the investigated implication, instead of condition (11) from Theorem 5.2 to apply condition (12). The next example shows however, that the conclusion of Theorem 5.2 does not hold, when replacing condition (11) with condition (12).

Example 5.2. Consider problem (1), with $f: \mathbb{R} \rightarrow \mathbb{R}^{2}, f(x)=\left(x^{2},-x^{2}\right), C=\mathbb{R}_{+}^{2}$, $g: \mathbb{R} \rightarrow \mathbb{R}, g(x)=-|x|, K=\mathbb{R}_{+}$and let $x_{0}=0$. For $u \in \mathbb{R} \backslash\{0\}$ we have $f_{u}^{\prime}\left(x_{0}\right)=(0,0)$ and $(f, g)_{u}^{\prime}\left(x^{0}\right)=(0,0 ;-|u|) \neq 0$. Therefore condition (12)has place, but (11) does not. Further $g\left(x_{0}\right)=0$, whence we derive easily that $K\left(x_{0}\right)=\mathbb{R}_{+}$. The constrained qualification $\mathcal{Q}_{0,1}\left(x^{0}\right)$ is satisfied, since $g\left(x_{0}+t u\right)=-t|u| \in-\mathbb{R}_{+}$for every $u \in \mathbb{R}$ and $t>0$. The point $x_{0}$ is a p-minimizer, but not an isolated minimizer of first order. Therefore, the conclusion of Theorem 5.2 has not place.

In virtue of Example 5.2, to obtain a result similar to Theorem 5.2 under condition (12) we need a new approach toward the concepts of an isolated minimizer and a $p$-minimizer. For this purpose, we relate to the constrained problem (1) and the feasible point $x^{0}$, the unconstrained problem

$$
\begin{equation*}
\min _{C \times K\left(x^{0}\right)}(f(x), g(x)) \tag{13}
\end{equation*}
$$

Definition 5.1. We say that $x^{0}$ is a p-minimizer of order $k$ in sense II (or just pminimizer in sense $I I$, when $k=1$ ) for the constrained problem (1) if $x^{0}$ is a p-minimizer of order $k$ for the unconstrained problem (13).

Similarly, we say that $x^{0}$ is an isolated minimizer of order $k$ in sense II for the constrained problem (1) if $x^{0}$ is an isolated minimizer of order $k$ for the unconstrained problem (13).

We will preserve the names for the concepts used so far, but sometimes they will be referred to as sense I concepts, saying e.g. $p$-minimizer in sense I, instead of just $p$-minimizer.

As an immediate application of Theorem 5.1 we get the following result.

Theorem 5.3. Let $f$ and $g$ be $C^{0,1}$ functions and let $x^{0}$ be a p-minimizer in sense II for the constrained problem (1), which has property (12) Then $x^{0}$ is an isolated minimizer of first order in sense II for (1).

Next we show, that under the hypotheses of Theorem 5.3 we can get the conclusion that $x^{0}$ is an isolated minimizer of first order in sense I. We state also some relations between isolated minimizers of first order in sense I and II, and similarly between $p$-minimizers in sense I and II.

Theorem 5.4. Let $f$ and $g$ be $C^{0,1}$ functions and let $x^{0}$ be a p-minimizer in sense II for the constrained problem (1), which has property (12). Then $x^{0}$ is an isolated minimizer of first order in sense I for (1), and hence, $x^{0}$ is also a p-minimizer in sense $I$.

Proof. According to Theorem $5.3 x^{0}$ is an isolated minimizer of first order for the unconstrained problem (13). The reversal of the Sufficient conditions part of Theorem 4.2 gives a condition, which coincides with the sufficient condition $\mathcal{S}_{0,1}^{\prime}$ of Theorem 4.1, whence $x^{0}$ is an isolated minimizer in sense I for the constrained problem (1). Theorem 3.2 gives now, that $x^{0}$ is also a $p$-minimizer in sense I for (1).

Thus, within the set of points satisfying (12), the set of the $p$-minimizers in sense II is a subset of the $p$-minimizers in sense I. The reversal does not hold. In fact, the following reasoning shows, that in Example 5.2 the point $x_{0}$ is a $p$-minimizer in sense I , but it is not a $p$-minimizer in sense II. Now for the corresponding problem (13) we have

$$
(f, g): \mathbb{R} \rightarrow \mathbb{R}^{3}, \quad(f(x), g(x))=\left(x^{2},-x^{2},-|x|\right)
$$

and $C \times K\left(x_{0}\right)=\mathbb{R}_{+}^{2} \times \mathbb{R}_{+}=\mathbb{R}_{+}^{3}$. Each point $x \in \mathbb{R}$ is feasible and the function $\varphi_{0}$ from (5) is $\varphi_{0}(x)=\max \left(x^{2},-x^{2},-|x|\right)=x^{2}$, whence $x_{0}$ is an isolated minimizer of order 2 in sense II, but it is not an isolated minimizer of first order in sense II. Therefore, according to Theorem 5.3, in spite that $x_{0}$ is a $p$-minimizer in sense I , it is not a $p$-minimizer in sense II (the assumption that $x_{0}$ is a $p$-minimizer in sense II would imply that $x_{0}$ is an isolated minimizer in sense II).

Let us now make some comparison of Theorems 5.2 and 5.4. In spite that condition (12) is more general than condition (11), Theorem 5.4 does not imply Theorem 5.2. Indeed, the assumption in Theorem 5.4 is that $x^{0}$ is a $p$-minimizer in sense II, which does not imply the more general assumption that $x^{0}$ is a $p$-minimizer in sense I.

Next we compare the isolated minimizers in sense I and II.
Theorem 5.5. Let $f$ and $g$ be $C^{0,1}$ functions. If $x^{0}$ is an isolated minimizer of first order in sense II for the constrained problem (1), then $x^{0}$ is an isolated minimizer of first order in sense I for (1). If the constraint qualification $\mathcal{Q}_{0,1}\left(x^{0}\right)$ holds, then also the converse is true.

Proof. Let $x^{0}$ be an isolated minimizer of first order in sense II. The reversal of the Sufficient conditions part of Theorem 4.2 gives the sufficient condition $\mathcal{S}_{0,1}^{\prime}$ of Theorem 4.1, whence $x^{0}$ is an isolated minimizer in sense I.

Conversely, let $x^{0}$ be an isolated minimizer of first order in sense I. Under the constraint qualification $\mathcal{Q}_{0,1}\left(x^{0}\right)$, we can apply the reversal of the Sufficient conditions part of Theorem 4.1), getting condition $\mathcal{S}_{0,1}^{\prime}$, which is identical with the sufficient conditions of Theorem 4.2 applied to problem (13), whence $x^{0}$ is an isolated minimizer in sense II.

We conclude the paper with the following remark. The comparison of the $p$-minimizers and the isolated minimizers of first order has been a motivation to introduce besides the $p$-minimizers (in sense I) defined in Section 2, also the $p$-minimizers in sense II. From the literature it is known, that usually some stability properties are appropriate both to $p$-minimizers (see e.g. [6], [25] and [24]) and to the isolated minimizers (see e.g. [2]). An interesting question is to compare the type of stability which is appropriate respectively to the sense I and sense II concepts. The authors' intention is to show in a separate paper, that sense I concepts obey stability with respect to the objective data, while sense II concepts obey stability with respect both to the objective data and the constraint data.

## 6 Proper efficiency, isolated minimizers and stability

In this section we discuss stability properties of properly efficient points and isolated minimizers for the constrained vector optimization problem (1).

Consider the following example.
Example 6.1. In the unconstrained problem (2) with $f: \mathbb{R} \rightarrow \mathbb{R}^{2}, f(x)=\left(x^{2}, x\right)$, and $C=\mathbb{R}_{+}^{2}$ the point $x_{0}=0$ is a strong minimizer but not a p-minimizer. At the same time each point $x<0$ is a p-minimizer.

Following this example Podinovskiy, Nogin [25] explain the "anomaly" of the solution $x_{0}$ in the following words:

Moving from $x_{0}=0$ with $f\left(x_{0}\right)=(0,0)$ to an arbitrary close efficient point $x<0$ with $f(x)=\left(x^{2}, x\right)$ we gain an advantage of first order with respect to the second criterion $f_{2}$ as a result of only second order loss with respect to the first criterion $f_{1}$. If $f_{1}$ is not considered to be essentially more important than $f_{2}$, it is natural to accept some increase of $f_{1}$ admitting an one order less decrease of $f_{2}$. The considered example shows, that it is sensible to particularize the efficient solutions not obeying such anomalies. The first definition of such a solution, called properly efficient, was given by H. Kuhn
and A. Tucker [20]. It has been formulated for the differentiable case and has been connected with special regularity qualifications allowing to get necessary optimality conditions. For the general case the definition of proper efficiency has been proposed by A. Geoffrion [10]. His notion of proper efficiency however uses essentially the coordinate character of the partial order and does not admit a straightforward generalization to vector optimization with respect to more general partial order. This limitation is overcome by J. Borwein [7] who defines proper efficiency with respect to order given by cones.

This quotation convince us that the notion of proper efficiency has undergone some development. The applied in this paper Definition 2.1 of a $p$-minimizer is closer to Henig [15]. For this reason the given there notion of a properly efficient point, called later also $p$-minimizer in sense I, is referred to as the classical definition of a $p$-minimizer, in order to be distinguished from the introduced in the previous section $p$-minimizer in sense II. However, we do not risk to claim, that our approach is identical to any approach that one can find in the literature. Let us underline, that nowadays it does not exist a unique commonly accepted definition of a properly efficient point. The comments after Definition 2.1 show that the content of the notion of proper efficiency may vary or may be modified depending on the task it is used to. Survey on proper efficiency and different approaches to this concept give Guerraggio, Molho, Zaffaroni [14].

The properly efficient points obey some stability properties, which have been a subject of investigation since short after the notion appeared in the literature, see e.g. Benson, Morin [6]. However stability can be understood in different ways. The quotation above convince us that the efficient but non-properly efficient points $x^{0}$ are "instable" in the following sense. If an arbitrary neighbourhood of $x_{0}$ contains properly efficient points, then the latter are preferable as efficiency estimations. Conversely, the properly efficient points are "stable" in sense that they do not obey this kind of "instability". However the commonly accepted idea of stability is as a type of relation between the solutions of the given problem and a perturbed problem, more precisely that small perturbations of the problem data lead to a small change of the solution, in which the type of the solution is preserved. We may speak on well posedness too. With such an understanding Miglierina, Molho [24] prove certain type of stability for properly efficient points. Their approach however concerns efficient boundaries of sets and it is not appropriate for comparison of different notions of proper efficiency and stability for constrained problems. Some peculiarities concerning stability, when constrained optimization problems are investigated, consider Balayadi, Sonntag, Zălinescu [3]. Their approach however relates to usual and not to vector optimization.

In this section we discuss stability of the solutions of the constrained vector optimiza-
tion problem (1). Our point of view to stability is even stronger than the mentioned above. We are concerned with solutions $x^{0}$ of the constrained problem (1), which remain to be the same type of solutions under small perturbations of the initial data. The closed links between $p$-minimizers and isolated minimizers claim that the stability properties of the isolated minimizers deserve also a detailed study. In fact, for scalar problems the stability properties of the isolated minimizers are shown in Auslender [2]. In the present paper the generalization is twofold. First, we generalize stability properties from scalar to vector problems, and second, we pay a special attention to constrained problems. The latter introduce some new features. Concerning constrained problems, let us recall, that we introduced two type of optimality concepts, referred to as sense I and sense II concepts. Our task is to distinguish between the stability properties of the sense I and sense II concepts. We show, that $p$-minimizers are stable under perturbations of the ordering cones (see below Theorems 6.1 and 6.2 ), while isolated minimizers are stable under perturbations of both the cones and the given functions (see Theorems 6.3 and 6.4). Further, we show, that sense I concepts are stable under perturbations of the objective data (see Theorems 6.1 and 6.3 ), while sense II concepts are stable under perturbations of both the objective and constrained data (see Theorems 6.2 and 6.4).

The following Theorems $6.1-6.4$ express the stability properties of the $p$-minimizers and the isolated minimizers of first order. In their formulation we consider together with the constrained problem (1) also the perturbed problem

$$
\begin{equation*}
\min _{\tilde{C}} \tilde{f}(x), \quad \tilde{g}(x) \in-\tilde{K} \tag{14}
\end{equation*}
$$

where as in (1) we have that $\tilde{f}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}, g: \mathbb{R}^{n} \rightarrow \mathbb{R}^{p}$ are $C^{0,1}$ functions and $\tilde{C} \subset \mathbb{R}^{m}$, $\tilde{K} \subset \mathbb{R}^{p}$ are closed convex cones.

Theorem 6.1 (Stability of $p$-minimizers in sense I). Let $x^{0}$ be a p-minimizer in sense $I$ for the constrained problem (1). Then there exists $\delta>0$, such that for the perturbed problem (14) with $\tilde{C} \subset C(\delta), \tilde{K}=K, \tilde{f}=f, \tilde{g}=g$, the point $x^{0}$ is also a p-minimizer in sense $I$.

Proof. By definition the point $x^{0}$ is a $p$-minimizer for the constrained problem (1) if there exists a neighbourhood $U$ of $x^{0}$ and a constant $a>0$ such that if $x \in U \cap g^{-1}(-K)$ then $f(x)-f\left(x^{0}\right) \notin-\operatorname{int} C(a)$. Take $\delta$ such that $0<\delta<a$ and consider the perturbed problem (14) with $\tilde{C} \subset C(\delta), \tilde{K}=K, \tilde{f}=f, \tilde{g}=g$. From the inclusion $\tilde{C}(a-\delta) \subset$ $C(\delta)(a-\delta) \subset C(a)$ (see Lemma 6.1 below) we see, that $x \in U \cap g^{-1}(-K)$ implies $f(x)-f\left(x^{0}\right) \notin-\operatorname{int} \tilde{C}(a-\delta)$. Therefore $x^{0}$ is a $p$-minimizer in sense I for the perturbed problem.

Lemma 6.1. Let $C \subset \mathbb{R}^{m}$ be a closed convex cone and $a_{1}, a_{2}>0$ be two positive numbers. Then $C\left(a_{1}\right)\left(a_{2}\right) \subset C\left(a_{1}+a_{2}\right)$.

Proof. Let $y \in C\left(a_{1}\right)\left(a_{2}\right)$. We must show that $y \in C\left(a_{1}+a_{2}\right)$. The case $y \in C\left(a_{1}\right)$ is obvious. Suppose now $y \notin C\left(a_{1}\right)$. Let $y^{\prime}$ be the orthogonal projection of $y$ on the cone $C\left(a_{1}\right)$ and $d^{\prime}=D\left(y, C\left(a_{1}\right)\right)=\left\|y-y^{\prime}\right\|$. The definition of $C\left(a_{1}\right)\left(a_{2}\right)$ yields $d^{\prime} \leq a_{2}\|y\|$ and from the properties of the orthogonal projection we have $\left\|y^{\prime}\right\| \leq\|y\|$. Denote by $\bar{y}$ and $\bar{y}^{1}$ the orthogonal projection respectively of $y$ and $y^{\prime}$ on $C$. Put $\bar{d}=D(y, C)=\|y-\bar{y}\|$ and $\bar{d}^{\prime}=D\left(y^{\prime}, C\right)=\left\|y^{\prime}-\bar{y}^{\prime}\right\|$. Then obviously it holds

$$
\begin{gathered}
\bar{d}=\|y-\bar{y}\| \leq\left\|y-\bar{y}^{\prime}\right\| \leq\left\|y-y^{\prime}\right\|+\left\|y^{\prime}-\bar{y}^{\prime}\right\| \\
\leq a_{2}\|y\|+a_{1}\left\|y^{\prime}\right\| \leq\left(a_{1}+a_{2}\right)\|y\| .
\end{gathered}
$$

Therefore $y \in C\left(a_{1}+a_{2}\right)$.
Theorem 6.2 (Stability of $p$-minimizers in sense II). Let $x^{0}$ be a p-minimizer in sense II for the constrained problem (1). Then there exists $\delta>0$, such that if $\tilde{C} \subset$ $C(\delta), \tilde{K} \subset K\left(x^{0}\right)(\delta), \tilde{f}=f, \tilde{g}=g$, then the point $x^{0}$ is a p-minimizer for the problem $\min _{\tilde{C} \times \tilde{K}}(\tilde{f}(x), \tilde{g}(x))$.

Proof. We must show that $x^{0}$ remains a $p$-minimizer in sense II under sufficiently small perturbations of $C$ and $K$. This follows straightforward by applying the proved Theorem 6.1 for the unconstrained problem (13), which gives, that $x^{0}$ remains a $p$-minimizer for (13) perturbed by $\tilde{C} \times \tilde{K} \subset\left(C \times K\left(x^{0}\right)\right)(\delta)$ and sufficiently small $\delta$. The proof is completed by Lemma 6.2 below.

Lemma 6.2. Let $C \subset \mathbb{R}^{m}$ and $K \subset \mathbb{R}^{p}$ be closed convex cones. Then for each $\delta>0$ it holds $C(\delta) \times K(\delta) \subset(C \times K)(\delta)$.

Proof. Let $y=\left(y_{1}, y_{2}\right) \in \mathbb{R}^{m} \times \mathbb{R}^{p}$. Suppose that $y_{1} \in C(\delta)$ and $y_{2} \in K(\delta)$. Therefore for the orthogonal projections $y_{1}^{\prime}$ of $y_{1}$ on $C$ and $y_{2}^{\prime}$ of $y_{2}$ on $K$ it holds $\left\|y_{1}-y_{1}^{\prime}\right\| \leq \delta\left\|y_{1}\right\|$ and $\left\|y_{2}-y_{2}^{\prime}\right\| \leq \delta\left\|y_{2}\right\|$. We get from here

$$
D(y, C \times K) \leq\left(\left\|y_{1}-y_{1}^{\prime}\right\|^{2}+\left\|y_{2}-y_{2}^{\prime}\right\|^{2}\right)^{1 / 2} \leq \delta\left(y_{1}^{2}+y_{2}^{2}\right)^{1 / 2}=\delta\|y\|
$$

Theorem 6.3 (Stability of isolated minimizers in sense I). Let $x^{0}$ be an isolated minimizer of first order in sense I for the constrained problem (1) with $f$ locally Lipschitz. Then there exists $\delta>0$ and a neighbourhood $U$ of $x^{0}$, such that for the perturbed problem (14) with $\tilde{C} \subset C(\delta), \tilde{K}=K,\|\tilde{f}(x)-f(x)\| \leq \delta\left\|x-x^{0}\right\|$ for $x \in U, \tilde{g}=g$, the point $x^{0}$ is also an isolated minimizer of first order in sense $I$.

Proof. Let us make first the remark, that the type of perturbation $\|\tilde{f}(x)-f(x)\| \leq\left\|x-x^{0}\right\|$ gives for $x=x^{0}$ the equality $\tilde{f}\left(x^{0}\right)=f\left(x^{0}\right)$. The assumption $x^{0}$ isolated minimizer of first order means that there exists $A>0$ and a neighbourhood $U$ of $x^{0}$ such that

$$
\begin{equation*}
D\left(f(x)-f\left(x^{0}\right),-C\right) \geq A\left\|x-x^{0}\right\| \quad \text { for } \quad x \in U \cap g^{-1}(-K) . \tag{15}
\end{equation*}
$$

Diminishind eventually $U$, we may assume that $f$ is Lipschitz with constant $L$ in $U$. Let $0<\delta<A /(L+1)$. If $\tilde{C} \subset C(\delta)$ and $\|\tilde{f}(x)-f(x)\| \leq\left\|x-x^{0}\right\|$ for $x \in U \cap g^{-1}(-K)$ we get

$$
\begin{gathered}
D\left(\tilde{f}(x)-\tilde{f}\left(x^{0}\right),-\tilde{C}\right) \geq D\left(\left(f(x)-\tilde{f}\left(x^{0}\right)\right)+(\tilde{f}(x)-f(x)),-\tilde{C}\right) \\
\geq D\left(f(x)-f\left(x^{0}\right),-\tilde{C}\right)-\|\tilde{f}(x)-f(x)\| \geq D\left(f(x)-f\left(x^{0}\right),-C(\delta)\right)-\delta\left\|x-x^{0}\right\| \\
\geq D\left(f(x)-f\left(x^{0}\right),-C\right)-\delta\left\|f(x)-f\left(x^{0}\right)\right\|-\delta\left\|x-x^{0}\right\| \\
\geq A\left\|x-x^{0}\right\|-\delta L\left\|x-x^{0}\right\|-\delta\left\|x-x^{0}\right\|=(A-\delta(L+1))\left\|x-x^{0}\right\| .
\end{gathered}
$$

This chain of inequalities with the account of $A-\delta(L+1)$ shows that $x^{0}$ is an isolated minimizer of first order for the perturbed problem. We have applied above the Lipschitz property of the oriented distance $D\left(y^{1}+y^{2},-C\right) \geq D\left(y^{1},-C\right)-\left\|y^{2}\right\|$. We have made also an use of Lemma 6.1 and the given below Lemma 6.3.

Lemma 6.3. Let $C \subset \mathbb{R}^{m}$ be a closed convex cone and let $y \in \mathbb{R}^{m}$ and $\delta>0$ be such that $y \notin C(\delta)$ or $y=0$. Then $D(y, C) \leq D(y, C(\delta))+\delta\|y\|$.

Proof. In the case $y=0$ the proved inequality becomes obvious, since all terms turn into zero. Suppose now that $y \notin C(\delta)$. Denote by $y^{\prime}$ the orthogonal projection of $y$ on $C(\delta)$ and by $\bar{y}$ and $\bar{y}^{\prime}$ the orthogonal projection respectively of $y$ and $y^{\prime}$ on $C$. Then

$$
\begin{gathered}
D(y, C)=\|y-\bar{y}\| \leq\left\|y-\bar{y}^{\prime}\right\| \leq\left\|y-y^{\prime}\right\|+\left\|y^{\prime}-\bar{y}^{\prime}\right\|=D(y, C(\delta))+\left\|y^{\prime}-\bar{y}^{\prime}\right\| \\
\leq D(y, C(\delta))+\delta\left\|y^{\prime}\right\| \leq D(y, C(\delta))+\delta\|y\|,
\end{gathered}
$$

which had to be demonstrated.
Theorem 6.4 (Stability of isolated minimizers in sense II). Let $x^{0}$ be an isolated minimizer of first order in sense II for the constrained problem (1) with $f$ and $g$ locally Lipschitz. Then there exists $\delta>0$ and a neighbourhood $U$ of $x^{0}$, such that if $\tilde{C} \subset C(\delta)$, $\tilde{K} \subset K\left(x^{0}\right)(\delta),\|\tilde{f}(x)-f(x)\| \leq \delta\left\|x-x^{0}\right\|$ for $x \in U,\|\tilde{g}(x)-g(x)\| \leq \delta\left\|x-x^{0}\right\|$ for $x \in U$, then the point $x^{0}$ is an isolated minimizer of first order for the problem $\min _{\tilde{C} \times \tilde{K}}(\tilde{f}(x), \tilde{g}(x))$.

Proof. We must show, that $x^{0}$ remains an isolated minimizer of first order in sense II under sufficiently small perturbations of the problem data. This follows straightforward applying the proved Theorem 6.3 for the unconstrained problem (13). We get that $x^{0}$ remains an isolated minimizer perturbing the data so that $\tilde{C} \times \tilde{K} \subset\left(C \times K\left(x^{0}\right)\right)(\delta)$ and

$$
\begin{equation*}
\|(\tilde{f}(x), \tilde{g}(x))-(f(x), g(x))\| \leq \delta\left\|x-x^{0}\right\| \tag{16}
\end{equation*}
$$

Now the proof is completed by applying Lemma 6.2 and the proved below Lemma 6.4.
Lemma 6.4. The inequality (16) is satisfied assuming $\|\tilde{f}(x)-f(x)\| \leq \delta_{1}\left\|x-x^{0}\right\|$ and $\|\tilde{g}(x)-g(x)\| \leq \delta_{1}\left\|x-x^{0}\right\|$ with $\delta_{1}=\delta / \sqrt{2}$.

Proof. This result follows from the chain

$$
\begin{gathered}
\|(\tilde{f}(x), \tilde{g}(x))-(f(x), g(x))\|=\left(\|\tilde{f}(x)-f(x)\|^{2}+\|\tilde{g}(x)-g(x)\|^{2}\right)^{1 / 2} \\
\leq \delta_{1} \sqrt{2}\left\|x-x^{0}\right\|=\delta\left\|x-x^{0}\right\|
\end{gathered}
$$

We skipped the detailed proof of Theorems 6.2 and 6.4 , since each unconstrained problem, in this case problem (13), is a particular case of a constrained problem. Therefore, in principle the proof is a corollary of that of the respective constrained problem. However, there is some peculiarity, which has to be underlined specially. The unconstrained problem (13), that appears in the definition of the sense II concepts, depends on $K$ indirectly through $K\left(x^{0}\right)$. Therefore, it is important to show, that when for the perturbed problem $\tilde{K}$ is close to $K$, then $\tilde{K}\left(x^{0}\right)$ is also close to $K\left(x^{0}\right)$. Omitting the demonstration, which can be obtained by analysing carefully the structure of the cones $K\left(x^{0}\right)$ and $\tilde{K}\left(x^{0}\right)$, we still would like to underline, that this moment needs some attention.

Comparison Theorems 6.1 and 6.3 a natural questions arises, whether the type of efficiency expressed in Theorem 6.1, namely $x^{0} p$-minimizer in sense I, is preserved under small perturbations admitted in Theorem 6.3, namely small perturbations of $C$ and $f$. Example 6.2 gives a negative answer of this question, and this is the sense we put in the text "Theorem $6.1 \nrightarrow$ Theorem $6.3 "$ in its formulation. Examples $6.3-6.5$ give negative answer of similar answers concerning the points having a type of efficiency as in the above theorems. Therefore, Theorems 6.1-Theorem 6.4 describe well the appropriate classes of perturbations preserving the types of efficiency considered in these theorems.

Example 6.2 (Theorem $6.1 \nrightarrow$ Theorem 6.3). Consider the unconstrained problem (2) with $f: \mathbb{R} \rightarrow \mathbb{R}^{2}, f(x)=\left(x^{2},-x^{2}\right)$ and $C=\mathbb{R}_{+}^{2}$. Then $x_{0}=0$ is a $p$-minimizer in sense I. Let $\delta>0$. Consider the perturbed problem $\min _{\tilde{C}} \tilde{f}(x)$ with $\tilde{C}=C$ and $\tilde{f}=f_{\delta}$,
where $f_{\delta}: \mathbb{R} \rightarrow \mathbb{R}^{2}, f_{\delta}(x)=\left(x^{2}-\delta x,-x^{2}\right)$. Then we have $\left.\| f_{\delta}(x)-f(x)\right)\|=\delta\| x-x_{0} \|$. At the same time $x_{0}$ is not a w-minimizer, and moreover not a $p$-minimizer in sense $I$, for the perturbed problem.

In fact, to show that $x_{0}$ is not a $w$-minimizer, it is enough to observe that the function (5) is $\varphi_{0}(x)=\max \left(x^{2}-\delta x,-x^{2}\right)=-x^{2}$ for $0 \leq x \leq \delta / 2$, and obviously does not attain a minimum at $x_{0}$.

Since this example concerns an unconstrained problem, we make the following remark. Each unconstrained problem can be considered as a particular case of a constrained problem. Therefore, the defined sense I and sense II concepts concern also unconstrained problems. As a matter of fact, for an unconstrained problem each $p$-minimizer is a $p$-minimizer both in sense I and sense II, and each isolated minimizer of first order is isolated minimizer of first order both in sense I and sense II.

Example 6.3 (Theorem $6.1 \nrightarrow$ Theorem 6.2). Consider the constrained problem (1) with $f: \mathbb{R} \rightarrow \mathbb{R}, f(x)=-x^{2}, C=\mathbb{R}_{+}$and $g: \mathbb{R} \rightarrow \mathbb{R}^{2}, g(x)=\left(x^{2},-x\right), K=\mathbb{R}_{+}^{2}$. Then $x_{0}=0$ is a p-minimizer in sense I, since $x_{0}$ is the unique feasible point. Let $1>\delta>0$. Consider the perturbed problem (14) with $\tilde{C}=C, \tilde{f}=f, \tilde{g}=g$, and

$$
\tilde{K}=K(\delta)=\left\{\left(z_{1}, z_{2}\right) \in \mathbb{R}^{2} \left\lvert\, z_{2} \geq-\frac{\delta}{\sqrt{1-\delta^{2}}} z_{1}\right., z_{2} \geq-\frac{\sqrt{1-\delta^{2}}}{\delta} z_{1}\right\} .
$$

Then the set of the feasible points for the perturbed problem is the interval $\left[0, \delta_{1}\right]$, where $\delta_{1}=\min \left(\frac{\delta}{\sqrt{1-\delta^{2}}}, \frac{\sqrt{1-\delta^{2}}}{\delta}\right)$. Obviously, $x_{0}$ is not a $w$-minimizer, and moreover not a $p$ minimizer in sense I, for the perturbed problem.

Example 6.4 (Theorem $6.3 \nrightarrow$ Theorem 6.4). The constrained problem in Example 6.3 has $x_{0}=0$ as an isolated minimizer of first order in sense I. Simultaneously, for the described there perturbed problem the point $x_{0}$ is not an isolated minimizer of first order in sense II.

Example 6.5 (Theorem $6.2 \nrightarrow$ Theorem 6.4). The unconstrained problem in Example 6.2 has $x_{0}=0$ as a p-minimizer in sense II (as we noticed, $x_{0}$ can be considered as a $p$ minimizer both in sense I and sense II). Simultaneously, for the described there perturbed problem $x^{0}$ is not a p-minimizer in sense II.

We conclude the section with the following remark. Obviously, it was easier to introduce sense II concepts as solutions of the problem $\min _{C \times K}(f(x), g(x))$. Instead, we have chosen the problem (13) because of the relation of the solutions of this problem with the solutions of the constrained problem (1). This relation has been established by Theorem 4.1. A consequence of this theorem is that under the constrained qualification
$\mathbb{Q}_{0,1}\left(x^{0}\right)$ the feasible point $x^{0}$ is an isolated minimizer in sense I for (1) if and only if it is isolated minimizer in sense II. Since sense I $p$-minimizers and isolated minimizers obey some stability properties (see Theorems 6.1 and 6.3 ) and the sense I and sense II concepts are interrelated, it is natural to expect that the sense II concepts obey also some stability properties, which has been proved in Theorems 6.2 and 6.4. We can be however a bit dissatisfied from the obtained there results, since our expectations were to obtain a "structural" stability. The "structural" stability we understand in the sense, that as a perturbation of the unconstrained problem (13) it is perhaps more natural to consider not the problem $\min _{\tilde{C} \times \tilde{K}}(\tilde{f}(x), \tilde{g}(x))$ (see Theorems 6.3 and 6.4 ), but the problem

$$
\begin{equation*}
\min _{\tilde{C} \times \tilde{K}\left(x^{0}\right)}(\tilde{f}(x), \tilde{g}(x)) \tag{17}
\end{equation*}
$$

In connection with this remark the following two conjectures can be formulated.
Conjecture 6.1 (Stability of $p$-minimizers in sense II). Let $x^{0}$ be a p-minimizer in sense II for the constrained problem (1). Then there exists $\delta>0$, such that for the perturbed problem (14) with $\tilde{C} \subset C(\delta), \tilde{K} \subset K(\delta), \tilde{f}=f, \tilde{g}=g$, the point $x^{0}$ is also a p-minimizer in sense II, i. e. $x^{0}$ is a p-minimizer of first order for problem (17).

Conjecture 6.2 (Stability of isolated minimizers in sense II). Let $x^{0}$ be an isolated minimizer of first order in sense II for the constrained problem (1) with $f$ and $g$ locally Lipschitz. Then there exists $\delta>0$ and a neighbourhood $U$ of $x^{0}$, such that for the perturbed problem (14) with $\tilde{C} \subset C(\delta), \tilde{K} \subset K(\delta),\|\tilde{f}(x)-f(x)\| \leq \delta\left\|x-x^{0}\right\|$ for $x \in U, \| \tilde{g}(x)-$ $g(x)\|\leq \delta\| x-x^{0} \|$ for $x \in U$, the point $x^{0}$ is also an isolated minimizer of first order, i. e. $x^{0}$ is an isolated minimizer of first order for problem (17).

Unfortunately, Conjectures 6.1 and 6.2 are false, as the following example explains.
Example 6.6. Consider the constrained problem (1) with $f: \mathbb{R} \rightarrow \mathbb{R}, f(x)=0, C=\mathbb{R}_{+}$, $g: \mathbb{R} \rightarrow \mathbb{R}^{2}, g(x)=(x-1,|x|), K=\mathbb{R}_{+}^{2}$. The point $x^{0}$ is the only feasible point, whence $x^{0}$ is sense $I$ both p-minimizer and isolated minimizer of first order. It is also sense II both p-minimizer and isolated minimizer of first order, but does not satisfy the conclusions of Conjectures 6.1 and 6.2.

The associated problem (13) for this example is given by $(f, g): \mathbb{R} \rightarrow \mathbb{R}^{3},(f(x), g(x))=$ $(0, x-1,|x|)$ and $C \times K\left(x^{0}\right)=\left\{\left(y, z_{1}, z_{2}\right) \mid y \geq 0, z_{2} \geq 0\right\}$. It has obviously $x^{0}=0$ as both $p$-minimizer and isolated minimizer of first order.

The perturbed problem (17) with $\tilde{C}=C, \tilde{K}=K(\delta), \tilde{f}=f, \tilde{g}=g$, and $\delta>0$ arbitrary, is given by $(\tilde{f}, \tilde{g}): \mathbb{R} \rightarrow \mathbb{R}^{3},(\tilde{f}(x), \tilde{g}(x))=(0, x-1,|x|)$ and $\tilde{C} \times \tilde{K}\left(x^{0}\right)=$ $\left\{\left(y, z_{1}, z_{2}\right) \mid y \geq 0\right\}$. For this problem $x^{0}=0$ is neither $p$-minimizer nor isolated minimizer of first order.
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