
 
 
 
 
 
 
 
 
 
 

SURVEY EXPECTATIONS 
 
 

M. HASHEM PESARAN 
MARTIN WEALE 

 
 

CESIFO WORKING PAPER NO. 1599 
CATEGORY 10: EMPIRICAL AND THEORETICAL METHODS 

NOVEMBER 2005 
 

 
 
 
 
 
 
 
 
 

An electronic version of the paper may be downloaded  
• from the SSRN website:              www.SSRN.com

• from the CESifo website:           www.CESifo-group.de

http://www.ssrn.com/
http://www.cesifo-group.de/


CESifo Working Paper No. 1599 
 
 
 

SURVEY EXPECTATIONS 
 
 

Abstract 
 
This paper focuses on survey expectations and discusses their uses for testing and modeling of 
expectations. Alternative models of expectations formation are reviewed and the importance 
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1 Introduction

Expectations formation is an integral part of the decision making process by households,

firms, as well as the private and public institutions. At the theoretical level the rational

expectations hypothesis as advanced by Muth (1961) has gained general acceptance as the

dominant model of expectations formation. It provides a fully theory-consistent framework

where subjective expectations of individual decision makers are set to their objective coun-

terparts, assuming a known true underlying economic model. Expectations can be in the

form of point expectations, or could concern the whole conditional probability distribution

of the future values of the variables that influence individual decisions, namely probability or

density expectations. Point expectations would be sufficient in the case of linear-quadratic

decision problems where the utility (or cost) functions are quadratic and the constraints

linear. For more general decision problems density expectations might be required.

From an empirical viewpoint, expectations formation is closely linked to point and density

forecasting and as such is subject to data and model uncertainty. Assuming that individ-

ual decision makers know the true model of the economy is no more credible than claiming

that economic forecasts made using econometric models will be free of systematic bias and

informational inefficiencies. This has led many investigators to explore the development

of a weaker form of the rational expectations hypothesis that allows for model uncertainty

and learning.1 In this process experimental and survey data on expectations play an im-

portant role in providing better insights into how expectations are formed. There is now a

substantial literature on survey expectations. Experimental data on expectations are also

becoming increasingly available and are particularly important for development of a better

understanding of how learning takes place in the expectations formation process.

As with many areas of applied econometrics, initial studies of survey data on expectations

tended to focus on the properties of aggregate summaries of survey findings, and their role

in aggregate time-series models. The first study of individual responses was published in

1983 and much of the more recent work has been focused on this. Obviously, when a survey

covers expectations of individual experience, such as firm’s sales or a consumer’s income, it is

desirable to assess the survey data in the light of the subsequent outcome for the individual.

This allows an assessment of the reported expectations in a manner which is not possible

using only time-series aggregates but it requires some form of panel data set. Even where

1Evans & Honkapohja (2001) provide an excellent account of recent developments of expectations forma-

tion models subject to learning.
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a survey collects information on expectations of some macro-economic aggregate, such as

the rate of inflation, it is likely that analysis of individual responses will provide richer and

more convincing conclusions than would be found from the time-series analysis of aggregated

responses alone.

This paper focusses on the analysis of survey expectations at the individual and at the

aggregate levels and discusses their uses in forecasting and for testing and modelling of

expectations. Most expectations data are concerned with point expectations, although some

attempts have been made to elicit density expectations, in particular expectations of second

order moments. Survey data are often compiled in the form of qualitative responses and their

conversion into quantitative measures might be needed. The elicitation process embodied

in the survey techniques also presents further problems for the use of survey expectations.

Since respondents tend to lack proper economic incentives when answering survey questions

about their expectations, the responses might not be sufficiently accurate or reliable. Finally,

survey expectations tend to cover relatively short horizons, typically 1 to 12 months, and their

use in long-term forecasting or impulse response analysis will be limited, and would require

augmenting the survey data with a formal expectations formation model for generation of

longer term expectations, beyond the horizon of the survey data. The literature on these

and on a number of other related issues will be covered. In particular, we consider the

evidence on the use of survey expectations in forecasting. The question of interest would

be to see if expectations data when used as supplementary variables in forecasting models

would lead to better forecasting performance. We note that many expectational surveys also

collect information about the recent past. Such data are potentially useful for “nowcasting”

because they are typically made available earlier than the “hard” official data to which they

are supposed to relate. While their study falls outside a synthesis of work on survey measures

of expectations, and is not discussed here, it is worth noting that many of the methods used

to analyse and test survey data about expectations of the future also apply with little or no

modification, to analysis of these retrospective data. In some circumstances, as we discuss in

section 3.3 , they may be required to assess the performance of surveys about expectations

of the future.

While we focus on survey expectations rather than the forecasting properties of partic-

ular statistical or econometric models, it is worth emphasizing that the distinction is more

apparent than real. Some surveys collate the forecasts of professional forecasters, and it is

likely that at least some of these are generated by formal forecasting models and forecasting

processes of various types. Even where information on such expectations is collected from
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the public at large, such expectations may be closely informed by the published forecasts of

professional forecasters. There are some circumstances where it is, however, unlikely that

formal models are implied. If consumers are asked about their expectations of their own

incomes, while these may be influenced by forecasts for the macro-economy, they are un-

likely to be solely the outcome of formal forecasting procedures. When businesses are asked

about how they expect their own sales or prices to change, the same is likely to be true. The

ambiguity of the distinction and the fact that some important issues are raised by surveys

which collect information from professional analysts and forecasters does mean, however,

that we give some consideration to such surveys as well as to those which are likely to reflect

expectations rather than forecasts.

Our review covers four separate but closely related topics and is therefore organized in four

distinct parts. In part one we address the question of concepts and models of expectations

formation. Part two looks at the development of measures of expectations including issues

arising in the quantification of qualitative measures of expectations. Part three considers the

use of survey expectations in forecasting, and part four considers how survey data are used in

testing theories with particular emphasis on models of expectations formation. Conclusions

follow.

We begin part one by introducing some of the basic concepts and the various models of

expectations formation advanced in the literature. In section 2.1 we introduce the rational

expectations hypothesis and discuss the importance of allowing for heterogeneity of expec-

tations in relating theory to survey expectations. To this end a weak form of the rational

expectations hypothesis which focusses on average expectations rather individual expecta-

tions is advanced. Other models of expectations formation, such as the adaptive expectations

hypothesis, are briefly reviewed in section 2.2. In section 2.3 we discuss some of the issues

involved in testing models of expectations. Section 2.4 further considers the optimality of

survey forecasts in the case where loss functions are asymmetric.

The introductory section to part two provides a historical account of the development

of surveys of expectations. As noted above, many of these surveys collect qualitative data;

section 3.1 considers ways of quantifying these qualitative expectations paying attention to

both the use of aggregated data from these surveys and to the use of individual responses.

In section 3.2 we discuss different ways of providing and interpreting information on uncer-

tainty to complement qualitative or quantitative information on expectations. In section

3.3 we discuss the analysis of individual rather than aggregated responses to surveys about

expectations.
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The focus of part three is on the uses of survey data in producing economic forecasts.

In section 4.1 we discuss the use of survey data in the context of forecast combination as a

means of using disparate forecasts to produce a more accurate compromise forecast. Section

4.2 considers how they can be used to indicate the uncertainty of forecasts and in section 4.3

we discuss the use of qualitative surveys to produce forecasts of quantitative macro-economic

aggregates.

Methods of testing models of expectation formation, discussed in part four are split

between analysis based on the results of quantitative surveys of expectations in section 5.1

and the analysis of qualitative disaggregated data in section 5.2. A substantial range of

econometric issues arises in both cases. Perhaps not surprisingly more attention has been

paid to the former than to the latter although, since many of the high-frequency expectations

surveys are qualitative in form, the second area is likely to develop in importance.

2 Part I: Concepts and Models of Expectations For-

mation

Expectations are subjectively held beliefs by individuals about uncertain future outcomes

or the beliefs of other individuals in the market place.2 How expectations are formed, and

whether they lend themselves to mathematical representations have been the subject of con-

siderable debate and discussions. The answers vary and depend on the nature and the source

of uncertainty that surrounds a particular decision. Knight (1921) distinguishes between

‘true uncertainty’ and ‘risk’ and argues that under the former it is not possible to reduce

the uncertainty and expectations to ‘an objective quantitatively determined probability’ (p.

321). Pesaran (1987) makes a distinction between exogenous and behavioural uncertainty

and argues that the former is more likely to lend itself to formal probabilistic analysis. In

this review we focus on situations where individual expectations can be formalized.

Denote individual i’s point expectations of a k dimensional vector of future variables,

say xt+1, formed with respect to the information set, Ωit, by Ei(xt+1|Ωit). Similarly, let

fi(xt+1|Ωit) be individual i’s density expectations, so that

Ei(xt+1|Ωit) =

∫
xt+1fi (xt+1|Ωit) dxt.

2It is also possible for individuals to form expectations of present or past events about which they are

not fully informed. This is related to “nowcasting” or “backcasting” in the forecasting literature mentioned

above.
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Individual i’s belief about individual j’s expectations of xt+1 may also be written as

Ei[Ej (xt+1|Ωjt) |Ωit].

Clearly, higher order expectations can be similarly defined but will not be pursued here.

In general, point expectations of the same variable could differ considerably across indi-

viduals, due to differences in Ωit (information disparity), and differences in the subjective

probability densities, fi(.) (belief disparity). The two sources of expectations heterogeneity

are closely related and could be re-inforcing. Information disparities could initiate and main-

tain disparities in beliefs, whilst differences in beliefs could lead to information disparities

when information processing is costly.3

Alternative models of expectations formation provide different characterizations of the

way subjective beliefs and the objective reality are related. At one extreme lies the rational

expectations hypothesis of Muth (1961) that postulates the coincidence of the two concepts,

with Knightian view that denies any specific links between expectations and reality. In what

follows we provide an overview of the alternative models, confining ourselves to expectations

formation models that lend themselves to statistical formalizations.

2.1 The Rational Expectations Hypothesis

For a formal representation of the rational expectations hypothesis (REH), as set out by

Muth, we first decompose the individual specific information sets, Ωit, into a public infor-

mation set Ψt, and an individual-specific private information set Φit such that

Ωit = Ψt ∪ Φit,

for i = 1, 2, ..., N. Further, we assume that the ‘objective’ probability density function of

xt+1 is given by f(xt+1|Ψt). Then the REH postulates that

HREH : fi(xt+1|Ωit) = f(xt+1|Ψt), for all i. (1)

Under the Muthian notion of the REH, private information plays no role in the expectations

formation process, and expectations are fully efficient with respect to the public informa-

tion, Ψt. In the case of point expectations, the optimality of the REH is captured by the

“orthogonality” condition

E(ξt+1|St) = 0, (2)

3Models of rationally heterogeneous expectations are discussed, for example, in Evans & Ramey (1992),

Brock & Hommes (1997) and Branch (2002). See also section 5.1.5 for discussion of evidence on expectations

heterogeneity.
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where ξt+1 is the error of expectations defined by

ξt+1 = xt+1 − E(xt+1|Ψt), (3)

and St ⊆ Ψt, is a subset of Ψt. The orthogonality condition (2) in turn implies that, under

the REH, expectations errors have zero means and are serially uncorrelated. It does not, for

example, require the expectations errors to be conditionally or unconditionally homoskedas-

tic. From a formal mathematical perspective, it states that under the REH (in the sense

of Muth) expectations errors form a martingale difference process with respect to the non-

decreasing information set available to the agent at the time expectations are formed. In

what follows we shall use the term ‘orthogonality condition’ and the ‘martingale property’

of the expectations errors interchangeably. The orthogonality condition is often used to test

the informational efficiency of survey expectations. But as we shall see it is neither necessary

nor sufficient for rationality of expectations if individual expectations are formed as optimal

forecasts with respect to general cost functions under incomplete learning.

Also, the common knowledge assumptions that underlie the rationality of individual ex-

pectations in the Muthian sense is rather restrictive, and has been relaxed in the literature

where different notions of the rational expectations equilibria are defined and implemented

under asymmetric and heterogeneous information. See, for example, Radner (1979), Gross-

man & Stiglitz (1980), Hellwig (1980) and Milgrom (1981), just to mention some of the early

important contributions.

In advancing the REH, Muth (1961) was in fact fully aware of the importance of allowing

for cross section heterogeneity of expectations.4 One of his aims in proposing the REH was

to explain the following stylized facts observed using expectations data

1. Averages of expectations in an industry are more accurate than naive models

and as accurate as elaborate equation systems, although there are considerable cross-

sectional differences of opinion.

2. Reported expectations generally underestimate the extent of changes that actu-

ally take place.Muth (1961)[p. 316]

One of the main reasons for the prevalence of the homogeneous version of the rational

expectations hypothesis given by (1) has been the conceptual and technical difficulties of

4Pigou (1927) and Keynes (1936) had already emphasized the role of heterogeneity of information and

beliefs across agents for the analysis of financial markets.
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dealing with rational expectations models under heterogeneous information.5 Early attempts

to allow for heterogeneous information in rational expectations models include Lucas (1973),

Townsend (1978) and Townsend (1983). More recent developments are surveyed by Hommes

(forthcoming) who argues that an important paradigm shift is occurring in economics and

finance from a representative rational agent model towards heterogeneous agent models.

Analysis of heterogeneous rational expectations models invariably involve the “infinite regress

in expectations” problem that arise as agents need to forecast the forecasts of others. A

number of different solution strategies have been proposed in the literature which in different

ways limit the scope of possible solutions. For example, Binder & Pesaran (1998) establish

that a unique solution results if it is assumed that each agent bases his/her forecasts of

others only on the information set that is common knowledge, Ψt.

When the heterogeneous rational expectations model has a unique solution, expectations

errors of individual agents continue to satisfy the usual orthogonality conditions. However,

unlike in models under homogeneous information, the average expectations error across

decision makers, defined as ξt+1 = xt+1 −
∑N

i=1 witE(xt+1|Ωit) is generally not orthogonal

with respect to the individual decision makers’ information sets, where wit is the weight

attached to the ith individual in forming the the average expectations measure. Seen from

this perspective a weaker form of the REH that focusses on ‘average’ expectations might be

more desirable. Consider the average density expectations computed over N individuals

f̄w(xt+1|Ωt) =
N∑

i≡1

witfi(xt+1|Ωit). (4)

The average form of the REH can then be postulated as

HREH : f̄w(xt+1|Ωt) = f(xt+1|Ψt), (5)

where Ωt = UN
i=1Ωit, and wit are non-negative weights that satisfy the conditions:

N∑
i≡1

wit = 1,
N∑

i≡1

w2
it = O

(
1

N

)
. (6)

In terms of point expectations, the average form of the REH holds if

Ēw(xt+1|Ωt) =
N∑

i≡1

witEi(xt+1|Ωit) = E(xt+1|Ψt), (7)

5For example, as recently acknowledged by Mankiw, Reis & Wolfers (2004), the fact that expectations

are not the same across individuals is routinely ignored in the macroeconomic literature.
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which is much weaker than the REH and allows for a considerable degree of heterogeneity

of individual expectations.

This version of the REH is, for example, compatible with systematic errors of expec-

tations being present at the individual level. Suppose that individual expectations can be

decomposed as

Ei(xt+1|Ωit) = HiE(xt+1|Ψt) + uit, (8)

where uit, i = 1, 2, ..., N, are the individual-specific components. The individual expectations

errors are now given by

ξi,t+1 = xt+1 − Ei(xt+1|Ωit) = ξt+1 + (Ik −Hi) E(xt+1|Ψt)− uit,

and clearly do not satisfy the REH if Hi 6= Ik, and/or uit are, for example, serially correlated.

Using the weights wit, the average expectations errors are now given by

ξ̄w,t+1 = ξt+1 +
(
Ik − H̄w

)
E(xt+1|Ψt)− ūwt,

where

ξ̄w,t+1 =
N∑

i=1

witξi,t+1, H̄wt =
N∑

i=1

witHi, ūwt =
N∑

i=1

wituit.

The conditions under which average expectations are ‘rational’ are much less restrictive as

compared to the conditions required for the rationality of individual expectations. A set of

sufficient conditions for the rationality of average expectations is given by

1. N is sufficiently large.

2. uit are distributed independently across i, and for each i they are covariance stationary.

3. the weights, wit, satisfy the conditions in (6) and are distributed independently of ujt,

for all i and j.

4. Hi are distributed independently of wit and across i with mean Ik and finite second

order moments.

Under these conditions (for each t) we have6

ξ̄w,t+1

q.m.→ ξt+1, as N →∞,

where
q.m.→ denotes convergence in quadratic means. Therefore, average, ‘consensus’ or market

rationality can hold even if the underlying individual expectations are non-rational in the

6For a proof, see Pesaran (2004)[Appendix A].
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sense of Muth.7 The above conditions allow for a high degree of heterogeneity of expectations,

and are compatible with individual expectations errors being biased and serially correlated

As we shall see this result is particularly relevant to tests of the REH that are based on

survey responses.

2.2 Extrapolative Models of Expectations Formation

In addition to the REH, a wide variety of expectations formation models has been advanced

in the literature with differing degrees of informational requirements. Most of these models

fall under the “extrapolative” category, where point expectations are determined by weighted

averages of past realizations. A general extrapolative formula is given by

Ei(xt+1|Ωit) =
∞∑

s=0

Φisxt−s, (9)

where the coefficient matrices, Φis, are assumed to be absolute summable subject to the

adding up condition
∞∑

s=0

Φis = Ik. (10)

This condition ensures that unconditionally expectations and observations have the same

means. For example, suppose that xt follows the first-order stationary autoregressive process

(unknown to the individuals)

xt = µ + Ψxt−1 + εt,

where all eigenvalues of Ψ lie inside the unit circle. It is then easily seen that

E [Ei(xt+1|Ωit)] =

(
∞∑

s=0

Φis

)
(Ik −Ψ)−1 µ,

and under the adding up condition, (10), yields, E [Ei(xt+1|Ωit)] = E (xt) = (Ik −Ψ)−1 µ.

Under (10), time averages of extrapolative expectations will be the same as the sample mean

of the underlying processes, an implication that can be tested using quantitative survey

expectations, if available.

The average (or consensus) version of the extrapolative hypothesis derived using the

weights, wit defined by (6), has also the extrapolative form

Ē(xt+1|St) =
∞∑

s=0

Φstxt−s, (11)

7The term consensus forecasts or expectations was popularized by Joseph Livingston, the founder of the

Livingston Survey in the U.S. See Section 3 for further details and references.
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where St contains xt,xt−1, ...; w1t, w2t, ...and

Φst =
N∑

i=1

witΦis.

It is clear that under extrapolative expectations individual expectations need not be ho-

mogeneous and could follow a number of different processes all of which are special cases

of the general extrapolative scheme. Once again, under the adding up condition, (10),

E
[
Ē(xt+1|St)

]
= E(xt), so long as

∑N
i=1 wit = 1.

2.2.1 Static Models of Expectations

The simplest form of an extrapolative model is the static expectations model considered by

Keynes (1936). In its basic form it is defined by

Ei (xt+1|Ωit) = Ē(xt+1|St) = xt,

and is optimal (in the mean squared error sense) if xt follows a pure random walk model. A

more recent version of this model, used in the case of integrated processes is given by

Ē(xt+1|St) = xt + ∆xt−1,

which is applicable when ∆xt+1 follows a random walk. This latter specification has the

advantage of being robust to shifts in the unconditional mean of the xt processes. Neither

of these specifications, however, allows for any form of adaptation to the changing nature of

the underlying time series.

2.2.2 Return to Normality Models

A simple generalisation of the static model that takes account of the evolution of the under-

lying processes is the ‘mean-reverting’ or the ‘return to normality’ model defined by

E (xt+1 | St) = (Ik −Λ)xt + Λx∗t , (12)

where Λ is a non-negative definite matrix, and x∗t represents the ‘normal’ or ‘the long-run

equilibrium’ level of xt. In this formulation, expectations are adjusted downward if xt is

above its normal level and vice versa if xt is below its normal level. Different specifications

of x∗t can be considered. For example, assuming

x∗t = (Ik−W)xt + Wxt−1,
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yields the regressive expectations model

E (xt+1 | St) = (Ik−ΛW)xt + ΛWxt−1,

where W is a weight matrix.

2.2.3 Adaptive Expectations Model

This is the most prominent form of extrapolative expectations, and can be obtained from

the general extrapolative formula, (11), by setting

Φs = Γ (Ik−Γ)s , s = 0, 1, ..

and assuming that all eigenvalues of Ik − Γ line inside the unit circle. Alternatively, the

adaptive expectations model can be obtained from the return to normality model (12), by

setting

x∗t = (I−W)xt + WE (xt | St−1) ,

which yields the familiar representation

Ē(xt+1|St)− Ē(xt|St−1) = Γ
[
xt−Ē(xt|St−1)

]
. (13)

Higher order versions of the adaptive expectations model have also been employed in the

analysis of expectations data. A general rth order vector adaptive model is given by

Ē(xt+1|St)− Ē(xt|St−1) =
r−1∑
j=0

Ψj

[
xt−j−Ē(xt−j|St−j−1)

]
. (14)

Under this model expectations are revised in line with past errors of expectations. In the

present multivariate setting, past expectations errors of all variables can potentially affect

the extent to which expectations of a single variable are revised. Univariate adaptive expec-

tations models can be derived by restricting Ψj to be diagonal for all j.

The univariate version of the adaptive expectations model was introduced into economics

by Koyck (1954) in a study of investment, by Cagan (1956) in a study of money demand in

conditions of hyper-inflation and by Nerlove (1958) in a study of the cobweb cycle. Adaptive

expectations were also used extensively in empirical studies of consumption and the Phillips

curve prior to the ascendancy of the REH in early 1970s.

In general, adaptive expectations need not be informationally efficient, and expectations

errors generated by adaptive schemes could be serially correlated. Originally, the adaptive

expectations hypothesis was advanced as a plausible ‘rule of thumb’ for updating and revising
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expectations, without claiming that it will be optimal. Muth (1960) was the first to show

that the adaptive expectations hypothesis is optimal (in the sense of yielding minimum mean

squared forecast errors) only if the process generating xt+1 has the following integrated, first-

order moving average representation (IMA(1)):

∆xt+1 = εt+1 − (Ik − Γ) εt, εt+1 |St ∼ IID(0,Σε).

In general, adaptive expectations need not be optimal and could perform particularly poorly

when the underlying processes are subject to structural breaks.

2.2.4 Error-Learning Models

The adaptive expectations hypothesis is concerned with one-step ahead expectations, and

how they are updated, but it can be readily generalised to deal with expectations formed over

longer horizons. Denoting the h-step ahead expectations by Ē(xt+h | St) , the error-learning

model is given by

Ē (xt+h | St)− Ē (xt+h | St−1) = Γh

[
xt − Ē (xt | St−1)

]
, (15)

which for h = 1 reduces to the simple adaptive expectations scheme. The error-learning

model states that revision in expectations of xt+h over the period t-1 to t is proportional to

the current error of expectations. Different expectations formation models can be obtained

assuming different patterns for the revision coefficients Γh . The error-learning models have

been proposed in the literature by Meiselman (1962), Mincer & Zarnowitz (1969) and Frenkel

(1975) and reduce to the adaptive expectations model if the revision coefficients, Γh, are

restricted to be the same across different horizons. Mincer & Zarnowitz (1969) show that

the revision coefficients are related to the weights Φj in the general extrapolations formula

via the following recursive relations:

Γh =
h−1∑

Φj

j=0

Γh−1−j, h = 1, 2, ..., (16)

when Γ0 = Ik. They demonstrate that the revision coefficients will be falling (rising) when

the weights Φj decline (rise) more than exponentially. The error-correction and the general

extrapolation model are algebraically equivalent, but the former is particularly convenient

when survey data is available on expectations over different horizons.
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2.3 Testable Implications of Expectations Formation Models

Broadly speaking there are two general approaches to testing expectations formation models.

‘Direct’ tests that make use of survey data on expectations, and the ‘indirect’ tests that

focus on cross equation parametric restrictions of the expectations formation models when

combined with a particular parametric economic model. The direct approach is applicable

to testing the REH as well as the extrapolative models, whilst the indirect approach has

been used primarily in testing of the REH. Given the focus of this paper we shall confine

our discussion to the direct tests.

2.3.1 Testing the REH

Suppose that quantitative expectations of xt+h are available on individuals, i = 1, 2, ..., N ,

formed at time t = 1, 2, ..., T , over different horizons, h = 1, 2, ..., H, and denote these by

tx
e
i,t+h. In the case of many surveys only qualitative responses are available and they need

to be converted into quantitative measures, a topic that we return to in section 3.1. The

realizations, xt+h, are often subject to data revisions that might not have been known to

the individuals when forming their expectations. The agent’s loss function might not be

quadratic. These issues will be addressed in subsequent sections. For the time being, we

abstract from data revisions and conversion errors and suppose that tx
e
i,t+h and the associated

expectations errors

ξi,t+h = xt+h − tx
e
i,t+h, (17)

are observed free of measurement errors. Under this idealized set up the test of the REH can

proceed by testing the orthogonality condition, (2), applied to the individual expectations

errors, ξi,t+h, assuming that

tx
e
i,t+h = Ei(xt+h|Ωit) =

∫
xt+hfi (xt+h|Ωit) dxt, (18)

namely that survey responses and mathematical expectations of individual’s density expec-

tations are identical. The orthogonality condition applied to the individual expectations

errors may now be written as

Ei

(
xt+h − tx

e
i,t+h|Sit

)
= 0, for i = 1, 2, .., N and h = 1, 2, ..., H, (19)

namely expectations errors (at all horizons) form martingale difference processes with re-

spect to the information set Sit, where Sit could contain any sub-set of the public information

set, Ψt, specifically xt, xt−1,xt−2, .., and the past values of individual-specific expectations,
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t−`x
e
i,t+h−`, ` = 1, 2, ... Information on other individuals’ expectations, t−`x

e
j,t+h−` for j 6= i

should not be included in Sit unless they are specifically supplied to the individual respon-

dents being surveyed. In such a case the test encompasses the concept that the explanatory

power of a rational forecast cannot be enhanced by the use of information provided by any

other forecast (Fair & Shiller 1990, Bonham & Dacy 1991). A test of unbiasedness of the

rational expectations can be carried out by including a vector of unity, τ = (1, 1, ..., 1)′

amongst the elements of Sit. As noted earlier, the REH does not impose any restrictions on

conditional or unconditional volatilities of the expectations errors, so long as the underlying

losses are quadratic in those errors.

The REH can also be tested using the time consistency property of mathematical expec-

tations, so long as at least two survey expectations are available for the same target dates

(i.e. H ≥ 2). The subjective expectations, Ei(xt+h|Si,t+`) formed at time t+` for period t+h

(h > `) is said to be consistent if expectations of Ei(xt+h|Si,t+`) formed at time t are equal

to Ei(xt+h|Sit) for all `. See Pesaran (1989) and Froot & Ito (1990). Clearly, expectations

formed rationally also satisfy the consistency property, and in particular

Ei [Ei(xt+h|Si,t+1)|Sit] = Ei(xt+h|Sit).

Therefore, under (18)

Ei

[(
t+1x

e
i,t+h − tx

e
i,t+h

)
|Sit

]
= 0,

which for the same target date, t, can be written as

Ei [(t−h+1x
e
it − t−hx

e
it) |Si,t−h] = 0, for h = 2, 3, .., H. (20)

Namely revisions in expectations of xt over the period t−h to t−h+1 must be informationally

efficient. As compared to the standard orthogonality conditions (19), the orthogonality

conditions in (20) have the added advantage that they do not necessarily require data on

realizations, and are therefore likely to be more robust to data revisions. Davies & Lahiri

(1995) utilize these conditions in their analysis of Blue Chip Survey of Professional Forecasts

and in a later paper (Davies & Lahiri 1999) they study the Survey of Professional Forecasters.

Average versions of (19) and (20) can also be considered, namely

Ē
(
xt+h − tx̄

e
t+h|St

)
= 0, for h = 1, 2, .., H, (21)

where

tx̄
e
t+h =

N∑
i=1

wi tx
e
i,t+h, (22)
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and St ⊆ Ψt. Similarly,

Ei [(t−h+1x̄
e
t − t−hx̄

e
t ) |St−h] = 0, for h = 2, 3, .., H. (23)

In using these conditions special care need be exercised in the choice of St−h. For example,

inclusion of past average expectations, t−hx̄
e
t , t−h−1x̄

e
t , .. in St−h might not be valid if infor-

mation on average expectations were not publicly released.8 But in testing the rationality

of individual expectations it would be valid to include past expectations of the individual

under consideration in his/her information set, Sit.

2.3.2 Testing Extrapolative Models

In their most general formulation, as set out in (9), the extrapolative models have only

a limited number of testable implications; the most important of which is the linearity of

the relationship postulated between expectations, Ē (xt+1 | St) , and xt,xt−1, .... Important

testable implications, however, follow if it is further assumed that extrapolative expectations

must also satisfy the time consistency property discussed above. The time consistency of

expectations requires that

Ē
{
Ē (xt+1 | St) | St−1

}
= Ē (xt+1 | St−1) ,

and is much less restrictive than the orthogonality condition applied to the forecast errors.

Under time consistency and using (11) we have

Ē (xt+1 | St−1) = Φ0Ē (xt | St−1) +
∞∑

s=1

Φsxt−s,

and hence

Ē (xt+1 | St)− Ē (xt+1 | St−1) = Φ0

[
xt − Ē (xt | St−1)

]
.

When losses are quadratic in expectations errors, under time consistency the survey expec-

tations would then satisfy the relationships

tx̄
e
t+1 − t−1x̄

e
t+1 = Φ0 (xt − t−1x̄

e
t ) , (24)

which states that revisions in expectations of xt+1 over the period t− 1 to t should depend

only on the expectations errors and not on xt or its lagged values. Under asymmetrical

losses expectations revisions would also depend on revisions in expected volatilities, and the

8The same issue also arises in panel tests of the REH where past average expectations are included as

regressors in a panel of individual expectations. For a related critique see Bonham & Cohen (2001).
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time consistency of the extrapolative expectations can be tested only if direct observations

on expected volatilities are available. The new testable implications discussed in Patton &

Timmermann (2004) are also relevant here.

Relation (24) also shows that extrapolative expectations could still suffer from systematic

errors, even if they satisfy the time consistency property. Finally, using the results (15) and

(16) obtained for the error learning models, time consistency implications of the extrapolation

models can be readily extended to expectations formed at time t and time t − 1 for higher

order horizons, h > 1.

As noted earlier, direct tests of time consistency of expectations require survey data on

expectations of the same target date formed at two different previous dates at the minimum.

In cases where such multiple observations are not available, it seems meaningful to test

only particular formulations of the extrapolation models such as the mean-reverting or the

adaptive hypothesis. Testable implications of the finite-order adaptive models are discussed

further in Pesaran (1985) and Pesaran (1987, Chapter 9) where an empirical analysis of the

formation of inflation expectations in British manufacturing industries is provided.

2.4 Testing the Optimality of Survey Forecasts under Asymmetric

Losses

The two orthogonality conditions, (19) and (20), are based on the assumption that individual

forecast responses are the same as conditional mathematical expectations. See (18). This

assumption is, however, valid if forecasts are made with respect to loss functions that are

quadratic in forecast errors and does not hold in more general settings where the loss function

is non-quadratic or asymmetric. Properties of optimal forecasts under general loss functions

are discussed in Patton & Timmermann (2004) where new testable implications are also

established. Asymmetric losses can arise in practice for a number of different reasons, such

as institutional constraints, or non-linear effects in economic decisions. In a recent paper

Elliott, Komunjer & Timmermann (2003) even argue that ‘on economic grounds one would,

if anything, typically expect asymmetric losses.’9 Once the symmetric loss function is

9In a related paper, Elliot, Komunjer & Timmermann (forthcoming) consider the reverse of the rationality

testing problem and derive conditions under which the parameters of an assumed loss function can be

estimated from the forecast responses and the associated realizations assuming that the forecasters are

rational.
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abandoned, as shown by Zellner (1986), optimal forecasts need not be unbiased 10. This

point is easily illustrated with respect to the LINEX function introduced by Varian (1975),

and used by Zellner (1986) in a Bayesian context. The LINEX function has the following

simple form

ϕi

(
ξi,t+1

)
=

2

α2
i

[
exp

(
αiξi,t+1

)
− αiξi,t+1 − 1

]
,

where ξi,t+1 is the forecast error defined by (17). To simplify the exposition we assume here

that ξi,t+1 is a scalar. For this loss function the optimal forecast is given by 11

tx
e
i,t+h = α−1

i log {Ei (exp (αixt+h) | Ωit)} .

In the case where individual ith conditional expected density of xt+h is normal we have

tx
e
i,t+h = Ei (xt+h | Ωit) +

(αi

2

)
Vi (xt+h | Ωit) ,

where Vi (xt+h | Ωit) is the conditional variance of individual ith expected density. The

degree of asymmetry of the cost function is measured by αi. When αi > 0, under-predicting

is more costly than over-predicting, and the reverse is true when αi < 0. This is reflected

in the optimal forecasts tx
e
i,t+h, that exceeds Ei (xt+h | Ωit) when αi < 0 and falls below it

when αi > 0.

It is interesting that qualitatively similar results can be obtained for other seemingly

different loss functions. A simple example is the so-called “Lin-Lin” function:

Ci

(
ξi,t+1

)
= aiξi,t+1I

(
ξi,t+1

)
− biξi,t+1I

(
−ξi.t+1

)
, (25)

where ai, bi > 0, and I (A) is an indicator variable that takes the value of unity if A > 0 and

zero otherwise. The relative cost of over and under-prediction is determined by ai and bi.

For example, under-predicting is more costly if ai > bi. The optimal forecast for this loss

function is given by

tx
e
i,t+h = arg min

x∗
{Ei [Ci (xt+h − x∗) | Ωit]} .

Since the Lin-Lin function is not differentiable a general closed form solution does not seem

possible. But, assuming that xt+h | Ωit is normally distributed the following simple solution

can be obtained12

tx
e
i,t+h = Ei (xt+h | Ωit) + κiσi (xt+h | Ωit) ,

10For further discussion, see Batchelor & Zarkesh (2000), Granger & Pesaran (2000) and Elliott et al.

(2003).
11For a derivation, see Granger & Pesaran (2000).
12See Christoffersen & Diebold (1997). An alternative derivation is provided in Appendix A.
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where

σi (xt+h | Ωit) =
√

Vi (xt+h | Ωit), κi = Φ−1

(
ai

ai + bi

)
,

and Φ−1 (·) is the inverse cumulative distribution function of a standard normal variate.

The similarity of the solutions under the LINEX and the Lin-Lin cost functions is striking,

although the quantitative nature of the adjustments for the asymmetries differ. Not surpris-

ingly, under symmetrical losses, ai = bi and κi = Φ−1 (1/2) = 0, otherwise, κi > 0 if ai > bi

and vice versa. Namely, it is optimal to over-predict if cost of over-prediction (bi) is low

relative to the cost of under-prediction (ai). The size of the forecast bias, κiσi (xt+h | Ωit),

depends on ai/ (ai + bi) as well as the expected volatility. Therefore, under asymmetric

cost functions, the standard orthogonality condition (19) is not satisfied, and in general we

might expect Ei

(
ξi,t+h | Ωit

)
to vary with σi (xt+h | Ωit). The exact nature of this relation-

ship depends on the assumed loss function, and tests of rationality need to be conducted

in relation to suitable restrictions on the expected density functions and not just its first

moments. At the individual level, valid tests of the ‘rationality’ hypothesis require survey

observations on forecast volatilities as well as on mean forecasts. Only in the special case

where forecast volatilities are not time varying, a test of informational efficiency of individual

forecasts can be carried out without such additional observations. In the homoskedastic case

where σi (xt+h | Ωit) = σih, the relevant orthogonality condition to be tested is given by

Ei

(
xt+h − tx

e
i,t+h|Sit

)
= dih,

where dih is given by − (αi/2) σ2
ih in the case of the LINEX loss function and by −κiσih in

the case of the Lin-Lin function. In this case, although biased survey expectations no longer

constitute evidence against rationality, statistical significance of time varying elements of Sit

as regressors do provide evidence against rationality.

The orthogonality conditions, (20), based on the time consistency property can also be

used under asymmetrical losses. For example, for the Lin-Lin loss function we have

Ei [(xt −t−h+1 xe
it) | Ωi,t−h+1] = −κiσi (xt | Ωi,t−h+1) ,

Ei [(xt −t−h+1 xe
it) | Ωi,t−h] = −κiσi(xt | Ωi,t−h),

and hence

Ei (t−h+1x
e
it −t−h xe

it | Si,t−h)

= −κi {E [σi (xt | Ωi,t−h+1) | Si,t−h]− E [σi (xt | Ωi,t−h) | Si,t−h]} .

21



Once again, if σi (xt+h | Ωit) = σih we have

Ei (t−h+1x
e
it −t−h xe

it | Si,t−h) = −κi (σi,h−1 − σih) ,

and the rationality of expectations can be conducted with respect to the time-varying com-

ponents of Si,t−h.

Similarly modified orthogonality conditions can also be obtained for the consensus fore-

casts, when σi (xt+h | Ωit) = σih. Specifically, we have

Ei

(
xt+h − tx̄

e
t+h|Sit

)
= d̄h,

and

Ei (t−h+1x̄
e
t −t−h x̄e

t | St−h) = d̄h−1 − d̄h,

where d̄h =
∑N

i=1 widih.

In the more general case where expected volatilities are time varying, tests of rationality

based on survey expectations also require information on individual or average expected

volatilities, σi (xt+h | Ωit). Direct measurement of σi (xt+h | Ωit) based on survey expectations

have been considered in the literature by Demetriades (1989), Batchelor & Jonung (1989),

Dasgupta & Lahiri (1993) and Batchelor & Zarkesh (2000). But with the exception of

Batchelor & Zarkesh (2000), these studies are primarily concerned with the cross section

variance of expectations over different respondents, rather than σi (xt+h | Ωit), an issue which

we discuss further in section 4.2 in the context of the forecasts of event probabilities collated

by the Survey of Professional Forecasters. An empirical analysis of the relationship between

expectations errors and expected volatilities could be of interest both for shedding lights

on the importance of asymmetries in the loss functions, as well as for providing a more

robust framework for orthogonality testing. With direct observations on σi (xt+h | Ωit), say

tσ
e
i,t+1, one could run regressions of xt+h− tx

e
i,t+h on tσ

e
i,t+1 and other variables in Ωit, for

example xt,xt−1,.... Under rational expectations with asymmetric losses, only the coefficient

of tσ
e
i,t+1 should be statistically significant in this regression. Similar tests based on the time

consistency conditions can also be developed.

3 Part II: Measurement of Expectations: History and

Developments

The collection of data on future expectations of individuals has its roots in the development

of survey methodology as a means of compiling data in the years before the Second World
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War. Use of sample surveys made it possible to collect information on a range of topics

which could not be covered by administrative sources and full enumeration censuses; it was

natural that these began to extend themselves to covering questions about the future as well

as the past. It also has to be said that interest in measuring expectations was likely only

after economists had started to understand the importance expectations of future events as

determinants of the current decisions. This was a process which began in the 1920s with

discussions on the nature of risk and uncertainty (Knight 1921), expanded in the 1930s

through Keynes’ contributions and has continued to develop ever since.

The earliest systematic attempt to collect information on expectations which we have

been able to trace was a study carried out in 1944 by the United States Department of

Agriculture. This was a survey of consumer expectations attempting to measure consumer

sentiment (Katona 1975) with the latter calculated by aggregating the categorical answers

provided to a variety of questions. Dominitz & Manski (2005) present a statistical analysis

of the way in which the sentiment indicator is produced. Currently the survey is run by the

University of Michigan and is known as the Michigan survey, with many other similar surveys

conducted across OECD countries so as to provide up to date information on consumer

expectations. Questions on expectations are also sometimes included in panel surveys. The

British Household Panel Survey is one such example which asks questions such as whether

households expect their financial positions to improve or worsen over the coming year. Such

surveys, as well as offering an insight into how such expectations may be formed, do of

course make it possible to assess whether, or how far, such expectations are well-founded by

comparing the experiences of individual households with their prior expectations.

A key aspect of the Michigan survey, and of many other more recent surveys, is that some

of its questions ask for qualitative responses. Consumers are not asked to say what they think

their income next week or next year will be, by what percentage they expect it to change

from their current income or even to provide a range in which they expect the change in their

income to lie. Instead they are simply asked to provide a qualitative indication of whether

they expect to be better off or worse off. That this structure has been widely copied, in

surveys of both consumers and businesses is perhaps an indication that it is easier to obtain

reliable responses to qualitative questions of this sort than to more precise questions. In

other words there is believed to be some sort of trade-off between the loss of information

consequent on qualitative questions of this sort and the costs in terms of response rate and

therefore possible bias from asking more precise questions. It may also be that the answers

to more precise questions yield more precise but not necessarily more accurate answers. (the

23



truth elicitation problem). For either reason the consequence is that a key research issue

in the use of expectational data is handling the link between the qualitative data and the

quantitative variables which indicate the outcomes of business and consumer decisions and

experiences. It is also the case that some surveys which collect qualitative information on

the future also collect qualitative information on the past; the question of linking these latter

data to quantitative variables also arises and many of the questions are the same as those

arising in the interpretation of prospective qualitative data.

Household surveys were later complemented with business surveys on the state of eco-

nomic activity. In the period before the Second World War a number of countries produced

reports on the state of business. These do not, however, appear to have collected any formal

indicators of sentiment. The United States enquiry into the state of business developed into

the Institute of Purchasing Managers Survey. This asks firms a range of questions about the

state of business including the level of order books and capacity utilisation. It does not ask

either about what is expected to happen in the future or about firms’ experiences of the very

recent past. However, the Institut für Wirtschaftsforschung in Munich in 1948 started to ask

manufacturing firms questions about their expectations of output growth and price increase

in the near future as well as questions about recent movement of these variables. They also

included a question about firms’ expectations of the evolution of the business environment.

The sort of questions covered in the Purchasing Managers’ Survey were also covered.

This survey structure has since been adopted by other countries. For example, the

Confederation of British Industry began to ask similar questions of the UK manufacturing

sector in 1958 and has continued to do so ever since. The Tankan surveys cover similar

grounds in Japan. Policy-makers and financial economists often rely on the results of these

surveys as indicators of both past and future short-term movements of the economic variables.

There has, moreover, gradually been a recognition that similar methods can be used to cover

other aspects of the economy; in the European Union, EC-sponsored surveys now cover

industrial production, construction, retail sales and other services.

Another type of survey expectations has also been initiated in the United States. In

1946 a journalist, Joseph Livingston started to ask a number of economists their expecta-

tions of inflation over the coming year and the coming five years. Quantitative rather than

qualitative survey data were collected, relating not to expectations of individual experiences

but regarding the macro-economy as a whole. Although people are being asked to produce

forecasts in both cases, the performance of forecasts about individual experiences can be

verified satisfactorily only if data are collected on how the circumstances of the individuals
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actually evolve over time. The performance of the second type of forecast can, by contrast,

be verified by direct comparisons with realized macroeconomic data.

The exercise gave rise to what has become known as the Livingston Survey (Croushore

1997, Thomas 1999) and has broadened in scope to collect information on expectations about

a range of economic variables including consumer and wholesale prices, the Standard and

Poor’s industrial share price index, real and nominal GNP (now GDP), corporate profits and

the unemployment rate from a number of economists. It is the oldest continuous survey of

economists’ expectations and is now conducted by the Federal Reserve Bank of Philadelphia.

In contrast to the consumer expectations questions, these respondents were expected

to provide point estimates of their expectations. No doubt this was more practical than

with the consumer expectations survey because the respondents were practising economists

and therefore might be assumed to be more capable of and more comfortable with providing

quantitative answers to the questions. After a survey of this type it is possible to calculate not

only the mean but also the standard deviation of the responses. The mean, though appealing

as a representation of the consensus, is unlikely to be the best prediction generated from the

individual forecasts.

Other surveys of macroeconomic forecasts include the Philadelphia Fed’s Survey of Pro-

fessional Forecasters13, the Blue Chip Survey of Professional Forecasters, and the National

Association of Business Economists (NABE) surveys that are produced quarterly and con-

sists of annual forecasts for many macroeconomic variables.14 The Goldsmith-Nagan Bond

and Money Market Letter, provides an aggregation of forecasts of the yield on 3-month US

Treasury Bills and other key interest rates from 30-40 analysts. Interest rates, unlike many

of the variables considered in the Livingston Survey are typically inputs to rather than out-

puts of macro-economic models and forecasts. In that sense the survey is probably reporting

judgements as to how individual expectations might differ from the pattern implied by the

yield curve rather than the outcome of a more formal forecasting process.

To the extent that there is a difference between opinions and formal forecasts produced

by some sort of forecasting model, this not made clear in the information collected in the

Livingston Survey. The Survey of Blue Chip Forecasters, on the other hand focuses on

organisations making use of formal forecasting models. As always it is unclear how far the

forecasts generated by the latter are the products of the models rather than the judgements

13This was formerly conducted by the American Statistical Association (ASA) and the National Bureau

of Economic Research (NBER). It was known as the ASA/NBER survey.
14The variables included in the Survey of Profesional Forecasters and other details are described in

Croushore (1993).
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of the forecasters producing them. But this survey, too, indicates the range of opinion of

forecasters and means and standard deviations can be computed from it.

The Survey of Professional Forecasters asks respondents to provide probabilities that

key variables will fall into particular ranges, instead of simply asking forecasters to provide

their forecasts. This does, therefore, make available serious information on the degree of

uncertainty as perceived by individual forecasters. The production and assessment of these

forecasts is discussed elsewhere in this volume. A range of other surveys (Manski 2004) also

asks questions about event probabilities from households and individuals about their per-

ceptions of the probabilities of events which affect them, such as job loss15, life expectancy16

and future income17. We discuss the importance of these subsequently in section 4.2.

Surveys similar to these exist for other countries although few collect information on

individual perceptions of uncertainty. Consensus Forecasts collates forecasts produced for a

number of different countries and Isiklar, Lahiri & Loungani (2005) use the average of the

forecasts for each country as a basis for an analysis of forecast revision. In the UK, HM

Treasury publishes its own compilation of independent economic forecasts. The Zentrum für

Europäische Wirtschaftsforschung (ZEW) collects data on the views of “financial experts”

about the German economy’s prospects. We provide a summary of key surveys in table 1.

A list of key references is presented in appendix B.

To the extent that the surveys report forecasts produced as a result of some forecasting

process, it is questionable how far such forecasts actually represent anyone’s expectations, at

least in a formal sense. Sometimes they are constructed to show what will happen if a policy

which is not expected to be followed is actually followed. Thus the forecasts produced by the

UK’s Monetary Policy Committee are usually based on two interest rate assumptions. The

first is that interest rates are held constant for two years and the second that they follow

the pattern implied by the yield curve. Both of these assumptions may be inconsistent with

the Monetary Policy Committee’s view of the economic situation. There is the separate

question of whether such forecasts contain predictive power over and above that of the

direct quantitative and qualitative information mentioned above; and the weaker question

of whether the predictive power of such forecasts can be enhanced by combining them with

15U.S. Survey of Economic Expectations (Dominitz & Manski 1997a, Dominitz & Manski 1997b)
16U.S. Health and Retirement Survey (Juster & Suzman 1995, Hurd & McGarry 2002)
17Italy’s Survey of Household Income and Wealth (Guiso, Japelli & Terlizzese 1992, Guiso, Japelli &

Pistaferri 2002), the Netherlands’ VSB Panel Survey(Das & Donkers 1999), the US Survey of Economic

Expectations (Dominitz and Manski, op.cit) and the U.S. Survey of Consumers (Dominitz & Manski 2003,

Dominitz & Manski 2004).
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official and other data sets based on past realizations. Obviously the answer to the latter

depends in part on whether and how forecasters use such information in the production of

their forecasts.

A third category of information on expectations is implied by prices of financial assets.

Subject to concerns over risk premia which are widely discussed (and never completely

resolved) long-term interest rates are an average of expected future short-term interest rates,

so that financial institutions are able to publish the future short-term rates implied by them.

Forward exchange rates and commodity prices have to be regarded as expectations of future

spot prices. In the case of the foreign exchange markets arbitrage, which should reinforce

the role of futures prices as market expectations, is possible at very low cost. In the case of

commodities which are perishable or expensive to store there is less reason to expect arbitrage

to ensure that the future price is a clearly defined market expectation. Such markets have

existed in the past, but since 1981 we have started to see the introduction of index-linked

government debt. With the assumption that the difference between the yield on nominal and

indexed debt represents expected inflation, it becomes possible to deduce a market series for

expectations of inflation in each period for which future values can be estimated for both

nominal and real interest rates. When using such estimates it must be remembered that

the markets for indexed debt are often rather thin and that, at least historically, the range

of available securities has been small, reducing the accuracy with which future real interest

rates can be predicted. The development of options markets has meant that it is possible to

infer estimates of interest rate uncertainty from options prices. The markets for options in

indexed debt have, however, not yet developed to the point at which it is possible to infer a

measure of the uncertainty of expected inflation.

We now proceed to a discussion of the quantification of qualitative survey data. This

then allows us to discuss the empirical issues concerning alternative models of expectations

formation.
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3.1 Quantification and Analysis of Qualitative Survey Data

Consider a survey that asks a sample of Nt respondents (firms or households) whether they

expect a variable, xi,t+1(if it is specific to respondent i), or xt+1 (if it is a macro-economic

variable) to “go up”
(
ue

i,t+1

)
, “stay the same”

(
se

i,t+1

)
, or “go down”

(
de

i,t+1

)
relative to the

previous period.18 The number of respondents could vary over time and tends to differ

markedly across sample surveys. The individual responses, ue
i,t+1, se

i,t+1 and de
i,t+1 formed

at time t, are often aggregated (with appropriate weights) into proportions of respondents

expecting a rise, no change or a fall, typically denoted by U e
t+1, S

e
t+1 and De

t+1, respectively.

A number of procedures have been suggested in the literature for converting these propor-

tions into aggregate measures of expectations19. We shall consider two of these methods in

some detail and briefly discuss their extensions and further developments. The conversion

techniques can be applied to aggregation of responses that concern an individual-specific

variable such as the output growth or price change of a particular firm. They can also be

applied when respondents are asked questions regarding the same common variable, typically

macro-economic variables such as the inflation, GDP growth or exchange rates. The main

conversion techniques are:

1. the probability approach of Carlson & Parkin (1975).

2. the regression approach of Pesaran (1984) and Pesaran (1987).20

Although motivated in different ways, the two approaches are shown to share a common

foundation. Consider each approach in turn.21

3.1.1 The probability approach

This approach was first employed by Theil (1952) to motivate the use by Anderson (1952)

of the so-called “balance statistic” (U e
t+1−De

t+1) as a method of quantification of qualitative

survey observations. The balance statistic, up to a scalar factor, provides an accurate mea-

sure of the average expected, or actual, change in the variable in question if the percentage

changes of falls and rises reported by the respondents remain constant and of the same order

of magnitudes for rises and falls over time.

18To simplify the notations we have suppressed the left-side t subscript of tu
e
i,t+1, ts

e
i,t+1, and etc.

19Nardo (2003) provides a useful survey of the issues surrounding quantification of qualitative expectations.
20A related procedure is the reverse-regression approach advanced by Cunningham, Smith & Weale (1998)

and Mitchell, Smith & Weale (2002), which we shall also be discussed briefly later.
21The exposition draws on Pesaran (1987) and Mitchell et al. (2002). For alternative reviews and extensions

of the probability and regression approaches see Wren-Lewis (1985) and Smith & McAleer (1995).
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The probability approach relaxes this restrictive assumption, and instead assumes that

responses by the ith respondent about the future values of xit (say the ith firm’s output)

are based on her/his subjective probability density function conditional on the available

information. Denote this subjective probability density function by fi(xi,t+1 | Ωit). It is

assumed that the responses are constructed in the following manner:

• if tx
e
i,t+1 ≥ bit respondent i expects a “rise” in output; ue

i,t+1 = 1, de
i,t+1 = se

i,t+1 = 0,

• if tx
e
i,t+1 ≤ −ait respondent i expects a “fall” in output; de

i,t+1 = 1, ue
i,t+1 = se

i,t+1 = 0,

• if −ait < tx
e
i,t+1 < bit respondent i expects “no change” in output; se

i,t+1 = 1, ue
i,t+1 =

de
i,t+1 = 0,

where as before tx
e
i,t+1 = E (xi,t+1 | Ωit) and (−ait, bit) is known as the indifference interval

for given positive values, ait and bit, that define perceptions of falls and rises in output.

It is clear that, in general, it will not be possible to derive the individual expectations,

tx
e
i,t+1, from the qualitative observations, ue

i,t+1 and de
i,t+1.

22 The best that can be hoped for

is to obtain an average expectations measure. Suppose that individual expectations, tx
e
i,t+1,

can be viewed as independent draws from a common distribution, represented by the density

function, g(tx
e
i,t+1), with mean tx

e
t+1 and the standard deviation, tσ

e
t+1. Further assume that

the perception thresholds ait and bit are symmetric and fixed both across respondents and

over time, ait = bit = λ, ∀i, t. Then the percentage of respondents reporting rises and falls by

U e
t+1 and De

t+1, respectively, converge to the associated population values (for a sufficiently

large Nt),

U e
t+1

p→ Pr(tx
e
i,t+1 ≥ λ) = 1−Gt+1(λ), as Nt →∞, (26)

De
t+1

p→ Pr(tx
e
i,t+1 ≤ −λ) = Gt+1(−λ), as Nt →∞, (27)

where Gt+1(·) is the cumulative density function of g(tx
e
i,t+1), assumed common across i.

Then, conditional on a particular value for λ and a specific form for the aggregate density

function, tx
e
t+1 = Ec

(
tx

e
i,t+1

)
can be derived in terms of U e

t+1 and De
t+1. Notice that expec-

tations are taken with respect to the cross section distribution of individual expectations.

It is also important to note that
(

tσ
e
t+1

)2
= Ec

[
tx

e
i,t+1 − Ec

(
tx

e
i,t+1

)]2
is a cross section

variance and measures the cross section dispersion of individual expectations and should

not be confused with the volatility of individual expectations that could be denoted by

22Note that se
i,t+1 = 1− ue

i,t+1 − de
i,t+1.
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V (xi,t+1 | Ωit). tσ
e
t+1 is best viewed as a measure of discord or disagreement across agents,

whilst V (xi,t+1 | Ωit) represents the extent to which the ith individual is uncertain about

his/her future point expectations.

The accuracy of the probability approach clearly depends on its underlying assumptions

and the value of Nt. As the Monte Carlo experiments carried out by Löffler (1999) show

the sampling error of the probability approach can be considerable when Nt is not suffi-

ciently large, even if distributional assumptions are satisfied. It is, therefore, important

that estimates of tx
e
t+1 based U e

t+1 and De
t+1 are used with care, and with due allowance

for possible measurement errors involved.23 Jeong & Maddala (1991) use the generalised

method of moments to deal with the question of measurement error. Cunningham et al.

(1998) and Mitchell et al. (2002) apply the method of reverse regression to address the same

problem. This is discussed further in Section 3.1.3. Ivaldi (1992) considers the question of

measurement error when analysing responses of individual firms.

The traditional approach of Carlson & Parkin (1975) assumes the cross section density

of tx
e
i,t+1 to be normal. From (26) and (27)

1− U e
t+1 = Φ

(
λ−t xe

t+1

σe
t+1

)
, (28)

De
t+1 = Φ

(
−λ−t xe

t+1

tσe
t+1

)
, (29)

where Φ(.) is the cumulative distribution function of a standard normal variate. Using (28)

and (29) we note that

re
t+1 = Φ−1

(
1− U e

t+1

)
=

λ−t xe
t+1

tσe
t+1

, (30)

f e
t+1 = Φ−1

(
De

t+1

)
=
−λ−t xe

t+1

tσe
t+1

, (31)

where re
t+1 can be calculated as the abscissa of the standard normal distribution correspond-

ing to the cumulative probability of (1 − U e
t+1), and f e

t+1 is the abscissa corresponding to

De
t+1. Other distributions such as logistic and the Student t distribution have also been used

in the literature. See, for example, Batchelor (1981).

We can solve for tx
e
t+1 and tσ

e
t+1

tx
e
t+1 = λ

(
f e

t+1 + re
t+1

f e
t+1 − re

t+1

)
, (32)

23Measurement errors in survey expectations their implications for testing of the expectations formation

models are discussed, for example, in Pesaran (1987), Jeong & Maddala (1991), Jeong & Maddala (1996)

and Rich, Raymond & Butler (1993).
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and

tσ
e
t+1 =

2λ

re
t+1 − f e

t+1

. (33)

This leaves only λ unknown . Alternative approaches to the estimation of λ have been pro-

posed in the literature. Carlson and Parkin assume unbiasedness of generated expectations

over the sample period, t = 1, ..., T and estimate λ by

λ̂ =
(∑T

t=1
xt

)
/

(∑T

t=1

(
f e

t + re
t

f e
t − re

t

))
,

where xt is the realizations of the variable under consideration. For alternatives see inter

alia Batchelor (1981), Batchelor (1982), Pesaran (1984) and Wren-Lewis (1985). Since λ is

a constant its role is merely to scale tx
e
t+1.

Further discussions of the Carlson and Parkin estimator of tx
e
t+1 can be found in Fishe

& Lahiri (1981), Batchelor & Orr (1988) and Dasgupta & Lahiri (1992). There is, however,

one key aspect of it which has not received much attention. The method essentially exploits

the fact that when data are presented in the trichotomous classification, there are two in-

dependent proportions which result from this. The normal distribution is fully specified by

two parameters, its mean and its variance. Thus Carlson and Parkin use the two degrees of

freedom present in the reported proportions to determine the two parameters of the normal

distribution. If the survey were dichotomous- reporting only people who expected rises and

those who expected falls, then it would be possible to deduce only one of the parameters,

typically the mean by assuming that the variance is constant at some known value.

A problem also arises if the survey covers more than three categories- for example if it

asks firms to classify their expectations or experiences into one of five categories, a sharp

rise, a modest rise, no change, a modest fall or a sharp fall. Taking a time series of such

a survey it is impossible to assume that the thresholds are constant over time; the most

that can be done is to set out some minimand, for example making the thresholds in each

individual period as close as possible to the sample mean. The regression approach which

follows is unaffected by this problem.

3.1.2 The regression approach

Consider the aggregate variable xt as a weighted average of the variables associated with the

individual respondents (c.f. (22))

tx̄
e
t+1 =

∑Nt

i=1
wit tx

e
i,t+1, (34)
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where wit is the weight of the ith respondent which is typically set to 1/Nt. Suppose now

that at time t respondents are grouped according to whether they reported an expectation

of a rise or a fall. Denote the two groups by Ut+1 and Dt+1 and rewrite (34) equivalently as

tx̄
e
t+1 =

∑
i∈Ut+1

w+
it tx

e+
i,t+1 +

∑
i∈Dt+1

w−
it tx

e−
i,t+1, (35)

where the superscripts + and − denote the respondent expecting an increase and a decrease,

respectively. From the survey we do not have exact quantitative information on xe+
i,t+1 and

tx
e−
i,t+1. Following Pesaran (1984), suppose that

xe+
i,t+1 = α + viα, and tx

e−
i,t+1 = −β + viβ, (36)

where α, β > 0 and viα and viβ are independently distributed across i with zero means and

variances σ2
α and σ2

β. Assume that these variances are sufficiently small and the distributions

of viα and viβ are appropriately truncated so that xe+
i,t+1 > 0 and tx

e−
i,t+1 < 0 for all i and t.

Using these in (35) we have (for sufficiently large elements in Ut+1 and Dt+1)
24

tx̄
e
t+1 ≈ α

∑
i∈

w+
it − β

∑
i∈Dt+1

w−
it , (37)

or simply

tx̄
e
t+1 ≈ αU e

t+1 − βDe
t+1, (38)

where U e
t+1 and De

t+1 are the (appropriately weighted) proportion of firms that reported an

expected rise and fall, respectively, and α and β are unknown positive parameters. The

balance statistic, U e
t+1 − De

t+1 advocated by Anderson (1952) and Theil (1952) is a special

case of (38) where a = β = 1. Pesaran (1984) allows for possible asymmetries and non-

linearities in the relationship that relates tx̄
e
t+1 to U e

t+1and De
t+1. The unknown parameters

are estimated by linear or non-linear regressions (as deemed appropriate) of the realized

values of xt (the average underlying variable) on past realizations Ut and Dt, corresponding

to the expected proportions U e
t+1 and De

t+1, respectively. As noted above, this approach

can be straigthtforwardly extended if the survey provides information on more than two

categories.

24Recent evidence on price changes in European economies suggest that on average out of every 100 price

changes 60 relate to price rises and the remaining 40 to price falls. There is also a remarkable symmetry in

the average sizes of price rises and price falls. These and other important findings of the Inflation Persistence

Network (sponsored by the European Central Bank) are summarized in Gadzinski & Orlandi (2004).
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3.1.3 Other conversion techniques - further developments and extensions

There have been a number of related contributions that construct models in which parameters

can vary over time. For example Kanoh & Li (1990) use a logistic model to explain the

proportions giving each of three categorical responses to a question about expected inflation

in Japan. They assume that expected inflation is a linear function of current and past

inflation. A model in which the parameters are time-varying is preferred to one in which

they are not. Smith & McAleer (1995) suggested that the thresholds in Carlson and Parkin’s

model might be varying over time, assuming that they were subject to both permanent shocks

and short-term shocks which were uncorrelated over time. The model was then estimated

using a Kalman filter technique finding that the time-series model is preferred to the standard

model.

Cunningham et al. (1998) and Mitchell et al. (2002) relate survey responses to official

data by regressing the proportions of firms reporting rises and falls on the official data. Cun-

ningham et al. (1998), however, take the view that the survey data represent some trans-

formation of the underlying latent variable with an additional error term added on arising

for perception and measurement reasons. For this reason it may seem more appropriate to

estimate regression equations which explain observed proportions, U e
t+1 and De

t+1 (or Ut and

Dt) rather than explaining output by the survey aggregates. This means that estimates

of the variable represented by the survey have to be derived by inverting each regression

equation. Since the number of independent regression equations is equal to the number of

categories less one, there are this number of separate estimates of the variable of interest

produced. Since, however, the covariance of the vector of these distinct estimates can be

estimated from the standard properties of regression equations, it is possible to produce a

variance-weighted mean of the different estimates to give a best estimate of the variable of

interest (Stone, Champernowne & Meade 1942).

Mitchell et al. (2002) extend this technique using the CBI survey data. Instead of explain-

ing the two survey proportions (the proportion reporting or expecting a rise in output and

the proportion reporting or expecting a fall) they look at the proportions reporting/expecting

rises or falls as proportions of those who had reported/expected rises, no change or falls in

the previous period25. This creates a system of six equations which can be estimated in the

same way. Mitchell, Smith and Weale describe this as a semi-disaggregate approach. They

found evidence suggesting that the thresholds which underpin both the regression and the

25These variables are not published but can, of course, be constructed from access to the firms’ individual

responses.

34



reverse regression models, are functions of the responses in the previous period. While there

is some evidence of serial correlation in the relevant aggregate regressions, the evidence for

this is much weaker in the six semi-disaggregate regressions suggesting that the apparent

serial correlation may result from a failure to take account of the dependence of thresh-

olds on previous responses. The semi-disaggregate approach gave a better within-sample fit

than did the aggregate approach which Cunningham et al. found outperformed the usual

regression approach.

3.2 Measurement of Expectations Uncertainty

In Section 3.1.1 we discussed alternative methods of obtaining an estimate of cross sec-

tion mean and dispersion of individual expectations, and it was noted that the dispersion

measures of the type defined by (33), do not necessarily measure the uncertainty faced by in-

dividual respondents when forming their expectations. To measure expectations uncertainty

one needs further survey measurements where respondents are explicitly asked about the

degree of confidence they attach to their point expectations. There are only a few surveys

that address this issue of expectations uncertainty.

Surveys sometimes collect qualitative data on uncertainty. For example the Confederation

of British Industry’s survey asks respondents to indicate whether their investment plans are

constrained by demand uncertainty. Here respondents are being asked to report if they are

influenced by the second moment of their own sales growth. The impact of this could be

substantial even if there were very little difference between both the experience and the point

expectations of the individual respondents. With some modifications the approach set out

in Section 3.1.1 can be used to analyse these data.

There the analysis relied on the assumption that the underlying latent variable was

normally distributed, which is clearly not appropriate for quantification of higher order

moments of expected probability distributions. One possibility would be to assume that

the distribution of the logarithm of the variance is normally distributed. For example,

suppose that a firm reports being constrained by uncertainty if its own subjective variance

of future output growth, tσ
2
i,t+1, is greater than a threshold, σ̄2. In addition assume that

ln
(

tσ
2
i,t+1

)
∼ N (ln (σ̄2

t ) , ω2
t ), where ω2

t is the cross section variance of ln
(

tσ
2
i,t+1

)
which we

take to be fixed across i. Under these assumptions we have

P (tσ
2
i,t+1 > σ̄2) = 1− P (tσ

2
i,t+1 ≤ σ̄2) = 1− Φ

(
ln σ̄2 − ln (σ̄2

t )

ωt

)
,

where Pt = P (tσ
2
i,t+1 > σ̄2) and can be estimated by the proportion of respondents reporting
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their investment as being constrained by demand. This set up is analogous to the Carlson

and Parkin approach discussed above for quantification of point expectations and yields

σ̄2
t = σ̄2e−ωt Φ−1(1−Pt). (39)

Without some independent observation on subjective uncertainty it is not possible to go

further than this. Carlson and Parkin relied on actual measures of inflation to estimate their

threshold parameter, λ. Here in addition to σ̄2, which performs a role analogous to λ, we

also need to restrict ωt to be time invariant. Under these rather restrictive assumptions it is

possible to estimate ln (σ̄2
t ) consistently up to a linear transformation.

In other cases, as we have noted above, surveys ask respondents to provide probabilities

that variables will lie in particular ranges. In this case the variance of the expectation can

be estimated by fitting an appropriate density function to the event probabilities provided

by the respondents (Dominitz & Manski 1997b, Dominitz 1998).

3.3 Analysis of Individual Responses

The previous sections discuss ways of quantifying aggregated responses, such as the propor-

tion of respondents expecting a rise or a fall in the variable in question so as to be able

to make use of them either in interpreting the results of the surveys in real time or in the

more general use of such surveys in applied macro analysis. As we noted in the introduction,

however, analysis of individual responses, particularly in a panel context, is generally more

satisfactory.

A number of surveys, such as the surveys conducted by the Confederation of British In-

dustries, ask respondents to provide categorical information about some variable of interest,

both ex ante and ex post. Where these surveys are conducted from samples drawn afresh on

each occasion there is little that can be done beyond exploring the link between the ex ante

data and future income growth or the ex post data and past income growth using one of the

methods discussed in Section 3.1. But where the data are collected from a panel so that it

is possible to keep track of the expectations and outcomes as reported by individual respon-

dents, then it becomes possible to explore whether respondents’ expectations are consistent

with rationality according to a number of different definitions.

Nerlove (1983) was one of the first to discuss the problem of exploring the relationship

between individuals’ expectations and the associated realizations using two-way tables of

categorical data. Obviously this can be used to explore association between any pairs of

variables. The most obvious comparison is that between reports of expectations for period
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t made in period t − 1 and the subsequent out-turns reported ex post for period t. One

may also explore the relationship between expected or reported price rises and expected or

reported output growth, or the way in which expectations are linked to past realisations.

Gourieroux & Pradel (1986), Ivaldi (1992) and Das & Donkers (1999) discuss ways of testing

the rationality of expectations in such data.

In order to explore these issues further we first recap and extend our notation. Suppose

that there are m (taken to be an odd number) possible categories and respondent i is asked

to report ex ante which category is relevant to his/her expectation, tx
e
i,t+1, formed at the end

of period t of the variable whose outcome, xi,t+1 is realized in period t+1. The mid-category,

(m + 1) /2 is taken as the “no-change” category.

1. The prediction is denoted by the discrete random variables ye
i,t+1,j, j = 1, 2, ..,m where

ty
e
i,t+1,j = 1 if ce

j−1 < tx
e
i,t+1 ≤ ce

j ; and 0 otherwise. (40)

2. The outcome is denoted by the discrete random variable yi,t+1,j, j = 1, 2, ..,m defined

similarly as

yi,t+1,j = 1 if cj−1 < xi,t+1 ≤ cj; and 0 otherwise.

We follow convention and assume {ce
0, c0} = −∞ and {ce

m, cm} = ∞. Let

pe
j = Pr

(
ty

e
i,t+1,j = 1

)
; pj = Pr (yi,t+1,j = 1) ,

and

pjk = Pr
(

ty
e
i,t+1,j = 1 | yi,t+1,k = 1

)
,

and assume that pe
j , pj and pjk are invariant across i and t, and denote the estimates of these

probabilities by p̂e
j , p̂j and p̂jk, respectively. Under this set up p̂e

j , p̂j and p̂jk can be computed

consistently from the ex ante and ex post responses, assuming that individual responses are

independent draws from a common multivariate distribution.

Nerlove notes the distinction between an expectation and a forecast. If positive and

negative surprises are equally likely, then it would not be surprising to find a substantial

number of respondents expecting no change. On the other hand if everyone subsequently

experiences a sizeable shock, very few people will report an out-turn of no change. The

French and German surveys of past and expected future output growth (Germany) or past

and expected future demand (France) certainly exhibit this feature with more expectations

than subsequent responses falling in the no change category. Thus we generally observe

pe
(m+1)/2 > p(m+1)/2.
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Suppose now that the aim is to derive forecasts of the proportion of observations that

fall in a given category, j, which we denote by p∗j . By Bayes theorem and using the above

notations

p∗j =
m∑

k=1

pkpjk.

In general, the conditional probabilities, pjk, are not known and need to be estimated.

Nerlove suggests estimating pjk using past observations of the relationship between forecasts

and out-turns. This is, however, subject to a number of problems. The most important

of which is probably that past relationships between expectations and out-turns have been

affected by macro-economic shocks. If the effects of these can be removed or averaged out,

then the relationship is more likely to be satisfactory. Not surprisingly, the move from pe
j to

p∗j disperses the responses from the centre to the extremes of the distribution. Nerlove then

uses measures of association suggested by Goodman & Kruskal (1979) to identify patterns in

the two-way tables looking at links between expectations and previous out-turns and errors

in previous out-turns in order to explore how quickly expectations are influenced by the

past, as well as the link between expectations and the out-turns described by them. While

a number of interactions are identified, the exercise suffers from the problem that it does

not actually offer a means of exploring the performance of different expectational models,

except in the most general of terms.

Gourieroux & Pradel (1986) prove that, for expectations to be rational it must be that

pkk > maxj 6=k pjk, for k = 1, 2, ...,m. Ivaldi (1992) notes that a test of rationality based

on Gourieroux and Pradel criterion is likely to lack power and instead proposes a two-step

estimation method based on a latent variable model where in the first step, using the theory

of polychoric correlations, the correlation matrix of the latent variables are estimated, and

in the second step, under certain exact identifying assumptions, the estimated correlation

coefficients are used to obtain consistent estimates of the underlying parameters of the latent

variable model. This estimation approach is applied to business surveys of French manu-

facturing industry conducted by INSÉE that asks firms about their expectations of output

growth and the subsequent out-turns over four periods of three successive surveys during

1984-1985 (giving two estimates of the relationship between expectation and out-turn in

each period). The hypothesis of rational expectations is rejected in five out of eight cases.

However, Ivaldi argues that the test tends to over-reject when samples are large and therefore

the case against rationality is weaker than these findings suggest. The data, however, pass

an efficiency test in that he can accept the hypothesis that the influence of out-turns up to

period t on the expectation for t + 1 is the same as that on the out-turn for period t + 1.
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Das & Donkers (1999) point out that the respondents are not given precise instructions

about how to respond to the questions. There are a number of possible answers that in-

dividuals might give to a question about what they expect to happen. For example, they

might report the category in which lies the mean, the median or the mode and with a skewed

probability distribution these will differ. Using the multivariate normal distribution as the

limiting case of the polynomial distribution Das & Donkers (1999) show that, if the expec-

tations reported are those of the mode and if the ex post responses are drawn from the same

distribution √
Nk

2p̂kk

(p̂kk − p̂jk) −→ N(0, 1),

where Nk is the number of realizations that fall in the kth category. We note that the modal

assumption is awkward in the situation where the density function is symmetric and the

central category has low probability because the range [c(m+1)/2, c(m−1)/2) is small.

Where the reported category k is that in which the median value of the underlying

variable lies, then the most one can say is that

m∑
j=k+1

pjk 5 0.5, and
k−1∑
j=1

pjk 5 0.5,

which can again be tested using the normal distribution. If, however respondents report

their mean values, then Das & Donkers (1999) point out that without information on the

underlying variable and the thresholds, it is impossible to test that the initial expectations

are consistent with the underlying distribution.

4 Part III: Uses of Survey Data in Forecasting

Both qualitative and quantitative survey data on expectations could be potentially important

in forecasting, either on their own or in conjunction with other variables. Concern about

the future is widespread and the demand for forecasts is obvious. Where expectational data

are quantitative, as with the Livingston survey, their interpretation seems equally obvious.

Users nevertheless, are likely to be interested in whether they have any predictive power.

With qualitative data the same question arises but with the additional complication that

the performance of any indicator is bound to depend on the econometric methods used to

carry out the conversions.

Obviously in most circumstances survey data are not the only means of forecasting avail-

able. Unless other methods (such as time series methods) have no predictive power, it is
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likely that good forecasts will involve either the addition of survey data to time series models

or the use of forecast combination techniques to combine forecasts arising from surveys with

those generated by time-series techniques.

4.1 Forecast Combination

It is generally, and not surprisingly, found that combinations of forecasts produced by dif-

ferent bodies tend to be more accurate than forecasts produced by any individual. Granger

& Ramanathan (1984) show that, when the covariance structure of the forecasting errors

is stable, then the regression coefficients of an equation explaining the out-turn in terms of

the disparate forecasts provides the optimal combination of the different forecasts. Clearly,

the forecasts thus combined can be of different types and from different sources. Thus it is

perfectly possible to combine forecasts such as those presented in the Survey of Professional

Forecasters with those generated using similar approaches by public bodies such as the Fed-

eral Reserve Board and those which are the expectations of ‘experts’ rather than properly

worked out forecasts as such. A recent development of work of this type is provided by El-

liott & Timmermann (forthcoming). They show that the framework provided by a switching

model offers a means of forecast combination better than the traditional approach. They

also compare their results with other methods using time-varying weights (Zellner, Hong &

C-K Min 1991, Deutsch, Granger & Terasvirta 1994).

4.2 Indicating Uncertainty

Economists and policy-makers need to take an interest not only in expected future values

but also in the uncertainty that surrounds such expectations. As we noted above, there

is no reason to believe that the cross dispersion of point estimates is a good indication of

the uncertainty perceived by individual respondents. Survey data can, in principle, provide

information about subjective uncertainty as well as about some form of point expectations.

The topic is ignored in many surveys and not given much emphasis in others. As we have

noted above, the CBI survey does, however, ask respondents whether their investment plans

are limited by uncertainty about demand. This is plainly a question about second moments

which provides information about subjective views of uncertainty and, given an appropriate

quantification method, can be used to represent the latter. We have already discussed means

of doing this in section 3.2; it remains to be implemented.

There have, however, been a small number of attempts to infer income uncertainty in
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surveys of consumers. Thus Guiso et al. (1992) asked respondents to provide probabilities for

inflation in twelve months time and “your opinion about labour earnings or pensions [growth]

twelve months from now” falling into particular ranges, with the probabilities being designed

to sum to one.(p.332) These questions were included in the 1989 Survey of Household Income

and Wealth run by the Bank of Italy.

Dominitz & Manski (1997b) designed a survey specifically to elucidate information on

income uncertainty, as part of the University of Wisconsin’s Survey of Economic Expectations

and thereby produced an indication of subjective income uncertainty of households. They

concluded that the best way of collecting data on the subjective distribution was to ask people

the probabilities that their incomes over the next twelve months would be below each of four

thresholds, with the thresholds chosen in the light of reported realised income. Respondents

were also asked to report the lowest and highest possible amounts their household incomes

might be. Subsequent analysis of these data (Dominitz 1998) suggests that the measures

of expectation which can be reconstituted from these density functions are a reasonably

good guide to out-turns (Dominitz 2001), and that the estimates of uncertainty thus derived

correlate reasonably well with measures deduced from the Panel Survey of Income Dynamics

on the basis of the forecast performance of time-series models of incomes. On the basis

mainly of these findings Manski (2004) is optimistic about the ability of surveys of this type

to collect information on expectations and plans of individuals.

Rather more work has been done on the data collected in surveys of economists expec-

tations/forecasts of macro-economic variables, with particular use being made of the event

probabilities collated by the Survey of Professional Forecasters. Zarnowitz & Lambros (1987)

and Lahiri, Teigland & Zaporowski (1988) use this survey to compare the dispersion of point

forecasts of inflation and real GNP growth produced by economic forecasters in the United

States with the uncertainty that individual forecasters report for their forecasts. Zarnowitz

& Lambros (1987) find that the dispersion of point forecasts understates the uncertainty

of the predictive probability distribution, with some evidence that high inflation is associ-

ated with uncertainty about inflation. Confirmation of the importance of this distinction is

provided by the observation that, while the average variance of forecasters’ individual distri-

butions has little influence in an equation for the real rate of interest, the average measures

of skewness and kurtosis seemed to have a significant depressing influence on interest rates.

Bomberger (1996) suggested, comparing the dispersion of forecasts in the Livingston

survey with variance estimates of inflation generated by ARCH/GARCH processes, that

there was a close relationship between the two, although the latter was around four times
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the former. This work was criticised by Rich & Butler (1998) with a defence by Bomberger

(1999). The reader is, however left with the feeling that there is something unsatisfactory in

using the dispersion if an arbitrary scaling factor is required to relate it to a suitable statistical

measure. This malaise persists even if as Bomberger claims, the scaling factor is stable

over the period he considered. Giordani & Söderlind (2003), looking again at the results

of the Survey of Professional Forecasters, extend Bomberger’s analysis. They derive three

measures of uncertainty, (i) disagreement or dispersion of point forecasts, (ii) the average

of the estimated standard deviations of the individual forecasts (calculated from the event

probabilities presented in the Survey) and (iii) a measure of the aggregate variance derived

by aggregating the individual event probabilities to produce an aggregate probability density

function. They report a correlation between measures (i) and (ii) of 0.60 when looking at

inflation with a correlation of 0.44 when they consider output. The correlations between (i)

and (iii) are 0.75 in both cases. From these results they argue that “disagreement is a fairly

good proxy for other measures” despite the fact that it accounts for at most just over half

of the variation in the other measures. However, they found that estimates of uncertainty

generated by time-series GARCH methods did not match those generated from the survey

data. Lahiri & Liu (forthcoming) explore the changes in the pattern of the individual density

forecasts presented in the survey. They find less persistence in the uncertainty associated

with each individual forecast than studies based on aggregate data suggest and also that

past forecast error has little influence on reported forecast uncertainty. This is clearly an

important area for further research.

4.3 Aggregated Data from Qualitative Surveys

Despite the apparent advantages in using quantified surveys, qualitative surveys are widespread

and considerable attention is paid to them in the real-time economic debate. It is therefore

important also to consider at their performance as measures of the state of the macro-

economy.

4.3.1 Forecasting: Output Growth

As we have noted, qualitative surveys typically include questions about output prospects.

As is clear from section 3.1, the method of analysis is essentially the same as that used to

analyse responses to questions about past output movements. However, the relevant survey

response in period t is aligned to the actual out-turn in period t + 1 rather than anything

which is known in period t. Obviously when applying the reverse regression approach due
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attention has to be made of the fact that future output is unknown at the time the survey is

carried out, and an appropriate form of GMM such as instrumental variables must be used

to deal with this.

There is a wide range of studies addressing the capacity of prospective survey questions

to anticipate output movements. We discuss these before considering work on anticipating

inflationary expectations and predicting future price movements.

Öller (1990) finds balance statistics useful as a means of identifying cyclical turning

points in economic data. Entorf (1993) finds, however, looking at the question in the IFO

survey about expected future business conditions (rather than the expected output of the

respondent itself) that the proportion of respondents expecting business conditions to worsen

is a better predictor of future output changes than is the balance statistic. Cunningham

et al. (1998) examining surveys from the United Kingdom also find that use of the balance

statistic results in loss of information. Smith & McAleer (1995) use the survey collected

by the Confederation of Australian Industries to explore the capacity of six questions to

predict future movements in five variables, output, employment, prices, stocks of finished

goods and overtime. Here we focus on the results obtained on output, discussing price

movements in the next section. The survey is of form similar to those discussed above, with

categorical responses for “up”, “same”, “down” and a small “not available” category. The

authors explore the performance of different methods of quantifying the surveys and also test

whether expectations are rational, by exploring whether expectational errors are orthogonal

to expectations themselves (see Section 2.3). The performance of the models is assessed only

in-sample over the period, 1966Q2-1989Q2. In-sample the best-performing model is the time-

varying parameters model with a root mean square error lower than that of the probability

model and an ARIMA(2,1,0) model. Obviously the time-varying parameters model has

fewer degrees of freedom left than the probability model. Driver & Urga (2004) by contrast,

looking at out of sample performance for the UK find that a regression model based on

the balance statistic offers the best out of sample performance for interpreting retrospective

data about output, investment and employment. The best-performing model was therefore

different from that found for the retrospective analysis of the UK by Cunningham et al.

(1998). Comparison of these studies indicates that generalization about which method of

quantification works best is not possible. Although both Smith & McAleer (1995) and Driver

& Urga (2004) compare various approaches over long periods, they do not consider whether

for the series they investigate the performance ranking of the conversion procedures remain

stable across different sub-periods or variables.
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There have been a number of other studies looking at the performance of these prospective

measures of economic performance, often published by the bodies which produce the indica-

tors themselves. But in most cases they do not go beyond the general question of whether

the indicators have some ability to fit the data. Rahiala & Teräsvirta (1993) consider the

role of business surveys in predicting output growth in metal and engineering industries in

Finland and Sweden. Bergström (1995) explores the link between manufacturing output and

a range of business surveys in Sweden, and Madsen (1993) studies the predictive power of

production expectations in eight OECD countries. Klein & Moore (1991) look at the capac-

ity of diffusion indices26 constructed from the National Association of Purchasing Managers’

Surveys in the United States to predict turning points of the United States economy. Hild

(2002) uses the method of principal components to explore the inter-relationships between

variables in the French survey, but does not concern himself with the fact that polychoric

correlations should be used to evaluate the principal components while Bouton & Erkel-

Rousse (2002) look at the information contained in qualitative data on the service sector

for France. Gregoir & Lenglart (2000) use the survey to derive a coincident indicator based

on a two-state Markov process. Parigi & Schlitzer (1995) consider forecasts of the Italian

business cycle.

4.3.2 Forecasting: Inflation

As we have noted above, the question of the link between expectational data and inflation has

received more attention than that between expectational data and output movements, partly

because of the importance attached to inflationary expectations in a number of macroeco-

nomic models such as the expectations-augmented Philips curve and the assumption that

a real interest rate can be derived by deducting inflationary expectations from the nominal

interest rate. Thus both Carlson & Parkin (1975) and Pesaran (1984) developed their models

with specific reference to inflation expectations. We address the performance of qualitative

and quantitative expectations data in the context of models and theories in the next section.

Here we focus on the capacity of both types of expectations data to anticipate inflation, at

least to some extent.

Looking first at qualitative data Lee (1994) uses the probability method to explore the

link between firms’ expectations of price and cost increases and the response to the ret-

26Diffusion indices offer a means of combining a number of different but related indicators. They show the

proportion of indicators registering a rise rather than a fall in whatever variable each indicator happens to

report.
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rospective questions about the same variables. He studied the period 1972Q2 to 1989Q4

which covered the very rapid price increases of the 1970s and the much lower rate of price

increase, particularly from 1983 onwards. He carried out his analysis for the nine subsectors

of manufacturing identified by the CBI survey as well as for the manufacturing sector as a

whole. He was able to reject the hypothesis that there was a unit root in unanticipated in-

flation of output prices for all sectors except electrical engineering on the basis of an ADF(4)

test statistic. Even for electrical engineering the test statistic of -2.35 makes it likely that

the process is I(0) rather than I(1). He found that expectations were conservative in that

changes in the actual rate of price increase are only partially reflected in changes in the

expected rate of price increase. Moreover a test for rationality of expectations (see section

2.1) suggested that the expectational error could be explained by information available at

the time the expectations were formed; in other words expectations were not rational. The

variables used to explain the errors were manufacturing output price increases, manufactur-

ing materials cost increases, manufacturing wage costs, the change in the exchange rate, the

growth of total output, the growth of the money stock and the aggregate unemployment rate

all lagged one quarter. Only for the chemical industry could the hypothesis of rationality be

accepted at a 5% significance level. He also found that the “conversion errors” the difference

between actual price increases and those deduced from the qualitative survey were explained

to some extent by the variables used to explain the expectational errors. This raised the

possibility that the rejection of rationality of expectations was a consequence of some flaw

in the conversion process rather than a defect with the expectations themselves. If the ex-

pectational errors are corrected for the conversion errors, then the position is more mixed,

with the rational expectations hypothesis rejected for five out of nine sectors. Compared to

the retrospective and prospective studies of output growth mentioned above, this takes us

further because it actually points to a failing of a particular conversion method- that the

conversion errors are predictable in terms of known variables- rather than simply offering a

comment on the performance of different methods.

4.3.3 Forecasting: Consumer Sentiment and Consumer Spending

As we noted in section 3, the first surveys to collect information on expectations were the

studies of consumer sentiment. Dominitz & Manski (1997b) provide a brief account of early

attempts to assess their value. They explain how the surveys acquired a poor reputation

because they seemed to have little capacity to explain future consumption. Early econo-

metric studies (Tobin 1959, Adams 1964) use methods which would now be regarded as
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unsuitable- such as estimation of relationships between variables which are probably I(1)-

without exploring issues of co-integration and dynamic adjustment.

The value of these surveys was questioned by Federal Reserve Consultant Committee on

Consumer Survey Statistics (1955) leading to a response from Katona (1957). Juster (1964)

also thought their value was limited and Dominitz & Manski (1997b) concluded that this

interchange left most economists with the feeling that qualitative expectational survey data

were of limited use. Nevertheless, the Michigan survey has continued and the European

Union supports the collection of similar data in its member states, perhaps because Praet &

Vuchelen (1984) found that they had some power to predict future movements in aggregate

consumption. We save our discussion of more recent work on disaggregated data for section

5.2.2 below.

5 Part IV: Uses of Survey Data in Testing Theories:

Evidence on Rationality of Expectations

An obvious role for expectational data is in the testing of models of the way in which

expectations are formed. Market mechanisms which might penalise people who form their

expectations ‘inefficiently’ are likely to be weak or could take a long time to work. Thus given

a number of competing models of the way in which people might actually form expectations,

such as those discussed in Part I, it is possible to use actual measures of expected future

out-turns to try to distinguish between different expectations formation models.

In many cases economic theories refer to the influence of expected future events on current

behaviour. Where there is no independent measure of expectations, then it is impossible to

test the theory independently of the assumption made about the way in which people form

their expectations. It is not possible to test this assumption independently of the model

of behaviour consequent on that assumption. Independent measures of expected future

values mean that it is possible to test theories contingent only on the assumption that the

expectational data do in fact represent people’s or firms’ expectations of the future.

Two examples can make this clear. The life-cycle model of consumer behaviour leads to

the conclusion that, at any age, people who have an expectation of a rapidly rising income

are likely to have lower asset levels than those who do not. If one makes an assumption that

people’s expectations of future income growth are based on some particular model (such as

reversion to the mean for their cohort appropriately adjusted for individual characteristics

such as education level), then it is possible to explore this question. But if expectations are
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in fact different, then the model may be rejected for the wrong reasons. Information from

individual households on their own expectations of how their financial situations are likely

to develop allows a cleaner assessment of the model in question.

Another obvious example where survey data on expectations can be used for testing a

theory concerns the role of uncertainty in limiting investment. Because firms always have the

choice of delaying irreversible investment until the future becomes clearer, high uncertainty

is likely to reduce investment. But, unless there is a direct measure of uncertainty available,

it is almost impossible to test the theory independently of the assumption made about the

determinants of uncertainty.

Manski (2004) discusses many other examples and similarly concludes

”Economists have long been hostile to subjective data. Caution is prudent,

but hostility is not warranted. The empirical evidence cited in this article shows

that, by and large, persons respond informatively to questions eliciting proba-

bilistic expectations for personally significant events. We have learned enough

for me to recommend, with some confidence, that economists should abandon

their antipathy to measurement of expectations. The unattractive alternative to

measurement is to make unsubstantiated assumptions.” p. 1370

In the remainder of this part we shall focus on the use of survey expectations for testing

the expectations formation process in economics and finance. We begin with an overview of

the studies that use quantitative (or quantified) survey responses, before turning to studies

that base their analysis directly on qualitative responses.

5.1 Analysis of Quantified Surveys, Econometric Issues and Find-

ings

On the face of it exploration of the results of quantified surveys is straightforward. Numerical

forecasts or expectations can be compared ex post with numerical out-turns and tests of the

orthogonality conditions, as discussed in Section 2.3, can be explored as a test for rationality.

One is also in a position to explore questions of non-linearity. There are, nevertheless, a

number of important econometric considerations which need to be taken into account in

carrying out such tests.
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5.1.1 Simple Tests of Expectations Formation: Rationality in the Financial

Markets

As we have noted above, some surveys cover the expectations of people involved in financial

markets. Dominguez (1986), looking at a survey run by Money Market Services Inc. of thirty

people involved in the foreign exchange markets, tested the hypothesis that expectations

were rational. She had weekly data for the period 1983-1985 for the exchange rates of

the US$ against sterling, the Deutsche Mark, the Swiss Franc and the Yen and looked

at the subperiods 1983-1984 and 1984-1985, using one-week and two-week non-overlapping

observations. She rejected the hypothesis of rationality at at least a 5% significance level in

all the cases she examined. Over longer horizons she rejected rationality at three months

but not at one month. Frankel & Froot (1987b) continued with the same theme, looking

at the exchange rate expectations of people involved in the foreign exchange markets and

comparing them with out-turns over the period 1976-1985. They found that expectations

were relatively inelastic and that expectational errors could often be explained statistically

by past forecasting errors. Thus the people they surveyed could be described as slow to

learn. Nevertheless, the nature of the departure of expectations from the pattern implied

by rationality depended on the period under consideration. Elliott & Ito (1999) found that,

although survey data for the Yen/US$ rate were worse than random-walk predictions in terms

of mean-square error, they could identify a profitable trading rule based on the subjective

forecasts compared to the forward rate; the profits were, however, very variable. Takagi

(1991) presents a survey of literature on survey measures of foreign exchange expectations.

The studies by Dominguez (1986) and Frankel & Froot (1987b) were time-series analyses

applied to the median response in each period of the relevant sample. Elliott & Ito (1999)

looked at the mean, minimum and maximum of the reported responses in each period.

However, we consider the issue of heterogeneity in more detail in section 5.1.5.

There is also the question whether and how far the departure from rationality can be

explained in terms of a risk premium, either constant or varying over time, rather than

systematic errors in expectations. We explore this in section 5.1.4.

5.1.2 Testing Rationality with Aggregates and in Panels

Tests of rationality and analysis of expectations formation have been carried out using the

mean of the forecasts produced by a number of different forecasters e.g. Pesando (1975),

Friedman (1980), Brown & Maital (1981) and Caskey (1985). While these can report on
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the rationality of the mean they cannot imply anything about the rationality of individual

forecasts (Keane & Runkle 1990, Bonham & Cohen 2001). It is perfectly possible that the

different forecasts have offsetting biases with the mean of these biases being zero or some

value not significantly different from zero. Thus the conclusion that the mean is unbiased

(or more generally orthogonal to the information set) does not make it possible to draw any

similar conclusion about the individual expectations/forecasts.

But it is also possible that the hypothesis of rationality might be rejected for the aggregate

when it is in fact true of all of the individuals, at least if the individual forecasts are produced

using both private and public information as Figlewski & Wachtel (1983) make clear. We

have, in section 2.1 distinguished the public information set, Ψt from the private information

set available to agent i, Φit. Suppose that yt ∈ Ψt and zit ∈ Φit, for i = 1, 2, ..., N such that

E (zit |Φjt ) = zit if i = j

= 0 if i 6= j,

and assume that each individual forms his/her expectations based on the same data gener-

ating process given by

xt+1 = γ ′yt + N−1

N∑
j=1

δ′jzjt + εt+1,

where εt+1 are martingale processes with respect to the individual information sets, Ωit =

Ψt ∪ Φit. Under this set up individual i’s expectations are given by

tx
e
i,t+1 = γ ′yt + N−1δ′izit,

and by construction the individual expectations errors

xt+1 − tx
e
i,t+1 = N−1

N∑
j=1, j 6=i

δ′jzjt + εt+1,

form martingale processes with respect to Ωit, namely E
(
xt+1 − tx

e
i,t+1 |Ωit

)
= 0.

Consider now the expectations errors associated with mean or consensus forecasts, tx̄
e
t+1 =

N−1
∑N

i=1 tx
e
i,t+1, and note that

ηt+1 = xt+1 − tx̄
e
t+1 =

(
1− 1

N

)
z̄t + εt+1,

where z̄t = N−1
∑N

i=1 δ′izit. Therefore, since tx̄
e
t+1 = γ ′yt + N−1z̄t, the orthogonality regres-

sion often carried out using the consensus forecasts:

xt+1 − tx̄
e
t+1 = α + β tx̄

e
t+1 + ut+1, (41)
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is likely to yield a biased inference for a given N > 1. In other words the hypothesis of

rationality, requiring α = β = 0 may be rejected even when true. Figlewski & Wachtel

(1983) refer to this as the private information bias.

If the mean forecast is unsuitable as a variable with which to explore rationality, use of

panel regression for this problem might not be satisfactory either. Consider the panel version

of (41),

xt+1 − tx̄
e
i,t+1 = αi + βi tx

e
i,t+1 + ui,t+1. (42)

If the regression equation errors are correlated across forecasters, so that Cov(ui,t+1, uj,t+1) 6=
0 when i 6= j, then estimating the equations jointly for all forecasters as a seemingly unrelated

set of regression equations will deliver estimates of the parameters more efficient than those

found by Ordinary Least Squares. But, as authors such as Pesaran & Smith (1995) have

pointed out in other contexts, the restrictions αi = α, βi = β for all i should not be imposed

without being tested. If the restrictions (described as micro-homogeneity) can be accepted

then regression (41) produces consistent estimates of α and β. If these restrictions do not

hold, then all of the forecasters cannot be producing rational forecasts, so the consensus

equation cannot be given any meaningful interpretation.

Having made these observations Bonham & Cohen (2001) develop a GMM extension of

the seemingly unrelated regression approach of Zellner (1962) in order to explore rationality

in the forecasts reported in the Survey of Professional Forecasters. They find that they reject

micro-homogeneity in most cases with the implication that the REH needs to be tested at

the level of individual forecasters, albeit taking account of the increased efficiency offered by

system methods.

5.1.3 Three-dimensional Panels

The work discussed above looks at the analysis of a panel of forecasts in which each forecaster

predicts a variable or variables of interest over the same given horizon. But Davies & Lahiri

(1995) point out that in many cases forecasters produce forecasts for a number of different

future target dates (horizons). At any date they are likely to forecast GDP growth in the

current year, the next year and possibly even in the year after that. Thus any panel of

forecasts has a third dimension given by the horizon of the forecasts. Davies and Lahiri

develop a GMM method for exploiting this third dimension; obviously its importance lies in

the fact that there is likely to be a correlation in the forecast errors of forecasts produced

by any particular forecaster for the same variable at two different horizons. People who are

optimistic about GDP growth in the near future are likely to be optimistic also in the more
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distant future. The three-dimensional panel analysis takes account of this.

5.1.4 Asymmetries or Bias

Froot & Frankel (1989) used survey data as measures of expectations to the explore whether

the apparent inefficiency in the foreign exchange market which they observed, could be

attributed to expectations not being rational or to the presence of a risk premium. They

rejected the hypothesis that none of the bias was due to systematic expectational errors, and

could not reject the hypothesis that it was entirely due to this cause. They also could not

reject the hypothesis that the risk premium was constant. MacDonald (2000) surveyed more

recent work in the same vein and discussed work on bond and equity markets. A general

finding in bond markets was that term premia were non-zero and tended to rise with time to

maturity. They also appeared to be time-varying and related to the level of interest rates.

There was also evidence of systematic bias in the US stock market (Abou & Prat 1995).

Macdonald drew attention to the heterogeneity of expectations across market participants,

evidence for the latter being the scale of trading in financial markets.

As we noted in section 2.4, in the presence of asymmetric loss functions, the optimal

forecast is different from the expectation. Since the loss function has to be assumed invariant

over time if it is to be of any analytical use, the offset arising from an asymmetric loss function

could be distinguished from bias only if the second moment of the process driving the variable

of interest changes over time. If the variance of the variable forecast is constant it is not

possible to distinguish bias from the effect of asymmetry, but if it follows some time-series

process, it should be possible to distinguish the two.

Batchelor & Peel (1998) exploit this to test for the effects of asymmetric loss functions

in the forecasts of 3-month yields on US Treasury Bills contained in the Goldsmith-Nagan

Bond and Money Market Letter. They fit a GARCH process to the variance of the interest

rate around its expected value, and assume that the individuals using the forecast have a

Lin-Lin loss function (section 2.4). They apply the analysis to the mean of the forecasts

reported in the survey despite the criticisms of the use of the mean identified above. The

Lin-Lin loss function provides a framework indicating how they should expect the offset of

the interest rate forecast from its expectation to vary over time. Batchelor and Peel find

that, although the GARCH process is poorly defined and does not enter into the equation

testing forecast performance with a statistically significant coefficient, its presence in the

regression equation means that one is able to accept the joint hypothesis that the forecast

is linked to the outcome with unit coefficient and zero bias. It is, of course, not clear how
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much weight should be placed on this finding, but the analysis does suggest that there is

some point in looking for the consequences of asymmetries for optimal forecasts when the

variances of the variables forecasted follow a GARCH process.

Elliott et al. (2003) devise an alternative method of testing jointly the hypothesis that

forecasts are rational and that offsets from expected values are the consequence of asymmetric

loss functions. They use the forecasts of money GDP growth collated by the Survey of

Professional Forecasters and assess the individual forecasts reported there instead of the

mean of these. Estimating equation (42), they reject the hypothesis of rationality at the 5%

level for twenty-nine participants out of the ninety-eight in the panel.

They then propose a generalised form of the Lin-Lin loss function. In their alternative a

forecaster’s utility is assumed to be a non-linear function of the forecast error. The function is

constructed in two stages, with utility linked to a non-linear function of the absolute forecast

error by means of a constant absolute risk aversion utility function, with the Lin-Lin function

arising when risk-aversion is absent. It is, however, assumed that the embarrassment arising

from a positive forecast error differs from that associated with a negative forecast error giving

a degree of asymmetry. Appropriate choice of parameters means that the specification is

flexible over whether under-forecasting is more or less embarrassing than over-forecasting.

The resulting loss function has the form

Li(ei,t+1) = {α + (1− 2α)I(−ei,t+1)} ep
i,t+1, (43)

where ei,t+1 = xt+1 −t x∗i,t+1 denoting the difference between the outcome and the forecast,

tx
∗
it+1, which is of course no longer equal to the expectation, and I() is the indicator function

which takes the value 1 when its argument is zero or positive and 0 otherwise. p = 1 and

0 < α < 1 deliver the Lin-Lin function.

The authors show that OLS estimates of βi in equation (42) are biased when the true

loss function is given by (43) and that the distribution of βi is also affected. It follows that

the F-test used to explore the hypothesis of rationality is also affected, with the limiting

case, as the number of observations rises without limit, being given by a non-central χ2

distribution. If the parameters of the loss function are known it is possible to correct the

standard tests, and ensure that the hypothesis of rationality can be appropriately tested.

Even where these are unknown the question can be explored using GMM estimation and the

J-test for over-identification.

When the joint hypothesis of symmetry and rationality is tested (setting p = 2), this is

rejected for 34/98 forecasters at a 5% level. However once asymmetry is allowed rationality
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is rejected only for four forecasters at the same significance level; such a rejection rate could

surely be regarded as the outcome of chance.

Patton & Timmermann (2004) develop a flexible approach designed to allow for the

possibility that different forecasters have different loss functions. This leads to testable im-

plications of optimality even if the loss functions of the forecasters are unknown. They

explore the consensus (i.e. mean) forecasts published by the Survey of Professional Fore-

casters for inflation and output growth (GNP growth before 1992) for 1983-2003. They find

evidence of suboptimality against quadratic loss functions but not against alternative loss

functions for both variables. Their work supports the idea that the loss functions of inflation

forecasters are asymmetric except at low levels of inflation.

5.1.5 Heterogeneity of Expectations

Many studies allow for the possibility that some individuals may be rational and others may

not. But they do not look at the mechanisms by which the irrational individuals might form

their expectations.

Four papers explore this issue.27 Ito (1990) looks at expectations of foreign exchange

rates, using a survey run by the Japan Centre for International Finance, which, unlike

the studies mentioned above (Dominguez 1986, Frankel & Froot 1987b) provides individual

responses. He finds clear evidence for the presence of individual effects which are invariant

over time and that these are related to the trades of the relevant respondents. Thus exporters

tend to anticipate a yen depreciation while importers anticipate an appreciation, a process

described by Ito as ‘wishful thinking’. These individual effects are due to fixed effects rather

than different time-series responses to past data. As with the earlier work, rationality of

expectations is generally rejected. So too is consistency of the form described in section

2.3. Frankel & Froot (1987a), Frankel & Froot (1987b), Frankel & Froot (1990a), Frankel &

Froot (1990b), Allen & Taylor (1990) and Ito (1990) also show that at short horizons traders

tend to use extrapolative chartist rules, whilst at longer horizons they tend to use more mean

reverting rules based on fundamentals.

Dominitz & Manski (2005) present summary statistics for heterogeneity of expectations

about equity prices. Respondents to the Michigan Survey were asked how much they thought

a mutual fund (unit trust) investment would rise over the coming year and what they thought

27In an interesting paper, Kurz (2001) also provide evidence on the heterogeneity of forecasts across the

private agents and the Staff of the Federal Reserve Bank in the U.S., and explores its implications for the

analysis of rational beliefs, as developed earlier in Kurz (1994).
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were the chances it would rise in nominal and real terms. The Survey interviews most

respondents twice. The authors classify respondents into three types, those who expect the

market to follow a random walk, those who expect recent rates of return to persist and

those who anticipate mean reversion. The Michigan Survey suggests that where people are

interviewed twice only 15% of the population can be thus categorised. It finds that young

people tend to be more optimistic than old people about the stock market , that men are

more optimistic than women and that optimism increases with education. The other two

papers we consider explore expectations formation in more detail.

Carroll (2003) draws on an epidemiological framework to model how households form

their expectations. He models the evolution of households’ inflationary expectations as

reported in the Michigan Survey with the assumption that households gradually form their

views from news reports and that these in turn absorb the views of people whose trade is

forecasting as represented in the Survey of Professional Forecasters. The diffusion process

is, however, slow, because neither the journalists writing news stories nor the people reading

give undivided attention to the matter of updating their inflationary expectations. Even

if the expectations of professional forecasters are rational this means that expectations of

households will be slow to change. Carroll finds that the Michigan Survey has a mean square

error almost twice that of the Survey of Professional Forecasters and also that the former

has a much lower capacity than the latter to predict inflation in equations which also allow

for the effects of lagged dependent variables. The Michigan Survey adds nothing significant

to an equation which includes the results of the Survey of Professional Forecasters but the

opposite is not true. Indeed the professional forecasts Granger-cause household expectations

but household expectations do not seem to Granger-cause professional forecasts.

Carroll assumes that there is a unit root or near unit root in the inflation rate- a propo-

sition which is true for some countries with some policy regimes but which is unlikely to be

true for monetary areas with clear public inflation targets- and finds that the pattern by

which Michigan Survey expectations are updated from those of professional forecasters is

consistent with a simple diffusion process similar to that by which epidemics spread. There

is, however, a constant term in the regression equation which implies some sort of residual

view about the inflation rate- or at least that there is an element in household expectations

which may be very slow indeed to change. Carroll also finds that during periods of intense

news coverage the gap between household expectations and those of professional forecasters

narrows faster than when inflation is out of the news. This of course does not, in itself

demonstrate that heavy news coverage leads to the faster updating; it may simply be that
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when inflation matters more people pay more attention to it. Nevertheless it is consistent

with a view that dissemination occurs from professional forecasters through news media to

households.

In a second paper, Branch (2004) explores the heterogeneity of inflation expectations as

measured by the Michigan Survey that covers the expectations reported by individuals rather

than by professional forecasters. He considers the period from January 1977 to December

1993 and, although the survey interviews each respondent twice with a lag of six months, he

treats each monthly observation as a cross-section and does not exploit the panel structure

of the data set. Unlike earlier work on testing expectations which sought to understand the

determination of the mean forecast, Branch explores the dispersion of survey responses and

investigates the characteristics of statistical processes which might account for that disper-

sion. With an average of just under seven hundred responses each month, the probability

density that underlies the forecasts is well-populated and it is possible to explore structures

more complicated than distributions such as the normal density.

The framework he uses is a mixture of three normal distributions. However, instead of

extending the methods surveyed by Fowlkes (1979) to find the parameters of each distribution

and the weight attached to each in each period, he imposes strong assumptions on the choice

of the models used to generate the means of each distribution from three relatively simple

specifications; first naive expectations where expected inflation of the ith respondent, πe
it,

is set equal to πt−1, the lagged realized of inflation, secondly adaptive expectations (with

the adaption coefficient determined by least squares over the data as a whole), and thirdly

a forecast generated from a vector autoregression. Branch assumes that the proportion of

respondents using each of the three forecasting mechanism depends on the ‘success’, Ujt,

associated with the choice of the jth forecast for j = 1, 2, 3. Success is calculated as the sum

of a constant term specific to each of the three methods (Cj, j = 1, 2, 3), and a mean square

error term, MSEj,t, calculated as an exponential decay process applied to current and past

mean square errors

MSEjt = (1− δ)MSEj,t−1 + δ(πe
it − πt)

2,

with

Ujt = −(MSEjt + Cj), (44)

The probability that an individual uses method j, njt is then given by a restricted logistic

function as

njt =
e−βUjt∑
j e−βUjt

. (45)

55



Given the series of forecasts produced by the three methods and the standard deviation of the

disturbance around each point forecast added on to each point forecast by the individual who

uses that forecasting method, it is then possible to calculate the cost associated with each

method and thus the proportion of respondents who “should” use this means of forecasting.

Branch assumes that the standard deviation of the disturbance is time invariant and is also

the same for each of these three forecasting methods; these hypotheses are not tested and no

justification is given for the restrictions. He then finds that, conditional on the underlying

structure he has imposed, the model ‘fits’ the data, with the proportions of respondents

using each of the three forecasting methods consistent with (44) and (45) and that one can

reject the hypothesis that only one of the forecasting methods is used.

The evidence presented shows that heterogeneity of expectations in itself does not contra-

dict the rationality hypothesis in that people choose between forecasting methods depending

on their performance and their cost, and different individual could end up using different

forecasting models depending on their particular circumstances. The results do not, however,

provide a test of ‘rationality’ of the individual choices since in reality the respondents could

have faced many other model choices not considered by Branch. Also there is no reason

to believe that the same set of models will be considered by all respondents at all times.

Testing ‘rationality’ in the presence of heterogeneity and information processing costs poses

new problems, very much along the lines discussed in Pesaran & Timmermann (1995) and

Pesaran & Timmermann (2005) on the use sequential (recursive) modelling in finance.

Nevertheless, an examination of the raw data raises a number of further questions which

might be addressed. In figure 1 we show the density of inflation expectations in the United

States as reported by the Michigan Survey. The densities are shown averaged for three sub-

periods, 1978-1981, 1981-1991 and 1991-1999, and are reproduced from Bryan & Palmqvist

(2004). As they point out, there is a clear clustering of inflationary expectations, with 0%

p.a., 3% p.a. and 5% p.a. being popular answers in the 1990s. Thus there is a ques-

tion whether in fact many of the respondents are simply providing categorical data. This

observation and its implications for the analysis of expectations remain to be investigated.

5.2 Analysis of Disaggregate Qualitative Data

The studies surveyed above all, in various forms, provide interpretations of aggregated quali-

tative data. One might imagine, however, that both in terms of extracting an aggregate signal

from the data and in studying expectations more generally, that there would be substantial

gains from the use of individual responses and especially where the latter are available in
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Figure 1: The Density Function of Inflation Expectations as Identified in the Michigan

Survey

panel form. The main obstacle to their use is that the data are typically not collected by

public sector bodies and records are often not maintained to the standards which might be

expected in the public sector. We are, however, able to identify a number of studies which

make use of disaggregate data collected in wide-ranging surveys.

5.2.1 Disaggregate Analysis of Expectations of Inflation and Output

Horvath, Nerlove & Wilson (1992) examine the rationality of expectations of price increases

held by British firms, using the data from the Confederation of British Industry Survey. We

have drawn attention in section 5.2 of what can and cannot be done using categorical data in

a non-parametric framework. However, more detailed analysis is possible if one is prepared

to make use of parametric models. The idea is to explore the relationship between the latent

variables explaining the categorical responses to the questions about both expected future

price movements and past price changes conditional on a set of exogenous variables, zt−1.

For example, in the context of the following parametric model

xi,t+1 = αi + βi tx
e
i,t+1 + γ ′izt−1 + εi,t+1,

since only qualitative measurements are available on xi,t+1 and tx
e
i,t+1 it is necessary to infer

the regression relationship from what can be deduced about the polychoric correlations of
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the latent variables (Olsson 1979). In order to identify the model so as to test the hypothesis

of rationality it is necessary to make two further assumptions, first that expectations are on

average correct over the period and secondly that the thresholds involved in the categorisation

of expectations are the same as those involved in the categorisation of the out-turn (cp
j = cr

j

for all j). Having estimated their model in this way, the authors reject the restrictions

required by rationality. Kukuk (1994) used similar methods to explore the rationality of

both inflation and output expectations in the IFO survey. He too rejected the hypothesis of

rationality.

Mitchell, Smith & Weale (2005) addressed the question how one might produce aggre-

gate indicators of expected output change from an analysis of the disaggregated qualitative

responses to the CBI survey. They were therefore concerned with how to use the survey

for forecasting purposes rather than testing any particular economic hypothesis. In essence

therefore the issue they addressed was, that, while the conversion methods identified in sec-

tion 3.1 may be sensible ways of extracting aggregate signals from the surveys once they have

been consolidated, they may not be the best method of using the survey if one has access to

the individual responses. In other words, the conventional method of reporting the results

may itself be inefficient if the survey is intended to be used to provide a macro-economic

signal.

The method they used is applicable only to surveys which maintain a panel of respon-

dents. On the basis of the past relationship between each respondent’s answer and actual

output change, they gave each firm a score. This score can be estimated non-parametrically,

as simply the mean growth in output in those periods in which the firm gave the response

in question. Alternatively a probit model can be estimated to link the firm’s response to

output change. Given an aggregate forecasting model for output growth (such as a time-

series model) Bayes’ theorem can be used to derive expected output growth conditional on

the response of the firm.

To produce an estimate of aggregate output growth the mean of the individual scores

is taken. Experience showed that the resulting series, although strongly correlated with

output growth, was much less volatile and a regression equation was needed to align it

against actual output growth. Out of sample testing of the approach suggested that it

performed better than the more conventional methods based on the approaches discussed in

section 3.1. Nevertheless the results did not suggest that the survey was very informative as

compared to a simple time-series model.
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5.2.2 Consumer Expectations and Spending Decisions

Das & Donkers (1999) study the answers given by households to questions about expected

income growth collected in the Netherlands’ Socio-Economic Panel. Using the methods

of Section 5.2 they reject the hypothesis that the respondents have rational expectations

about their future income growth. Respondents to the survey are asked to give one of five

categorical responses to expectations of income growth over the coming twelve months and

also to report in the same way actual income growth over the past twelve months. The

categorical responses are: “Strong decrease”, “Decrease”, “No change”, “Increase”, and

“Strong increase”.

It was found that, for people who had expected a decrease the number actually experi-

encing no change was larger than those reporting a decrease ex post in all five of the years

considered and that the difference was statistically significant in four of the five years. For

those reporting category “Strong decrease” ex ante the condition for rationality was violated

in three of the five years but the violation was not statistically significant. For those report-

ing the last three the condition for rationality was not violated. Analysis on the assumption

that the reported expectations were medians similarly led to rejection of the assumption of

rationality for those expecting categories one and two. Analysis of the means was disrupted

by outliers and the authors imposed 5% upper and lower trims on the sample.

They explored the idea that expectations might be based on the means by using the actual

incomes reported by the households, with a weak condition being that the means of ex post

income growth for each ex ante category should be increasing in the categorical ordering.

Although this condition is violated sometimes for categories one and five, the violation is not

statistically significant. However real income growth was positive in three of the five years

for those expecting a decline in income and in two of the years the growth was significantly

above zero. This leads to the conclusion that, at least as reported in the survey from the

Netherlands, expectations were not rational and tended to be excessively pessimistic. Thus

greater ingenuity is needed to exploit the cross-section information contained in these data.

Souleles (2004) also uses data from the Michigan Survey and explores whether the survey

provides any information beyond that present in current consumption to predict future

consumption. The problem he faces is that the Michigan Survey does not collect data on

actual consumption and he deals with this problem by imputing information on expectations

from the Michigan Survey to the United States Consumer Expenditure Survey; the latter

collects consumption data from households four times in a year, providing information on

spending in four quarterly periods.
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Thus a discrete choice model was fitted to the Michigan Survey data to explain household

responses by demographic data and income with the effects of age and income being allowed

to vary over time, although no formal tests were presented for parameter stability. Given the

model parameters it was possible to impute the underlying continuous variables being the

responses to each of the five questions. It is then possible to explore the augmented Euler

equation for consumption

∆ ln ci,t+1 = b′0dt + b′1wi,t+1 + b2q̂it + ηi,t+1,

where dt is a full set of month dummies, wi,t+1 includes the age of the household head

and changes in the number of adults and children and q̂it is the fitted value of the latent

expectational variable imputed to household i in period t. Note that the augmentation of

the Euler equation to include demographic variables in an ad hoc fashion is done frequently

in micro-econometric studies of household spending. In fact, although changes in household

size should be expected to influence the change in household consumption, the impact of the

former is specified very tightly in the population-augmented Euler equation; the restrictions

implied by economic theory are rarely tested. Also the econometric specification imposes

slope homogeneity which could bias the estimates.

The survey asks about past income growth and expectations of future income growth. An

underlying latent variable can also be fitted to these as a function of time and demographic

characteristics. It then becomes possible to work out the revision to the underlying latent

variable for each household; the life-cycle model suggests that expectational errors such as

these should also be expected to have an impact on consumption growth and that, too can

be tested.

The study finds that non-durable consumption growth was sensitive to a number of

indicators from the Michigan Survey, both the expectation and realisation of the financial

position, business conditions over five years, expected income growth and expected inflation.

Some of these variables may be standing in for real interest rates, omitted from the Euler

equation but the study does offer prima facie evidence that current consumption is not a

sufficient statistic for future consumption. There is also evidence that consumption growth

is sensitive to expectational errors although, somewhat surprisingly, errors in expectations

of future income do not seem to play a role.

This study sheds light on the link between consumer sentiment, expectations and spend-

ing growth. While its research method is innovative, it has less to say than Branch (2004)

on the mechanisms by which expectations are formed. Readers are therefore unable to judge

why or how far the apparent inadequacy of the Euler equation model is associated with the
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failure of households to make efficient predictions of the future.

6 Conclusions

The collection of data on expectations about both macro-economic variables and individual

experiences provides a means of exploring mechanisms of expectations formation, linking

theory to expectation and identifying the forecasting power of those expectations. A number

of important issues arise. First of all there is the important question: what is the nature

of expectations and how do they relate to any particular loss function? Secondly, how

are expectations formed and to what extent do people learn from experience? Thirdly,

what is the relationship between assumptions standard to economic theory and expectations

formation in practice? Finally, how far can expectational data enhance the performance of

conventional forecasting methods such as time-series models.

The studies we have discussed have identified many of these questions to some extent.

However, it remains the case that the analysis of individual responses to such surveys, and

in particular to those which collect only qualitative information, is underdeveloped. We

expect that, as this literature develops, it will yield further valuable insights about the way

people form expectations and the link between those expectations and subsequent reality.

Most studies have focussed on point expectations, although studies which look at the Survey

of Professional Forecasters do often also consider the information provided on the density

function of expectations. By contrast there has been very little work done on qualitative

information on uncertainty even though surveys such as the Confederation of British Indus-

try’s have collected such data for many years. This appears to be another vein likely to yield

interesting results.

The utility of many of the data sets is limited by the fact that they are collected as

cross-sections rather than panels; such surveys are likely to be more informative if they are

run as well-maintained panels even if this results in a reduction in sample size. For those

surveys which collect expectational information from a large number of respondents (i.e. not

usually those of the forecasts of professional economists) we have not been able to find much

evidence of interplay between the design of the surveys and the analysis of the information

that they collect. In many countries the use made of such surveys in key decisions such as

interest rate setting, has increased considerably because of the perception that they provide

rapid economic information. There does not yet, however, appear to be a science of rapid

data collection relating the design of these surveys to the uses made of the data that they
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provide. Work on this topic is also likely to be of great value.

Separately there is the question how the surveys themselves might be expected to evolve.

As the tools and computing power needed to analyse panels have developed so the value of

surveys maintained as panels is likely to increase. At present some are and others are not,

but there appears to be no consensus developing yet about the merits of maintaining a panel,

even if it is one which rotates fairly rapidly. Secondly there is the issue of collecting event

probabilities rather than or in addition to quantitative or qualitative expectations. Studies

carried out to date suggest that such data are useful and one might expect that increasing

attention will be paid to this by data collectors.
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A Appendix A: Derivation of Optimal Forecasts under

a ‘Lin-Lin’ Cost Function

To simplify the notations we abstract from individual subscripts, i, and write the Lin-Lin
cost function, (25) for h = 1 as:

C
(
ξt+1

)
= (a + b)

(
xt+1 − tx

∗
t+1

)
I
(
xt+1 − tx

∗
t+1

)
− b
(
xt+1 − tx

∗
t+1

)
.

We also assume that

xt+1 |Ωt ∼ N
[
E (xt+1 |Ωt ) , σ2 (xt+1 |Ωt )

]
.

Under this assumption it is easily seen that

E
[(

xt+1 − tx
∗
t+1

)
I
(
xt+1 − tx

∗
t+1

)
|Ωt

]
= σ2 (xt+1 |Ωt )

∫ ∞

z=µt+1

(
z + µt+1

)
φ (z) dz,

71



where φ (·) is the probability density function of the standard normal variate, and

µt+1 =
tx
∗
t+1 − E (xt+1 |Ωt )

σ (xt+1 |Ωt )
.

Hence,

E
[(

xt+1 − x∗t+1

)
I
(
xt+1 − x∗t+1

)
|Ωt

]
= σ (xt+1 |Ωt )

{
φ
(
µt+1

)
− µt+1

(
1− Φ

(
µt+1

))}
,

where Φ (·) is the cumulative distribution function of a standard normal variate. Therefore,

E
[
C
(
ξt+1

)
|Ωt

]
= (a + b) σ (xt+1 |Ωt )

{
φ
(
µt+1

)
+ µt+1

[
Φ
(
µt+1

)
− θ
]}

, (46)

where θ = a/ (a + b) . The first-order condition for minimization of the expected cost func-
tion is given by

δEx

[
C
(
ξt+1

)]
δµt+1

= (a + b) σ (xt+1 |Ωt )
[
Φ
(
µt+1

)
− θ
]
,

and Ex

[
C
(
ξt+1

)]
is globally minimized for

µ∗t+1 = Φ−1 (θ) , (47)

and hence the optimal forecast, tx
∗
t+1, is given by

tx
∗
t+1 = E (xt+1 |Ωt ) + σ (xt+1 |Ωt ) Φ−1

(
a

a + b

)
.

Also, using (47) in(46), the expected loss evaluated at tx
∗
t+1 can be obtained as

E∗ [C (ξt+1

)
|Ωt

]
= (a + b) σ (xt+1 |Ωt ) φ

[
Φ−1 (θ)

]
,

which is proportional to expected volatility. The expected cost of ignoring the asymmetric
nature of the loss function when forming expectations is given by

(a + b) σ (xt+1 |Ωt )
{
φ (0)− φ

[
Φ−1 (θ)

]}
≥ 0,

which is an increasing function of expected volatility.

B Appendix B: References to the Main Sources of Ex-

pectational Data

1. CBI: Carlson & Parkin (1975), Cunningham et al. (1998), Demetriades (1989), Driver
& Urga (2004), Horvath et al. (1992), Lee (1994), Mitchell et al. (2002), Mitchell et al.
(2005),Pesaran (1984),Pesaran (1985), Pesaran (1987), Wren-Lewis (1985)

2. IFO: Anderson (1952), Entorf (1993), Hüfner & Schröder (2002), Kukuk (1994), Nerlove
(1983), Scholer, Schlemper & Ehlgen (1993a), Scholer, Schlemper & Ehlgen (1993b),
Theil (1952)
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3. INSEE: Bouton & Erkel-Rousse (2002),Gregoir & Lenglart (2000), Hild (2002), Ivaldi
(1992), Nerlove (1983)

4. Livingston28: Bomberger (1996), Bomberger (1999), Brown & Maital (1981), Caskey
(1985), Croushore (1997), Figlewski & Wachtel (1981), Figlewski & Wachtel (1983),
Pesando (1975), Rich & Butler (1998), Thomas (1999)

5. Michigan: Adams (1964), Branch (2004), Bryan & Palmqvist (2004), Carroll (2003),
Dominitz & Manski (1997b), Dominitz & Manski (2004),, Dominitz & Manski (2005),,
Fishe & Lahiri (1981), Katona (1957), Katona (1975), Maddala, Fishe & Lahiri (1983),
Rich et al. (1993), Souleles (2004)

6. NAPM: Klein & Moore (1991), Dasgupta & Lahiri (1993)

7. SPF29: Bonham & Dacy (1991), Bonham & Cohen (2001),Davies & Lahiri (1999), El-
liott & Timmermann (forthcoming)Fair & Shiller (1990), Giordani & Söderlind (2003),
Jeong & Maddala (1996), Keane & Runkle (1990), Lahiri et al. (1988), Zarnowitz &
Lambros (1987)

8. Others: Bergström (1995), Davies & Lahiri (1995), Dominguez (1986), Frankel & Froot
(1987b), Hüfner & Schröder (2002), Ito (1990), Kanoh & Li (1990), Kauppi, Lassila
& Teräsvirta (1996), MacDonald (2000), Madsen (1993), Nerlove (1983), Öller (1990),
Parigi & Schlitzer (1995), Praet & Vuchelen (1984), Praet (1985), Rahiala & Teräsvirta
(1993), Smith & McAleer (1995), Tobin (1959).

28A full bibliography can be found at http://www.phil.frb.org/econ/liv/livbib.html
29A full bibliography can be found at http://www.phil.frb.org/econ/spf/spfbib.html

73



CESifo Working Paper Series 
(for full list see www.cesifo-group.de)
 

___________________________________________________________________________ 
 
1537 Pieter A. Gautier, Coen N. Teulings and Aico van Vuuren, On-the-Job Search and 

Sorting, September 2005 
 
1538 Leif Danziger, Output Effects of Inflation with Fixed Price- and Quantity-Adjustment 

Costs, September 2005 
 
1539 Gerhard Glomm, Juergen Jung, Changmin Lee and Chung Tran, Public Pensions and 

Capital Accumulation: The Case of Brazil, September 2005 
 
1540 Yvonne Adema, Lex Meijdam and Harrie A. A. Verbon, The International Spillover 

Effects of Pension Reform, September 2005 
 
1541 Richard Disney, Household Saving Rates and the Design of Social Security 

Programmes: Evidence from a Country Panel, September 2005 
 
1542 David Dorn and Alfonso Sousa-Poza, Early Retirement: Free Choice or Forced 

Decision?, September 2005 
 
1543 Clara Graziano and Annalisa Luporini, Ownership Concentration, Monitoring and 

Optimal Board Structure, September 2005 
 
1544 Panu Poutvaara, Social Security Incentives, Human Capital Investment and Mobility of 

Labor, September 2005 
 
1545 Kjell Erik Lommerud, Frode Meland and Odd Rune Straume, Can Deunionization Lead 

to International Outsourcing?, September 2005 
 
1546 Robert Inklaar, Richard Jong-A-Pin and Jakob de Haan, Trade and Business Cycle 

Synchronization in OECD Countries: A Re-examination, September 2005 
 
1547 Randall K. Filer and Marjorie Honig, Endogenous Pensions and Retirement Behavior, 

September 2005 
 
1548 M. Hashem Pesaran, Til Schuermann and Bjoern-Jakob Treutler, Global Business 

Cycles and Credit Risk, September 2005 
 
1549 Ruediger Pethig, Nonlinear Production, Abatement, Pollution and Materials Balance 

Reconsidered, September 2005 
 
1550 Antonis Adam and Thomas Moutos, Turkish Delight for Some, Cold Turkey for 

Others?: The Effects of the EU-Turkey Customs Union, September 2005 
 
1551 Peter Birch Sørensen, Dual Income Taxation: Why and how?, September 2005 
 
 

http://www.cesifo.de.)/


 
1552 Kurt R. Brekke, Robert Nuscheler and Odd Rune Straume, Gatekeeping in Health Care, 

September 2005 
 
1553 Maarten Bosker, Steven Brakman, Harry Garretsen and Marc Schramm, Looking for 

Multiple Equilibria when Geography Matters: German City Growth and the WWII 
Shock, September 2005 

 
1554 Paul W. J. de Bijl, Structural Separation and Access in Telecommunications Markets, 

September 2005 
 
1555 Ueli Grob and Stefan C. Wolter, Demographic Change and Public Education Spending: 

A Conflict between Young and Old?, October 2005 
 
1556 Alberto Alesina and Guido Tabellini, Why is Fiscal Policy often Procyclical?, October 

2005 
 
1557 Piotr Wdowinski, Financial Markets and Economic Growth in Poland: Simulations with 

an Econometric Model, October 2005 
 
1558 Peter Egger, Mario Larch, Michael Pfaffermayr and Janette Walde, Small Sample 

Properties of Maximum Likelihood Versus Generalized Method of Moments Based 
Tests for Spatially Autocorrelated Errors, October 2005 

 
1559 Marie-Laure Breuillé and Robert J. Gary-Bobo, Sharing Budgetary Austerity under Free 

Mobility and Asymmetric Information: An Optimal Regulation Approach to Fiscal 
Federalism, October 2005 

 
1560 Robert Dur and Amihai Glazer, Subsidizing Enjoyable Education, October 2005 
 
1561 Carlo Altavilla and Paul De Grauwe, Non-Linearities in the Relation between the 

Exchange Rate and its Fundamentals, October 2005 
 
1562 Josef Falkinger and Volker Grossmann, Distribution of Natural Resources, 

Entrepreneurship, and Economic Development: Growth Dynamics with Two Elites, 
October 2005 

 
1563 Yu-Fu Chen and Michael Funke, Product Market Competition, Investment and 

Employment-Abundant versus Job-Poor Growth: A Real Options Perspective, October 
2005 

 
1564 Kai A. Konrad and Dan Kovenock, Equilibrium and Efficiency in the Tug-of-War, 

October 2005 
 
1565 Joerg Breitung and M. Hashem Pesaran, Unit Roots and Cointegration in Panels, 

October 2005 
 
1566 Steven Brakman, Harry Garretsen and Marc Schramm, Putting New Economic 

Geography to the Test: Free-ness of Trade and Agglomeration in the EU Regions, 
October 2005 

 



 
1567 Robert Haveman, Karen Holden, Barbara Wolfe and Andrei Romanov, Assessing the 

Maintenance of Savings Sufficiency Over the First Decade of Retirement, October 2005 
 
1568 Hans Fehr and Christian Habermann, Risk Sharing and Efficiency Implications of 

Progressive Pension Arrangements, October 2005 
 
1569 Jovan Žamac, Pension Design when Fertility Fluctuates: The Role of Capital Mobility 

and Education Financing, October 2005 
 
1570 Piotr Wdowinski and Aneta Zglinska-Pietrzak, The Warsaw Stock Exchange Index 

WIG: Modelling and Forecasting, October 2005 
 
1571 J. Ignacio Conde-Ruiz, Vincenzo Galasso and Paola Profeta, Early Retirement and 

Social Security: A Long Term Perspective, October 2005 
 
1572 Johannes Binswanger, Risk Management of Pension Systems from the Perspective of 

Loss Aversion, October 2005 
 
1573 Geir B. Asheim, Wolfgang Buchholz, John M. Hartwick, Tapan Mitra and Cees 

Withagen, Constant Savings Rates and Quasi-Arithmetic Population Growth under 
Exhaustible Resource Constraints, October 2005 

 
1574 Christian Hagist, Norbert Klusen, Andreas Plate and Bernd Raffelhueschen, Social 

Health Insurance – the Major Driver of Unsustainable Fiscal Policy?, October 2005 
 
1575 Roland Hodler and Kurt Schmidheiny, How Fiscal Decentralization Flattens 

Progressive Taxes, October 2005 
 
1576 George W. Evans, Seppo Honkapohja and Noah Williams, Generalized Stochastic 

Gradient Learning, October 2005 
 
1577 Torben M. Andersen, Social Security and Longevity, October 2005 
 
1578 Kai A. Konrad and Stergios Skaperdas, The Market for Protection and the Origin of the 

State, October 2005 
 
1579 Jan K. Brueckner and Stuart S. Rosenthal, Gentrification and Neighborhood Housing 

Cycles: Will America’s Future Downtowns be Rich?, October 2005 
 
1580 Elke J. Jahn and Wolfgang Ochel, Contracting Out Temporary Help Services in 

Germany, November 2005 
 
1581 Astri Muren and Sten Nyberg, Young Liberals and Old Conservatives – Inequality, 

Mobility and Redistribution, November 2005 
 
1582 Volker Nitsch, State Visits and International Trade, November 2005 
 
1583 Alessandra Casella, Thomas Palfrey and Raymond Riezman, Minorities and Storable 

Votes, November 2005 
 



 
1584 Sascha O. Becker, Introducing Time-to-Educate in a Job Search Model, November 2005 
 
1585 Christos Kotsogiannis and Robert Schwager, On the Incentives to Experiment in 

Federations, November 2005 
 
1586 Søren Bo Nielsen, Pascalis Raimondos-Møller and Guttorm Schjelderup, Centralized 

vs. De-centralized Multinationals and Taxes, November 2005 
 
1587 Jan-Egbert Sturm and Barry Williams, What Determines Differences in Foreign Bank 

Efficiency? Australian Evidence, November 2005 
 
1588 Steven Brakman and Charles van Marrewijk, Transfers, Non-Traded Goods, and 

Unemployment: An Analysis of the Keynes – Ohlin Debate, November 2005 
 
1589 Kazuo Ogawa, Elmer Sterken and Ichiro Tokutsu, Bank Control and the Number of 

Bank Relations of Japanese Firms, November 2005 
 
1590 Bruno Parigi and Loriana Pelizzon, Diversification and Ownership Concentration, 

November 2005 
 
1591 Claude Crampes, Carole Haritchabalet and Bruno Jullien, Advertising, Competition and 

Entry in Media Industries, November 2005 
 
1592 Johannes Becker and Clemens Fuest, Optimal Tax Policy when Firms are 

Internationally Mobile, November 2005 
 
1593 Jim Malley, Apostolis Philippopoulos and Ulrich Woitek, Electoral Uncertainty, Fiscal 

Policy and Macroeconomic Fluctuations, November 2005 
 
1594 Assar Lindbeck, Sustainable Social Spending, November 2005 
 
1595 Hartmut Egger and Udo Kreickemeier, International Fragmentation: Boon or Bane for 

Domestic Employment?, November 2005 
 
1596 Martin Werding, Survivor Benefits and the Gender Tax Gap in Public Pension 

Schemes: Observations from Germany, November 2005 
 
1597 Petra Geraats, Transparency of Monetary Policy: Theory and Practice, November 2005 
 
1598 Christian Dustman and Francesca Fabbri, Gender and Ethnicity – Married Immigrants 

in Britain, November 2005 
 
1599 M. Hashem Pesaran and Martin Weale, Survey Expectations, November 2005 


	Abstract
	Pesaran surveyexpectations.pdf
	Introduction
	 Part I: Concepts and Models of Expectations Formation
	The Rational Expectations Hypothesis 
	Extrapolative Models of Expectations Formation
	Static Models of Expectations
	Return to Normality Models
	Adaptive Expectations Model
	Error-Learning Models

	Testable Implications of Expectations Formation Models
	Testing the REH
	Testing Extrapolative Models

	Testing the Optimality of Survey Forecasts under Asymmetric Losses 

	Part II: Measurement of Expectations: History and Developments
	Quantification and Analysis of Qualitative Survey Data
	The probability approach
	The regression approach
	Other conversion techniques - further developments and extensions

	Measurement of Expectations Uncertainty
	Analysis of Individual Responses

	Part III: Uses of Survey Data in Forecasting
	Forecast Combination
	Indicating Uncertainty
	Aggregated Data from Qualitative Surveys
	Forecasting: Output Growth
	Forecasting: Inflation
	Forecasting: Consumer Sentiment and Consumer Spending


	Part IV: Uses of Survey Data in Testing Theories: Evidence on Rationality of Expectations
	Analysis of Quantified Surveys, Econometric Issues and Findings
	Simple Tests of Expectations Formation: Rationality in the Financial Markets
	Testing Rationality with Aggregates and in Panels
	Three-dimensional Panels
	Asymmetries or Bias
	Heterogeneity of Expectations

	Analysis of Disaggregate Qualitative Data
	Disaggregate Analysis of Expectations of Inflation and Output
	Consumer Expectations and Spending Decisions


	Conclusions
	Appendix A: Derivation of Optimal Forecasts under a `Lin-Lin' Cost Function
	Appendix B: References to the Main Sources of Expectational Data




