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1 Introduction

After the banking system turmoil of the beginning of the 1990’s, on February 5, 1991
the US Treasury released a proposal for banking reform (see Mishkin (1992)). Two
of the most important areas of improvement suggested by the Treasury were the
restoration of the competitiveness of the system and the strengthening of the role
of bank capital. To improve competitiveness, portfolio diversification was taken to
be the crucial instrument. In the words of Mishkin, “nationwide branching would
enable banks to diversify their loan portfolios substantially, since they would find it
easier to make loans in broader geographical areas.” With respect to bank capital,
Mishkin suggest that bank categorization and other provisions in the proposal were
“all directed at encouraging banks to hold more capital... Since increasing capital
is probably the most effective way of reducing moral hazard incentives for the bank
to take on too much risk. These rules are among the most important and welcome
Treasury recommendations.”

On September 29, 1994 the Riegle-Neal Interstate Banking and Branching Ef-
ficiency Act was signed into law by the US President. The act eliminates most
restrictions on interstate banking and makes nationwide branching possible for the
first time in seventy years.

As a consequence of these recent developments a whole new set of issues related
to the functioning of the financial intermediation system has emerged. Is interstate
banking efficient? Will banks still operate with branches in one, two, or several
states? Or will all banks become national banks? Will the banking system become
more stable?, more efficient? What are the macroeconomic implications of the change
in the regulation? My purpose in this paper is to introduce a framework where some
of these questions can be studied in an organized manner.

The literature on financial intermediation is vast. Several varieties of models have
recently been constructed to formally study the nature of intermediation in modern
economies. In a recent paper, Holmstrom and Tirole (1997) have proposed a some-
what novel way to motivate the existence of financial institutions. Their model is
based on a specific information asymmetry between investors: a principal cannot ob-
serve an action that an agent is supposed to perform during the realization of the
production process (a “hidden action”). In particular, there is a certain level of effort
(or some other activity) that the agent needs to exert in order to increase the prob-
ability of a good outcome for the jointly-financed project. This situation opens the
possibility of shirking by the agent and therefore full leveraging of investment projects
ceases to be incentive-compatible. Hence, the Modigliani-Miller Proposition fails to
hold and financial arrangements become important. An intermediary performing per-
sonalized monitoring of effort can ameliorate this principal-agent problem. However,
there still exists a potential conflict of interest between the principal and the inter-
mediary. If the activity of the intermediary (monitoring the agent) is costly and not
observable by the principal, incentive restrictions on the intermediary can also be



important.

In this paper, I embed this hidden action problem in a fully specified general equi-
librium overlapping generations model. There is a group of agents (called informed
investors) that start their economic life with a potentially implementable investment
project. If such an agent can obtain sufficient funds in the financial market, she will
be able to undertake her project and produce a certain amount of capital. This capital
is then available in the next period for use, along with labor, in the production of the
final consumption good. The informational problem arises in the production of the
capital goods because the probability of success in the investment project depends on
the unobservable level of effort exerted by the project owner. Limited liability and
costly monitoring result in some level of equilibrium credit rationing,.

With the model in place, I move on to study a number of implications for the per-
formance of the aggregate economy of alternative financial intermediation arrange-
ments. I relax some of the crucial assumptions in Holmstrom and Tirole (1997)
(mainly the perfect correlation of investment projects in an individual bank’s portfo-
lio) and study in a systematic way the formation of an equilibrium banking system.
I divide the economy into a large number of differentiated geographical “zones”.
Projects inside a zone are perfectly correlated, while projects in different zones are
independent. Banks have access to projects in different zones only at a cost of di-
versification associated to branching. In this framework, I study the banks’ opti-
mal decisions on portfolio diversification. I show that several regional nondiversified
banks coexists in equilibrium with a nationwide diversified institution. Diversifica-
tion, although costly, may allow agents to save in agency costs. As a consequence,
equilibrium investment and aggregate production under diversification can be greater
than in the case when (for some reason) diversification is not permitted in the system.
Also, I show that a government policy that imposes some level of reserve requirement
on deposits may result in the equilibrium having no diversification by banks. This
is true even when, in the absence of this policy, the banking system would include
a large completely diversified “national” bank. This phenomenon occurs because a
reserve requirement increases the cost of financing a project by both regional (non-
diversified) banks and the national bank, but relatively more so when the bank is
diversified. As a consequence, diversification become less attractive. The reason why
the reserve requirement is more costly for the diversified bank is that this bank relies
more on external financing of projects and the reserve requirement increases the cost
of those funds.

The next section relates the paper to previous literature on the subject. Section
3 presents the model and Section 4 studies thoroughly some of its basic character-
istics. I choose to do this within the simplest possible financial arrangement: the
case where monitoring of effort is not possible. Diversification has no effect under
this regime. Section 5 allows for monitoring and diversification and presents differ-
ent possible financial market organizations within this enriched setup. Mandatory
reserve requirements are shown to have important economic implications. Section 6



is saved for conclusions.

2 Related Literature

One of the first papers where financial intermediation appears as the optimal ar-
rangement for a given investment technology is Diamond (1984). Following ideas
first presented in Townsend (1979), Diamond develops a partial equilibrium model
of financial intermediation with a costly state verification (CSV) problem. He shows
that the optimal contract is a debt contract (see also Gale and Hellwig, 1985) and
that a financial intermediary, pooling deposits to finance investment projects, may
be an efficient solution to the monitoring problem. Monitoring will be an important
part of our model. But, while Diamond assumed that any agent could potentially be
a monitor (although they join together in coalitions to economize the cost of monitor-
ing; see also Boyd and Prescott (1986)), in the model presented herein only a subset
of agents can monitor and these will be the natural candidates to become financial
intermediaries. Agency costs at the level of the monitor are an important feature
shared by this model and Diamond’s; and, as in his paper, diversification plays an
important role in the design of efficient solutions to this problem.

As mentioned in the introduction, the basic informational problem in the present
paper is taken directly from Holmstrom and Tirole (1997).! As in the CSV literature,
the Holmstrom-Tirole model is also in the principal-agent tradition. However, the
foundations of the market imperfection are fundamentally different. While in the CSV
models the imperfect information arises from a “hidden state,” in the Holmstrom-
Tirole environment it is a “hidden action” that brings about the incentives problems.
This “hidden action” framework for studying the economic implications of imperfect
financial intermediation has been already successfully applied to the issues of eco-
nomic growth and income distribution.? Developing a general equilibrium version of
the Holmstrom-Tirole model and relaxing some of their assumptions throughout the
analysis will allow me to handle issues of portfolio diversification and of “regulatory”
policies imposed by a monetary-financial authority.

The model in this paper is close in spirit to the model presented in Bernanke
and Gertler (1989), but it differs in some important ways. First, Bernanke and
Gertler introduce the financial system as a consequence of a costly (hidden) state

LA thorough analysis of a similar moral hazard problem can be found in Besanko and Kanatas
(1993). In that article, though, the effort of both project-owners and monitors takes values in a
continuum and bank monitoring is perfect, i.e. it singles out a specific level of effort and eliminates
entrepreneurial moral hazard.

2See Aghion and Bolton (1997). Another important model of growth, financial intermediation
and income distribution is the one proposed by Greenwood and Jovanovic (1990). There also exists
an extensive literature on models of economic growth with imperfect financial intermediation (eg.
Bencivenga and Smith (1991), Greenwood and Smith (1997)). See Levine (1997) for a recent survey
on the general subject.



verification problem. Second, the present paper differs from theirs in the emphasis of
subjects. Bank formation and loan portfolio diversification are important subjects to
be analyzed in the following sections but were only tangentially discussed in Bernanke
and Gertler.

Another closely related paper is Boyd and Smith (1998) (see also Huybens and
Smith (1998), sections 3 and 4). They study an economy with similar characteristics
to the ones described above, but their financial sector is motivated by the existence of
a costly state verification problem of the type studied by Williamson (1986, 1987a).
Properties of the dynamic equilibrium are dramatically changed by this alternative
assumption. In addition, in their work diversification is simply assumed. Huybens
and Smith study the implications of imposing a reserve requirement in the Boyd-
Smith model (with somewhat different properties than the ones assumed here). The
focus of their analysis, though, is fundamentally different from that in the present
paper.

Similarly, our model economy has several features in common with Williamson
(1987).3 Williamson studies a different information problem (costly state verification)
and, in particular, the effect on business-cycle fluctuations of a very specific set of
shocks to the fundamentals of the economy (he considers mean preserving spreads to
the distribution of project’s returns). Although one could not perform the same kind
of experiment in my model, I think that comparing aggregate fluctuations within these
two models may help improve our understanding of the role of financial arrangements
in the macro-economy. I will not present any results along this line here, but I believe
that these issues constitute an essential part of any further research.

Finally, two other papers need to be mentioned: (i) Azariadis and Smith (1996)
analyze an overlapping generations economy with similar characteristics to the ones
in this paper but where the information problem in the production of capital goods
generates an adverse selection effect similar to that in Stiglitz and Weiss (1981);*

3Boyd and Smith (1998) borrow features from both Williamson (1987) and Bernanke and Gertler
(1989). Three important differences between these papers are worth mentioning. First, while in
Williamson the investment projects produce consumption goods directly, in Bernanke-Gertler they
produce investment goods to be later used as inputs in the production of a final good (in this Boyd
and Smith follow Bernanke and Gertler). Second, in Bernanke-Gertler monitoring reveals the return
of the project to everybody in the economy. This is not so in either Williamson or Boyd and Smith
(they assume that only the monitor knows the observed state) and this creates incentives for the
formation of large financial intermediaries in those two models. Third, Bernanke and Gertler assume
that the project return is a random variable with finite support and allow for stochastic monitoring.
Alternatively, Boyd and Smith, following Williamson, consider random returns taking values in a
continuum and rule out by assumption stochastic monitoring.

4Many papers on the effects of imperfect information on credit arrangements find inspiration in
the early work by Stiglitz and Weiss (1981). The focus of the Stiglitz and Weiss paper was mainly on
the role of adverse selection in creating equilibria with credit rationing. However, several interesting
discussions provided in that paper motivated the work of several other authors and would surely
become highly relevant if we were to think about possible extensions and generalizations of the
arguments presented here.



(7) Hart and Moore (1993) (see also Hart (1995), Chapter 5) study the incomplete
contracting theory of debt (see also Aghion and Bolton (1992)), and show that the
existence of non-verifiable and non-transferable returns from the investment projects
generates some second best inefficiencies that resemble the ones to be discussed in
the following sections. Note however that in Hart and Moore there is no asymmetric
information. It is only the fact that some private benefits associated with projects
are not contractible that makes the financial relationships interesting. Kiyotaki and
Moore (1998) present a general equilibrium version of that model of financial con-
tracting which could be specially relevant for comparisons with the business-cycle
implications of the model studied in the present paper.

3 The Model

Consider an economy populated by a large number of individuals with names in the
unit interval. Agents live two periods each, in overlapping generations. There are
three types of agents. A proportion (a — ¢) of the population are of type 1, which are
called uninformed investors. They own h units of raw labor when young and each of

these units of labor have productivity 6. They have lifetime preferences represented
by the utility function &v(cs, ;) + Ecir1, where ¢; and [; are period ¢ consumption
and leisure and £ is a parameter. Type 2 agents also own A units of raw labor when
young but they have different levels of productivity associated with their supply of
labor. Raw labor productivity for type 2 agents has a uniform distribution between
zero and one, i.e. 6 ~ UJ[0,1]. A fraction (1 — a) of agents are of type 2. Each
of these agents own an investment project, and they are called informed investors.
Finally, there is a measure ¢ of type 3 agents that have the same characteristics as
type 1 agents, but they are also able to partially monitor informed investors in the
realization of projects. These agents are called intermediaries; they are the agents
potentially suited to set up a bank.’

There are three commodities: labor (in efficiency units), consumption goods and
capital goods. The consumption goods are produced by perfectly competitive firms
with a constant returns to scale technology. The production function is given by
Y, = v, F(Ky, Ly) where v, represent a technology shock, K; is capital good input and
L; is the amount of efficiency units of labor used in production of the consumption
good. Standard Inada conditions are assumed to hold. For simplicity it is assumed
that capital fully depreciates each period.

Each investment project owned by a type 2 agent requires I units of the consump-
tion good and has a return of R units of the capital good at the beginning of the

°It is not hard to endogenize the number ¢ of monitors in the economy. Suppose that any agent
can potentially acquire the monitoring technology at the beginning of their lifetime but that they
have differential costs of doing it. Then, only the agents with a comparative advantage in the
acquisition of the technology will become monitors in equilibrium.



following period.® However, the projects are successful only with certain probability
and informed investors can exert different levels of effort that result in different prob-
abilities of success. The utility function of type 2 agents is given by B — ¥, + Ec; 14
where ¥; represent the level of effort exerted in the project. Assume 1 can take only
three possible values, B, (B — b) or 0 with B > B — b > 0. Redefine ¥; = B — ¥,
as the utility return associated with performing projects with different probability
of success. Then, as in Holmstrom and Tirole (1997), the investment alternatives of
type 2 agents are summarized by the following table.

Utility Return 0 |b |B
Prob. of Success | pg | pr | pr

Note that the project with utility return b gives the same probability of success as
the project with utility return B. Since we assume pyg > pr, under normal conditions
the informed investor will always want to follow the latter alternative. However,
we will assume that type 3 agents can monitor informed investors at a cost per
project ¢ in utility terms to determine whether investors are exerting effort or not.
Monitoring is not observable by third parties. Under certain conditions, when this
kind of monitoring is possible, type 2 agents will be able to misrepresent high levels
of effort by only performing some level of effort and in those cases the alternative
(b, pr,) will become relevant.

The dynamic economy functions as follows. At the beginning of each period ¢,
there is a level K, of capital goods for use in the production of consumption goods.
Firms buy efficiency units of labor at price w; and capital goods at price ¢;. Perfect
competition implies that factor prices (wy, ¢;) equal the marginal productivity of labor
and capital, respectively. Type 2 agents make the necessary financing arrangements
to undertake the investment projects and all agents make their consumption-leisure-
savings decisions. Projects undertaken at period ¢ will provide the capital goods Ky,
with which the economy will start the next period. In the following sections, we will
present different financial systems and the conditions under which they constitute
an equilibrium in this environment. The financial system will in turn determine the
way investment projects are undertaken, the returns for informed and uninformed
investors, and the overall dynamics of the aggregate economy.

For the analysis in this paper I will be assuming that ¢ = 0 holds and, hence,
that agents type 1 and type 3 only care about consumption in the second period
of life according to a risk neutral utility function. Also, I will let v; = v for all t.
These assumptions surely ought to be relaxed in order to study the business cycle
implications of the model. I do not pursue this route of research in the present paper
but I consider it a natural next step to the work described here.

6R could be heterogeneous. This has interesting implications for which projects are undertaken
in equilibrium and its relation with the financing constraint and the distribution of funds (income)
across investors (see footnote 11 below).



4 The No-Monitoring Economy

In this section I analyze the model under the simplest possible financial arrangement
(no monitoring). For this, assume that ¢ = oo so that type 3 agents never monitor
informed investors and hence they behave exactly as type 1 agents. The main purpose
of the section is then to highlight some of the characteristics of the newly provided
model. However, I also consider the case with no monitoring as a good benchmark
for other (more complicated) situations.

Uninformed Investors. Type 1 and type 3 agents supply h units of raw labor
inelastically. Suppose that there are only two possible ways of saving in this economy;,
money and investment in capital-producing projects. Then uninformed investors solve
the following problem

maximize Ec;,,

subject to 3
bi}l + ptmt1+1 < wtah

~ 1 1
Cir1 < Tubyyy + pryimy g + praTiv
1 g1 1
Cy1s b1, Mgy 2 0,

where p; is the price of money in period ¢.” The quantity b}, is the amount loaned
to informed investors, with 7,; being its random return, and T;,; is a government
money transfer. Fach project will pay r,; if successful and zero otherwise. Lenders
could try to dilute the risk of failure by investing in a diversified portfolio. However,
since agents are risk neutral, this diversification will not improve their lifetime utility.
It is important to keep in mind that the introduction of banks is not justified by this
type of pooling of risks.

In this economy, as is usual in monetary theory, there always exists an equilibrium
with p, = 0 for all £. If p, > 0 along the equilibrium path we will call this a monetary
equiltbrium. From the first order conditions of type 1 agents we have that in every

monetary equilibrium?®

_ P+
Y+ = ——— = PHTut-
DPe

Let s; = b,y +pimiy = w,0h be the equilibrium saving function for agents of types
1 and 3.

"See Wallace (1980) for this convenient way of defining the price system. An alternative way (the
present value prices) is exploited thoroughly in Balasko and Shell (1981) for the case of endowment
economies with multiple commodities. We choose the first method only because it saves notation in
the present setup.

8This is a direct implication of a no-arbitrage condition originating from the fact that only type
1 agents use money as a store of value in equilibrium. For them investment in projects or in money
should be perfect substitutes. Note however that the model does not have perfect securities markets
(due to the information problems) and that there will be some assets that actually dominate money
in rate of return. For an interesting discussion on the subject see the classic paper by Wallace (1988).



Informed Investors. Assume that hw; < I along the equilibrium path? so that
informed agents need external financing to carry out their project. Also along the
equilibrium path assume that

prgiriR — v I <0 <ppqR—~vI—B (1)

holds, so that it is optimal to exert effort in the realization of projects and projects
become unprofitable if effort is not effectively put forth. The only way that no effort
(or, for the matter, low effort) can be profitable is if a higher share of the cost is
borne by the uninformed investors being deceived. With these assumptions in place,
the problem of a type 2 agent is to

maxd; + Ec}, (2)

subject to B
b7+ pemisg + A7 < wbh,

2 ~ gk 42y, ~ 32 2
Cry1 = Tt (U7, AY) + Tuebiyy + peamiyy + e T,
2 12 2
Cit1s 1, myyq 2 0,

where 734(0, A?) = g1 R — Ty (I — A?), A? is the amount of own funds invested in the
own project and b7, ; is the amount of own funds invested in other agents’ projects."

We will consider equilibria where (i) condition (1) holds and (i) it is incentive
compatible for the agent to exert high effort. Note that when it is not incentive
compatible for the informed investor to exert high effort and every agent in the
economy (especially the uninformed investors) can foresee this, the project will not
be economically viable and it will not be carried out (see expression (1)). Define
Ap = pg — pr. Then the following condition makes internal financing essential for
incentives to point in the right direction:

G R — (v¢/pu)I < B/Ap. (3)

Hence, we will consider equilibria where the following incentive compatibility (1C')
constraint holds whenever a project is being carried out:

pu (@R —rw (I — A7)] > pr @R —rw (I — A7)] + B. (4)

Note that in this formulation it is implicit that asset holdings A? are observable.
Assuming that condition (3) holds implies that incentive compatibility requires A? >
0 to hold. In other words, internal funding is necessary to be able to make high effort

9Note that w; and ¢; depend on k; = K;/L; in equilibrium and that k; potentially moves along
the equilibrium path (see Assumption 4 in Huybens and Smith, 1998).

9The restriction c? 1 > 0 implies a certain degree of limited liability. No exogenous punishment
schemes are allowed. See Diamond (1984) for some of the consequences of nonpecuniary incentives
in environments of this kind.



incentive compatible. It is not hard to see from the first order condition to problem
(2) that one can assume, without loss of generality, that b7, = m7 ; = 0 for every

t. Then, Af(bv) = fhw; must hold whenever the project is undertaken and, hence,
informed investors use all of their funds in the enterprise.
We can rewrite expression (4) as

qt+1R — Tut <I — UJ{éh) 2 B/Ap (5)

Define 6, € (0,1] to be the value of 6 for which equation (5) holds with equality in
period t. All type 2 agents with labor productivity less than the threshold 6, will
not be able to credibly carry out their projects (exerting high effort) and therefore
they will drop the project altogether (zero-effort projects are not economically viable).
Internal financing of projects increases the contingent payoff received when the project
succeeds. This, in turn, fosters incentives towards increasing the probability of success
and hence makes high levels of efforts incentive compatible (see Figure 1).!!
Net savings for type 2 agents are then given by the function

s,%(e):{ St A (
Vo pmy, = wbh if 0 <6,
and A2(6) + s2() = w,0h for every 0 € [0,1].

Firms. Firms buy efficiency units of labor and capital services and produce
consumption goods in a perfectly competitive environment. Define k; = K;/L;. From
the first order conditions of the firm’s optimization problem (firms maximize profit
in what turns out to be a standard static problem) we obtain that in equilibrium the
following must hold:

OF(K,, L
wy = v (Glft ) = vw(ky),
B OF (K4, Ly)
qir = oK, = UQ(kt)

To close the model we assume a first period old generation that has K, units of
capital goods and H, units of money.
Market Clearing. The capital market clearing condition for period ¢+ 1 is given
by
K1 =(1-0a)(1—-6,)pyR. (7)

T An interesting possibility in this model is to consider the case of heterogeneous R, i.e. different
projects having different productivity. In this situation, informed investors will differ not only in
their level of labor efficiency 0, but also on the productivity R of their respective endowed projects.
The correlation of 6 with R becomes important in this setup since it is possible that projects with
high productivity never get done because the owner has available low levels of internal financing.
Also, it is natural to think that a market for projects could appear. However, in the rest of the
present paper we will focus on other implications of the model and assume homogeneous R for clarity
of exposition.

10



The period-t market clearing condition for efficiency units of labor is given by

— 1
Ly = afh+ (1 — a)h/ 0do,
0
where the first term in the right hand side is the total supply provided by type 1
and type 3 agents and the second term is the total supply provided by type 2 agents.
Finally, the asset market clearing condition is given by

(1-a) / " @)+ ast — pu(His + T+ (1—a) / - 2@ b ©

where H,; ; is the total stock of fiat money available at period ¢ — 1.
Equilibrium. Equation (7) imposes an obvious restriction on the feasible level
of capital along the equilibrium path (after period 1):

K; <(1-a)puR. (9)

This restriction, together with hw; < I and condition (1), imposes upper and lower
bounds on the level of k; along the equilibrium path. Let ® be the set of possible
levels of capital for which all three restrictions are satisfied.'?

Note that H; = H; ;1 + T; holds. Assume that T; = (u — 1)H;_1 defines the
monetary policy in place. Then we have H; = pH; ; and we can express v, =
Pr+1/Pr = 2ze41/(pze) in terms of {z:}, where z; = p,H;. Assume for simplicity that
h = 2/[a(20—1)+1] so that L, = 1 for all £ in equilibrium (this is just a normalization).
Using equation (7) we can define

Ok ) =1 — (1_’“;%. (10)

Finally, let the set I' C R? be the set where & € ® and condition (3) hold.

Definition 1 > A Monetary IC Equilibrium is a sequence {ky, z, 0, }C T for which
equations (7) and (8) hold and (5) holds with equality for all t given the initial con-
dition ko for capital.

Proposition 2 A Monetary IC Equilibrium satisfies the following system of differ-
ence equations for all t:
kel

_ k —
2 — vw(ky) + ="

0 (11)

12Note the difference between condition (9), which has to hold for any equilibrium, and, for
example, condition hw; < I which corresponds to a special interest in equilibria where external
financing is necessary. One could certainly analyze other possible equilibria where the second type
of condition does not hold (although if hw > I the information problem vanishes).

13In this paper, I concentrate on the monetary equilibria of the model. For a short characterization
of the non-monetary equilibrium (p; = 0 for all ¢) see Appendix 1.

11



Okys1) — m {1 - pH% (Uq(ktH)R - A%)} ~0. (12)

gwen ky = Ky fort =0.

Steady State. In steady state z;.1 = z; = 2°° and k1 = k; = £*°. Then, using
equation (12) we have that the steady state per capita capital stock has to satisfy the
following equation

G (k™) = pup {Uq(k%)z-z - A%} — I+ how(k*) (1 - u—ﬁxﬁ) 0. (13)

Note that limg_o G (k) = oco. Since G(k) is a continuous function, if there exists a
steady state (SS) capital, then the smallest SS capital have G’ (k**) < 0. The following
lemma suggests conditions under which this SS is unique.

Lemma 3 Whenever h < /(1 — a), G' (k%) < 0 for any steady state capital k**.
Proof. See Appendix 2. =
Corollary 4 Assume h < /(1 —«). Then, if there ezists a steady state, it is unique.

Note that the condition in the lemma is only sufficient. This result is important
because there are examples in the literature of economies with imperfect financial
intermediation where two steady state levels of capital is the rule. The lemma is
intended to suggest that the forces that generate multiple steady states in other
models are not in full play here. Note that in my model, as in the previous models
in the literature (specifically Boyd and Smith, 1998), higher capital levels imply
higher levels of internal financing of projects because vw(k) is higher. In the Boyd
and Smith (1998) model then, there are two forces interacting. On one side, higher
capital stocks decrease the returns on the project vg(k)R. On the other side, since
projects can be carried out with more internal financing, the return on loans can be
sustained. Consequently, two possible steady states appear, one with low capital, low
internal financing, and high returns to projects and the other with high capital, high
internal financing, and low returns to projects.

In my model however, there is a third force that unbalances the first two. Higher
capital levels not only increase internal financing but also necessarily relax the incen-
tive compatibility constraints. This is the only way one can have higher levels of capi-
tal, as can be clearly seen in equation (7). This implies though that more projects with
less internal financing are being undertaken. In consequence, the marginal project is
not necessarily more internally financed and the steady state rate of return on loans
cannot be sustained.

Transitional Dynamics. Consider the transitional dynamics in a neighborhood
of the steady state equilibrium. From equation (11) we have k;; > k; if and only if

12



2z < vw(ky) — (k¢/a) holds, where a = pgR/I (see Figure 2). Also, from equation
(12) we have 2,11 > z if and only if

G (ki, z0) = puap |vqg(ke, z)| R — I + hvw(k) <1 — M) >0

Ap] (1—a)puR

holds, where g(ky;, z) = a [vw(k;) — 2] . Note that G (k;, z;) is increasing in z,. When-
ever 0g(ky, z¢)/0k; > ¢, where ¢ is a threshold value with ¢ <1 (that translates into
an upper bound for the capital stock k;), using that G’(k) < 0 around the steady state
capital, we have that G (ki, z¢) is decreasing in k;. Then, we can draw the z,,1 = 2
curve as in Figure 2. Now we can see that the equilibrium converging to the steady
state under these conditions will be a saddle path. Note that starting with a low level
of capital stock, in the transition to the steady state situation, the demand for money
grows with the stock of capital and the inflation level converges to the steady state
level from below (the increase in capital increases the level of young-agents’ income
which then increases their demand for monetary assets).

Steady State Comparative Statics. Consider first the comparative statics for
the steady state level of capital k* with respect to some important parameters, an
exercise that gives new insights to the economics of the problem. The first result,
well known in the literature on Overlapping Generations Models of Money, is the
Mundell-Tobin effect.'* Note that the steady state inflation in the model is equal to
1, the rate of money growth decided exogenously by the government. Then, using
the Implicit Function Theorem, we obtain,

oG
8k.ss B _8,u 0
op % > U
ok

Money is not super-neutral in the model. Higher inflation rates make the channels
for alternative-to-investment savings (mainly money) less attractive and therefore
investment and the capital stock increase. There have been extensive discussions
about the empirical validity of this feature (that our model shares with several other
monetary models). Based on evidence presented by Bullard and Keating (1994) we
propose that the analysis here be interpreted to refer to economies with a relatively
low rate of inflation.
Another important result (especially when interested in business cycles implica-

tions) is that

ok**

ov
Increases in “total factor productivity” not only increase the return to investment
but also increase the availability of internal funds for the financing of the investment
projects. This allows more agents to credibly commit to high effort performance

> 0.

1Gee Azariadis and Smith (1996) and the references therein.
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and as a consequence to greater aggregate levels of investment. Finally, note that
0k** /OB < 0, i.e. greater costs in terms of utility from exerting high effort imply
that it is more costly to make an investment project incentive compatible and hence
this reduces the aggregate level of attainable steady state capital.'®

Consider now the effects of changes in the inflation rate on the steady state level
of credit. It is easily seen that the steady state level of credit is given by

hvc;(k) (1- 52) '

SSeredit = (1—a) |(1—6) I —

When steady state inflation increases, two opposing effects come into play. On one
hand, since higher inflation implies higher steady state levels of capital, a larger
number of projects will be undertaken in the economy, i.e., 8 will be lower. And,
since [I — how(k)@ | > 0 holds, the amount of credit necessary in the economy will
tend to increase. On the other hand, higher levels of capital imply higher internal
funds for all the agents in the economy, and specifically for all informed investors.
This obviously will tend to decrease the level of credit in the economy. Which of these
two effects dominates depends mainly on the number of projects being undertaken in
equilibrium and on the response of wages to changes in the capital stock (the higher
is either of these two, the higher the chances that the second effect will dominate).

Similar conclusions follow from analyzing the response of steady state aggregate
credit to changes in total factor productivity. Here however the chances that the
second effect (increase on wages) will dominate are higher. The increase in v increases
wages in a direct way, in addition to the indirect way through the increase in the
capital stock, which was also present when we consider the increases in p.

Example 5 Consider a Cobb-Douglas production function with parameter n (capi-
tal’s share of income). Table 1 shows the assumed parameter values.
Table 1 _
R | B I h « P | PL 0 n
1.71055] 1.2 1210851 0.9|0.45| 08| 0.36
The next table present the steady state values for the main economic variables in
the model under two alternative values for p and two alternative values of v.

Table 2
\ p=lLv=1|p=11Lv=1|p=1 v=1042
s 0.1108 0.1182 0.1182
W 0.3003 0.3074 0.3203
7 0.1852 0.1858 0.1975
0 0.5171 0.4850 0.4850
Credit™ | 0.0671 0.0715 0.0706

5One could think of a model where B represents the value of some non-market activities that
agents have to trade off with effort (e.g., attendance in the workplace) in the realization of the
investment projects. See Greenwood, Rogerson and Wright (1995) for other general equilibrium
implications of non-market activities.
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Two observations are worth mentioning: first note that when inflation increases
to 10%, the level of the steady state capital stock and therefore the level of output
increases in line with the Mundell-Tobin effect; second, note that for both the increase
wn inflation p and the increase in factor productivity v, the increase in the number
of projects being made over-balances the increase in internal financing (due to wage
increases) causing a net increase in total credit in the economy. However, one can
see that the increase in total credit is smaller in the case of increases in productivity
because of the direct effect on wages associated to this type of change.

The Diversification Issue. One of the main subjects of this paper will be the
implications for portfolio diversification that arise in this particular structure of the
economy. To study the issue we need to make new assumptions on the correlation
structure of the set of available projects every period. Holmstrom and Tirole (1997)
assume complete correlation of projects (or equivalently, that no agent can diversify
his/her portfolio of projects). Since our particular interest is in what drives the level
of diversification (if any) in the described financial environment, we will require more
general assumptions. Note that for each level of labor productivity 0 we have a
density (1 — «) of type 2 agents. Hence, the total population of this type is given by

/01(1 —a)df = (1 - ).

Now assume there is a continuum of “zones” with total measure p and that type 2
agents (and therefore projects) are distributed uniformly over these zones. Note that
(1 — «)/p is the density of projects in each zone. Also assume that the projects in
each zone are perfectly correlated so that the uncertainty about the return of the
projects (success or failure) is not an idiosyncratic shock to the project but instead,
an idiosyncratic shock to the zones. Assume that the realization of the shock in a
particular zone is independent of the realization of the shock in any other zone. Then
since we have a continuum of zones with independent random variables associated to
each of them, we can assume that there will be no aggregate uncertainty.'® Suppose
now that a continuum of banks could be created. Let ¢/p be the density of banks
in each zone.!” Assume agents of types 1 and 3 deposit their savings in the bank
and that the bank gives loans to type 2 agents undertaking investment projects. The
question we are interested in is: what will be the level of portfolio diversification
chosen by banks in this situation?!8

16See Judd (1985) for an elaboration on the validity of this assumption.

"Note that we are using ¢ as the total mass of banks. In this section banks can be created by
any individual and we are only proposing this mass of banks (which is equal to the mass of type 3
agents) because it will prove convenient for comparison with later section where type 3 agents are
the natural candidates to run a bank.

18We are associating the subsets of correlated projects with “zones” that could be thought of as
geographical regions. This can be relevant for the case of the U.S. banking system. In the words
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Suppose a bank can handle projects from its own zone at zero cost but to be able
to select projects from other zones it has to incur an “administrative” cost with the
following structure: let n = 1,2, 3, ... be the number of zones where the bank intends
to attract projects and let «(n) be the cost for the bank to be participating in n
different zones. Assume t(n) < ¢(n+1) forn =1,2,3,...,¢(1) = 0 and lim,, o, t(n) =
6 < oo. The banks are perfectly competitive in this environment and as a consequence
they obtain zero profits from operation and are unable to cross-subsidize projects with
different levels of internal financing.'® As is clear from equation (6), we can index the
different levels of internal financing by 6. The bank will then chose a contract that
specifies how much the owner of a project with internal funds 6 ought to pay to the
bank when the project succeeds. Call this payment R, (). Note that in any period ¢,
a bank will only take projects with 0> 0. The bank has to pay an interest rate on
deposits so that the expected return equals 7y, (note that depositors are risk neutral
and 7, is the return on holding money). Then, the contract function at time t offered
by a bank choosing to participate in n* zones must satisfy

S (wRu(@®;) = )

H Z;’:l u; (I — 5hvw(kt)>

=Y (14)

for 6 > f,, and where u; is the proportion of projects of “type” 0 taken from zone j
and X is a Bernoulli trial that indicates success or failure of projects in zone j. Note
that limited liability implies that the owner of the project pays zero to the bank in
case of failure. Equation (14) can be expressed as

1 u(n¥)
PH Yy
for 6 > 6,. Clearly a bank needs to minimize this payoff if it is to attract any investors.
From this, it is straightforward to see that n* = 0 is the optimal policy.

Ruu() = 2 (1= Ohww(ky) +

Lemma 6 With risk neutral agents, no monitoring and positive costs of diversifica-
tion, financial intermediaries will choose in equilibrium the minimum possible level
of diversification.

In the model as it stands, there are no benefits from diversification. Hence, for
any positive cost of diversification, the banks have no incentive to diversify and will

of Mishkin “...Regulatory restrictions on branching and activities have led to less diversification by
banks; thus, the restrictions on interstate banking meant that when a decline in oil prices dragged
down the Texas economy in the mid-1980’s many banks and thrifts in Texas were dragged down as
well.”

9This Nash equilibrium type of competition is the same that Rothschild and Stiglitz had in mind
for the insurance companies in their seminal work (Rothschild and Stiglitz, 1976). See Smith (1984)
for an application to the banking system.
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only handle projects in their own zone, all of them perfectly correlated, just as in
Holmstrom and Tirole (1997). Note that this result depends strongly on the assump-
tions of risk neutrality of agents. Although we do not think this is necessarily the
most realistic assumption, it will allow us to isolate a novel informational reason for
diversification that we will explain in Section 5. In conclusion, each operating bank
will only handle projects in its own zone and the size of the representative bank is
indeterminate. Assuming that the ¢/p density of banks in each zone remains in op-
eration, the density of projects per bank at time ¢ will be given by (1 —a)(1 — 8;)/é.
This density can also be written as

and we can think that each bank is actually taking projects in the whole range of
possible levels of internal financing when in operation. In summary, banks play no
role in the economy with no monitoring.

5 Financial Intermediation and Monitoring

This section considers different financial arrangements in the case where ¢ < oo, that
is, where type 3 agents can monitor informed investors (type 2) to find out whether
or not they have exerted some of the necessary level of effort to attain the high rate
of project success. Note that as long as type 2 agents put some effort into developing
the investment projects, even if this effort is low, type 3 agents will consider this a
fulfillment of the requirement. Monitors cannot distinguish low from high effort, they
can only distinguish between effort and no effort.

The first financial system we will consider is the case of Certification (see Holm-
strom and Tirole, 1997). In this case, each type 3 monitor treats each project inde-
pendently and no diversification arrangements can be made. The owner of the project
joins a monitor who will “certify” that effort is being made. This, in turn, allows the
informed investor to go to the market for funds and take loans directly from unin-
formed investors.2’ The monitor, since her monitoring activity is not observable by
third parties, invests part of her funds in the projects that she is monitoring. Each
type 3 agent can monitor as many projects as she wants with only the cost ¢ in utility
terms. This creates perfect competition among monitors. There is no explicit reason
why agents cannot form banks in this environment; this is just exogenously assumed.
However, in Subsection 5.2 we show that this system is equivalent to a banking

20Note that in a way, the certification regime is relatively efficient. It implies that only one agent
perform the monitoring even though many of them may be lending to the project-owner under
the assumption that he/she will comply and exert effort. Yet more interesting is that this type of
efficiency considerations has been proposed in the literature on costly state verification to justify
the very existence of intermediation (see Diamond (1984) and Williamson (1987)).
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system where the cost of total diversification is very high and, as a consequence, the
bank only hold projects from its own “zone.”

In the second part of this section, we study how banks may arise in this economy.
We show that even though there is no risk-pooling benefit from forming a bank (see
Section 4), monitors can reveal that they are performing the necessary level of mon-
itoring by creating a bank and holding a completely diversified portfolio. The size of
the diversification costs determines whether diversified banks will arise in equilibrium.
We also study the consequences of a system of mandatory reserve requirements on
the equilibrium structure of financial institutions.

5.1 Certification

Assume that ¢ < oo, and therefore type 3 agents may be able to monitor invest-
ment projects to reduce the agency cost associated to them.?! Since this assumption
changes the nature of the participation of type 3 agents in the economy, we need to
consider their economic problem anew. Assume the monitors cannot set up a bank
and intermediate deposits. The monitor signs a separate contract with each project-
owner. For the moment, this is exogenously assumed but these are the types of issues
that will constitute the central subject of discussion in what follows.??

The Monitors’ Problem. Assume k,,; is the amount of own funds that the
monitor invests in the projects that she monitors and let ¢ be the density of projects
per monitor. Then, type 3 agents solve the following optimization problem

max By ¢y — ey (Fime)
subject to B
K/mt +ptm?+1 - Hh'UW(kt)
C§+1 = Tty (Kmt) + Pria [m?+1 + T;&+1}

3 3
Ct+17 mt+17 RKmt Z 07

2I'We assume that due, for example, to some technological reasons, random monitoring is not
possible. If random monitoring were possible then monitors would certainly use it. Monitoring every
period implies excessive monitoring to induce agents not to choose a zero level of effort. Although
interesting, the details of a fully efficient random monitoring system are especially complicated in
models with heterogeneous agents. For a related result when the effort level that can be monitor
(b) is a function of amount spent on monitoring (¢) see Holmstrom and Tirole (1997).

220ne may still recognize some intrinsic relevance in the study of this case. In fact, in the past
the US banking system has been for many years regulated in ways that discourage the type of
diversification feasible in the model. If banks can only handle projects at the regional level there
is no possible diversification in the model economy and, hence, no benefit from forming a bank.
Possibly, if there were a setup cost for banks then it would render the equilibrium analogous to the
certification system studied in this section.
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where 7, is the random payoff to the monitor, which is equal to zero if the project
fails.?® The monitor “certifies” each project independently. We will consider equilibria
where it is incentive compatible to actually perform the monitoring even though this
action is not observable by third parties (specifically, the uninformed type 1 agents).?!
For this to be so, the following incentive compatibility constraint needs to hold in
equilibrium:

PHTmt — C > PLTmi- (15)

This can be re-written as r,,; > ¢/Ap. Define I,,; as the amount of investment the
monitor assigns to each project. Then I,y = K/, holds.?> Since there is perfect
competition among monitors, equation (15) holds with equality in equilibrium. Let
B, be the (implicit) return to the funds the monitor invests in the project. Then we

have
c

pHA_p-
As we will see below, I,,; in equilibrium is such that the market for monitors’ funds

clear. Then, f3, solves equation (16) given I,,,;.26 There is an equilibrium lower bound
for 3, given by

Bilmt = PHTmt = (16)

ﬁtzﬁt:pH

that is obtained by manipulating the monitors’ participation constraint 3,1, — ¢ >
Y Imt 2" Tt is not hard to see that for any 3, > ﬁt, the solution for the problem of

LELIVEES 17
pL’Yt Vi ( )

type 3 agents gives mf 1 = 0. Let T = puc/ ﬁtAp. This is the largest value that I,

23 There is a number of possible alternative assumptions regarding the monitoring-cost structure
(e.g. Bernanke and Gertler (1989) assume that the monitoring cost depletes some of the capital
produced in the projects). Their implications though, would not contribute in any essential way to
the substance of the problem we intend to study. Also, the current setup allows us to maintain our
incentives problem as close as possible to the one in Holmstrom and Tirole (1997). The assumption
used is equivalent to assume that c is a cost in terms of consumption goods and that type 3 agents
receives a fix endowment w > ¢, (Kme) when old that is partly used to pay the monitoring costs.

2Krasa and Villamil (1992) consider the incentive problem at the intermediary level (that is, the
monitor) in a costly state verification environment similar to that in Diamond (1984).

25Since the amount pye/Ap needs to be paid to the monitor for each project, the only way that
the return per unit of funds invested by the monitor is uniform across projects is if I,,; is uniform
across projects, namely I, = pgc/B,Ap.

26We will work with an equilibrium concept (Nash) where each monitor takes as given by the
market the necessary investment I,,,; per project, and in deciding how much she wants to invest
in total in the projects technology (#m:) she implicitly determines the density of projects that she
handles 7/}t(ﬂmt) = /imt/Imb

2TNote that the equilibrium return on monitors’ funds 3, is greater than the interest rate -,. One
would think that perhaps monitors could borrow funds directly from the (uninformed) market at
rate v, to invest later at rate 8,. This clearly would tend to drag down the equilibrium return over
monitors’ capital. However, limited liability for the monitors implies that the incentive compatibility
conditions still requires that 8,1, = pre/Ap hold (where I,,; are the strictly own — not borrowed —
funds invested by the monitor) and hence the same equilibrium [, obtains. Information restrictions
imply that money is dominated in rate of return for some assets (see Wallace 1988).
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could take in equilibrium. Note then that (ﬁt — yt) It = ¢ holds and the monitor

just breaks even in this case.
Informed Investors’ Incentive Compatibility. Assume that equation (1) and
the following inequality hold along the equilibrium path:

pHUQ<kt+1)R — vl — (ﬁt - ”Yt)Imt —-B>0 (18)

(otherwise, monitored projects are not efficient). Then there will be two types of
projects undertaken in equilibrium, those which need monitoring and those which do
not. Whenever the informed investor has available a level of internal financing for
which the incentive compatibility constraint

Yt E
vq(ker1) R I — Ohvw(ky) (19)

holds, there will be no monitoring. Define 6, to be the level of labor efficiency that
makes equation (19) hold with equality. Now, if the internal funds of the project are
such that equation (19) does not hold there is still the possibility that the informed
investor finds a monitor that will certify that “some” level of effort is being made.
Then the investment project can still be carried out under certain conditions. Some
remuneration to the monitor is necessary, according to equation (16). The following
incentive compatibility constraint needs to hold if the high effort project is to be
undertaken under monitoring;:

B b

Vi >
vq(ki )R — — |1 — Ohvw(ky) — Iy | — — Iy > —. 20
Q( t+1> . ( t) t P t Ap ( )

Define 6, to be the solution of equation (20) when it holds with equality.?® Assume

B - b N c
Ap = Ap  pu’
which implies that the monitoring cost is moderate and that in equilibrium we have
Market Clearing. The market clearing condition for capital goods now becomes

ki1 = (1—a)(l—0,)puR. (21)

28Tf the solution of (20) is negative, then take g, = 0. In the discussions that follow consider that
8, > 0 holds. This is the more interesting case with some equilibrium credit rationing. A sufficient
condition for 8, > 0 is that b > (py — pr)[vg(ki+1)R — 7,1 — ¢] holds.

29 As in Bernanke and Gertler (1989), we have three groups of “informed” investors: “Poor”
agents with low labor productivity that cannot implement their project, “Middle Class” agents that
carry out their project in association with a monitor, and “Rich” entrepreneurs that do not use the
monitoring technology and that obtain external financing directly from the market of “uninformed”
funds.
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The assets market clears when the following equation holds

(1-a) / " 20)d8 + (0 — ¢)s} = p(H +T)

+(1-a) [/j [I _A2(0) - Imt} do + /@j [I - Af('é)] d’é] .

Finally, the market clearing condition for funds provided by monitors is
(1— )0, — 0,) s = kg = POhvW(k) (22)
Using equation (22) we can transform the asset market clearing condition to be
vw(ke) = 2+ (1 —a)(1 = 8,)1, (23)

which is the analogue of condition (8) in the previous section.

Equilibrium. Using, as in the previous section, that L, = 1 for all ¢, that
Hy; = pHy 1, and that v, = z;41/(uz;) holds, we can proceed to define an equilibrium
with effort monitoring. Let TV C R® be the set of (k, z, I, 0, §) for which equation (18)
is satisfied, 3 > 8 and the pairs (k, z) € I".

Definition 7 A Monetary Financial Equilibrium with Monitoring is a sequence {ky,
Zty Ity O, 0, }C T such that equations (21), (23), (22) hold, and equations (19) and
(20) hold with equality for 6, and 8, respectively, given the initial condition k; = ky.

Proposition 8 A Monetary Financial Equilibrium with Monitoring satisfies the fol-
lowing system of difference equations in {k, z, B,} for all t:

kel

— vwl(k —
2 — vw( t)—i—pHR 0,

Okyer) — —— |1 PHC B2 (e R — S0
T howlk) [ ApB, e TRy T
PH C PHC =
1—aq)———— B—c—0b)+ — — pbhvw(k,) =0

(1 a) g {m ) BJ D~ ()

given ky = ko fort =0 and 0(kiy1) as defined in expression (10).
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5.2 Banks, Diversification, and Reserve Requirements

Suppose monitors (type 3 agents) can set up a bank and handle an arbitrary number
of projects for monitoring. Assume, as in the previous section, that there is no limit to
such number except for the utility cost ¢ per project. This creates perfect competition
in the banking sector. As before, assume that the bank, to shape the composition of
its portfolio, can choose from independent projects in different zones or from projects
in the same zone that are perfectly correlated. There is an administrative cost s;
that the project-owner needs to incur in order to be able to obtain external financing
(see Townsend (1978)). Also assume that another transaction cost ss needs to be
paid if the project-owner wish to contact a bank-monitor. The monitoring institution
however has a cost advantage in collecting external funds; it can obtain external funds
at zero cost (a normalization).’

The project-owners with high enough wealth will go directly to the impersonal
market for funds to obtain external financing of their projects. This is because they
can credibly commit to exerting high levels of effort by investing large amounts their
of own wealth in the realization of the project.?! It was shown in the previous section
(see Lemma 6) that when monitoring is not possible and diversification is costly,
banks chose not to diversify their portfolios. Agents being risk neutral, no economic
benefits arise from bank portfolio diversification under those conditions. However,
when monitoring is possible, there exists an important benefit from diversification.
Holding a completely diversified portfolio of projects, a bank lowers the agency costs
that are created by the fact that monitoring activities are not observable by third
parties. The idea is as follows: with a completely diversified portfolio, the bank can
offer to pay uninformed investors a non-contingent return. Since monitored projects
are more efficient, and since now cheating by the bank is ruled out by the type
of contract that depositors have, monitoring will take place in equilibrium without
the surge of positive agency costs. This clear benefit of diversification needs to be
compared with its direct costs in order to determine the final equilibrium outcome.
We will show that there are actually three possible outcomes. When diversification
costs are very high, no bank will diversify and banks operate only with projects in
their own zone of location. This outcome is equivalent to the one studied previously
under the label “Certification.” When the diversification cost is zero, diversification
is optimal because it minimizes agency costs at the monitor’s level. In this case,
monitoring of investment projects can potentially be handled by a unique, large,
completely diversified intermediary institution. Finally, there will be an intermediate
case, where diversification cost are positive but not too high and a “mixed” system

30Note that even if monitoring is not necessary, contacting a bank costs s to the project owner.
This transaction costs structure will imply that intermediating external funds through the banking
system is more efficient for projects that need monitoring but it is not for projects that do not need
monitoring (specially if so > s7).

31Bill Gates holds a large proportion of Microsoft stock (clearly, his financial portfolio is not fully
diversified).
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results as the equilibrium outcome (i.e., there will be some non-diversified “regional”
banks coexisting with a completely diversified national “bank”).

No Diversification. Let s; = sy = s for simplicity. Consider first the situation
where the cost of diversification is very high and there is no diversified (ND) bank in
equilibrium. This case is almost equivalent to Certification. Note that project-owners
satisfying the condition

i I B
vq(kir1)R o [I + s — bhvw(ky)| > Ap (24)
do not need a monitor and will not go to the bank to obtain external financing.*?
Define 0, to be the value of 6 such that equation (24) holds with equality.

Type 2 agents (project-owners) with an intermediate level of internal funds to
finance own projects will need a monitor. As a consequence, they will necessarily
have to contact a bank-monitor and therefore pay the cost sy (= s). The net payoft

to the monitor when the project succeeds, NR)" (5), must satisfy incentive com-

patibility constraints as monitoring activities are not observable. In particular, the
absence of cross-subsidization among projects requires that the (measurable) function
NRNP (5) satisfy

NRYP (9) > Aip. (25)
As we have seen in the case of certification, competition in the monitors market implies
that in equilibrium the monitor will have to invest some of her own funds (1,,,) in the

project and that equation (25) will hold with equality. It is straightforward to see
that in the case where project-owners obtain their external financing through bank-

monitors, the gross payoff to the bank R)¥P (5) (a measurable function) when the
project succeeds has to satisfy the following expression

c

Ry (5) _ [I + 5 — Ohow(ky,) — Imt] =%

. (26)

for all §. When the project fails, the gross payoff to the bank will be zero. Recall
from the section on Certification that we may express c¢/Ap = (8,/pr) Int.>

32“Large” firms with high levels of own capital to debt ratio (low leverage levels) usually have
advantages to go directly to the market for funds (and not through the bank). Note that in fact, in
the model, by going to the bank the project-owner with high levels of wealth would get the same
payoff but we assume that they chose not to. With the reserve requirement introduce later in the
paper this assumption will not be needed. Similarly, the same analysis here could be done with
s9 > $1, in which case the assumption is not necessary either. We choose not to do this just to keep
some parsimony in notation.

33 Actually, equation (26) needs to hold a.e.. However, if we assume that the function R}" (5)
has to be piecewise continuous (say by assuming that agents cannot offer a contract that is too

complicated), then the claim follows. We then proceed to analyze the contract R{)V D (5) pointwise.
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Would the owners of the projects being monitored use the bank as an intermediary
for external funds? The answer is yes. If informed investors want to obtain funds
directly from the market, they will have to incur the cost s; in addition to the cost
so from contracting a monitor. If they just use a bank-monitor that intermediates
uninformed funds, then they only incur the second cost s, which is clearly better.

Finally, incentive compatibility constraints for the informed investors require that

Tt i ¢ _b
_ - - _ >

hold. Let 6, be the value of 6 so that equation (27) holds with equality. The rest of
the equilibrium analysis in the no-diversification case closely follows that in the study
of the Certification system.

Diversification. Consider now the equilibrium when the diversification cost is
not too large (potentially zero) and there exist a completely diversified bank in equi-
librium. Note that in the no-diversification system if 3 > [, or in other words, if
monitors’ own funds are relatively scarce, then there is positive agency cost as a
consequence of the non-observability of the monitoring activity. In such a case, diver-
sification could potentially economize on those costs. Note though that the only way
that bank-monitors can eliminate the incentive compatibility requirement is by mak-
ing the payoff to the uninformed investors nonstochatic. Thus, total diversification is
necessary for this purpose. As no other benefits arise from diversification, the bank-
monitor will only choose between achieving total diversification or no diversification
at all.

Consider a completely diversified bank. The zero profit condition and the no

cross-subsidization condition imply that the measurable function Ry (5), the gross

payoff to the diversified bank in case of success of the “type i project, satisfies 34

~

C+6t
PH

RD (5) - Z_; [I+ s — Ohow(ks) | +

(28)

where &, = §/|dy(1 — a)(6, — 6,)] and d is the proportion of intermediated projects
that are handled by the diversified bank.?® This implies that the diversified bank
has zero profits. Note that the bank has positive profits in the no-diversification case
(given by (8, — ;) Im:). However, when diversification is efficient, anyone could open
a completely diversified bank since no own capital is needed for its operation. As a

3 Note that project-owners being monitored use the bank intermediation to access to external
uninformed funds.

35There is at most one completely diversified bank-monitor in equilibrium. _This is so because
of a phenomenon of cost diffusion implicit in the analysis. The minimum cost § = 6/u (6; — 0,) is
attained when v = d(1 — a). Also note that diversification is more likely the higher the proportion
of projects being monitored in equilibrium.
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consequence, competition among potential bankers will drive equilibrium profits to
zero in this case.

Even when diversification is possible the projects satisfying equation (24) will not
be monitored and will not use intermediation by banks. Let then 6, be defined as
before.

For the projects that do need monitoring, the following incentive compatibility
constraints must hold. If the project is being monitored by a diversified bank, then
the incentive compatibility constraint is

vq(ki1)R — RE (5) =

c+6 > b . (29)
PH Ap

Define g, to be the value of 0 c (0,1) for which the equation above holds with
equality.

A couple of additional conditions are needed at this juncture. First, let the in-
equality

vq(kip1)R — ;—; [I + 5 — Ohvw(k,)| —

puvq(ke)R — v, (I +s) — B — (C +5t) >0 (30)

hold for all ¢ along the equilibrium path. This condition implies that monitoring is
efficient under complete diversification (this is just a new version of inequality (18)).
Second, assume that R
B - b . c+ o
Ap  Ap  pm
holds, so that we have 6, < @, in equilibrium. This last condition only calls for the
cost of monitoring to be low enough so that it is in fact “socially” useful.
Notice now that if we were to have d; = 1, then funds owned by monitors would
no longer be scarce. In this case, a project-owner might benefit from contracting a
monitor that invests enough funds in the project so that 3 = 3. In this case, (ﬁt —
v:)Imt = ¢ and the project-owners economize on diversification costs. Therefore, some
non-diversified regional banks would exist in equilibrium. The incentive compatibility
constraint for projects handled by regional banks is given by equation (27), and the
market clearing for monitors’ funds is now given by

(31)

(1 —d)(1—a)(; — 8,)Ln = d0hvw(k,). (32)
In equilibrium, d; will be such that a project-owner with efficiency index 0 would

be as well off when handled by the totally diversified bank as when handled by the
regional banks. This will require that the following equation hold in equilibrium

prvq(ki1)R — 7, [I 4+ 55— ghvw(kt) — Lt | — Blome =
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prvq(ki1)R — 7, [I +s— ghvw(kt)] - (c + gt) ) (33)

or equivalently that (5, — ;) I = (c + ;5\,5)
Equilibrium with diversification. The important difference between this

regime and Certification is the determination of §, and d;. The asset and capital
market clearing conditions are

vw(ky) =z + (1 —a)(1—6,) (I +s) (34)

and
k1= (1—a)(1—0,)puR. (35)

Let I C R® be the set of (k, 2, I, 6, 0, d) so that conditions (30) and (31) hold,
I,, > I, for d = 0 and the projection of I' to R is contained in I".

Definition 9 A Monetary Financial Equilibrium with o fully diversified intermediary-
monitor is a sequence {ky, 2y, Ins, 04,0,, diy C IV satisfying equations (35), (34), (32),
and (33), and (24) and (29) with equality, given the initial capital kg and where d; is
the highest possible solution of (33) for every t.

Steady state and transitional dynamics properties can be studied the same way
as in the previous types of equilibrium. Note that by equation (31) the steady state
capital will be higher in the present regime than in the No-Monitoring Economy.
Additionally, since (8, — ;) It is decreasing in d;, we have that the steady state
capital will be also higher than the one under Certification (or, for the matter, when
d; = 0). This is important. It tells us that under certain conditions we can expect
aggregate GDP to increase if we allow the economy to switch from a “unit” banking
system (imposed by legal restrictions for example) to a “national” banking system. A
transitional period of economic growth would then come associated to the change in
the (interstate branching) requlation.

Jayaratne and Strahan (1996) present some evidence that corresponds with this
finding. Since the beginning of the 1990’s the US states have moved gradually and
at a different pace towards allowing for interstate branching. This variability is what
permits some econometric identification of the effects of lifting branching restrictions.
The authors find that states that have moved faster in the direction of removing the
regulation have experienced sharp falls in bank operating costs. This reduction in
costs has largely been passed along to the bank borrowers in the form of lower loan
rates. This is exactly what the model in the present paper predicts. Additionally,
Jayaratne and Strahan find that the change in the banking structure had important
implications for the overall economies. In particular, the states that have been more
aggressive on changing the regulation have experience significantly faster rates of
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economic growth. However, the model presented here seems to suggest that those
will only constitute transitional phenomena.?3°

When equation (33) has no solution in equilibrium (see Figure 4) the equilibrium
has no fully diversified national bank. This is the case where the diversification cost
are so high that it is not economically efficient to try to save agency costs through
diversification.

Define d; as the value of d; such that I, = I,,; holds. Note that (ﬁt — %) I =c.

If a solution to (33) exists, then there are two of them, both with d € (0,d) (note
that ¢ —{—25\,5 > ¢ for all d;) However, the actual equilibrium value of d; will be given by
the largest of these.>” For the case of § = 0 we have that equation (33) is satisfied
for every d > d (as long as 3, > B, when diversification is not allowed (d = 0) as in
the Certification system)(see Figure 4).

Proposition 10 Assume d, > 0. Then, for small enough diversification costs § > 0,
there exists an equilibrium outcome where non-diversified (regional) banks and diver-
sified (national) banks coexist.

One interesting comparison between this equilibrium with monitoring and diver-
sification and the previously studied case of Certification is the following. For a given
level of capital, it is not hard to show that for 3, > §,, the difference (@t —0,) is
higher in the case of total diversification. In other words, intermediation of funds
would tend to be higher under the “national” bank system.

Note that the totally diversified bank performs another function usually attributed
to the financial system: the asset transformation function (in this case from “risky”
loan contracts into financial claims (CDs) that are perfect substitutes for currency).

An interesting comparative static result for the case when there is a national bank
in operation is that increases in the interest rate 7, reduce the size of the portfolio of
the diversified institution d; (see Figure 4). Under certain conditions the increase in
the interest rate may cause the disappearance of the fully diversified intermediaries.

Mandatory Reserve Requirement.*® Suppose the monetary authority, for

36Note that the model identifies also an interesting new channel by which technological change
can generate sustained growth. The cost § obviously have a technological component associated to
it and we can think that as technology in communications (for example) improves, the cost § will
lower and this will translate into higher levels of investment and hence in growth for the aggregate
economy.

3TFor the low value of d;, increasing d; results in the RHS of (33) being greater than the LHS; the
diversified bank being more convenient for investors would cause the value of d; to tend to increase
(towards the equilibrium high d;).

3¥Huybens and Smith (1998) study a reserve requirement in a model with costly state verification
problems in the financial sector. Their reserve requirement is different than the one imposed here:
lenders have to hold a fraction of their loans in currency reserves and the reserve requirement is
binding only when the total demand for money is small enough not to automatically cover the
required level of reserves. In their model, the return on loans can be higher than the return on
money holdings and this is the situation in which the reserve requirement becomes relevant.
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whatever reason, decides to impose a mandatory reserve requirement on bank de-
posits. For each “dollar” of deposits lent by the bank, an amount p of funds needs
to be deposited in an account in the Central Bank (CB) as a form of reserve require-
ment. The CB will pay back p/(1+ p) per dollar of deposits to uniformed investors if
the bank goes bankrupt or will return the total sum to the bank if this one does not
fail. Note that the policy also plays the role of a partial deposit insurance (equally
unnecessary in this “risk-neutral” economy).

Consider first the case of the bank that holds a completely diversified portfolio.
Equation (28) becomes

pu Ry (5) — 71+ p) =P [I +s —5hvw(kt)] - <c~|—5> =0,

and equation (29) becomes

Ve ~ c+6 b
vq(k R——[I—i—s—@hvwk}— > — 36
olbe) R~ 1 ()] - 22 (3)
where 7, =7, + (7, — 1)p.
For the regional non-diversified banks we have that equation (27) becomes
_i[] _0 _I/}_i>i
UQ(kH—l)R pH +s ghvw(kt> mit Ap - Ap7 (37)

where I’ , solves equation (32) but for the new values of ( 6, 6,).
Total deposits in the banking system is given by

0 1
D, =(1- a)/ s2(0)d + (o — ¢)st — 2 — (1 — oz)[ [I+ s — A2(0)] db.
0 0
The demand for Loans in the diversified national bank is given by

PP =(1—a)(1+p)d; /jt [1 s Af(é)] do,

Z
and the demand for Loans in the regional banks is

PP = (1 —a)(1+p)(1 —dy) /;t [I +5— A2(0) — Ifm} do.

<t

Market clearing for funds, D; = PP + PN can then be simplified to

vwky) = 2+ (1= a)(1 - 8,)(I +5)
b= a)p| (B~ 8) T+~ (1 —d)) — 5 (7~ &) hvw(h)} )
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Using equations (33), (35), (38), and (24) and (29) (holding with equality to de-
termine (6,,6;)), we can compute equilibrium under the “mixed” regime (if it exists)
with regional and national banks and a mandatory reserve requirements. Note that
when 7, = 1 only z; adjust to the imposition of a mandatory reserve requirement.*’

Which equilibrium will exist depends on the payoff of project-owners. By bank
competition, if there exists a value of d; so that a diversified bank can give a better
payoff to project-owners than the non-diversified banks (i.e., if (33) has a solution),
then a national bank will be established. The project-owners will go to the national
bank, increasing d; until payoff are equalized across banks. If there is no d; so that
the payoff of the diversified bank is higher than the one on regional banks, then only
regional banks will operate in equilibrium.

Example 11 Following the constructions just explained, we proceed to compute steady
state equilibria for the Financial Equilibrium economy in an extended version of Fx-
ample 5. The parameter values are as shown in Table 8 (see also Table 1 in
Exzample 5 for comparison).

R B I h « | pg | PL
171055 1.211.21085] 09| 0.45] 0.8 0.36 | 0.37

|
3
>

c vy o o |v s
0.15 | 1.03 | 0.0015| 0.03 | 1 | 0.0001
Table 3

Equilibrium values for the main variables are given in Table 4.

\ p=0 p=0.05 | p=0.10
e V112497 || ] 124718 ||| . 123733
[ 455582 456567 461947
0 977145 971924 1942983
z .186154 .182998 .180239
I, 1838047 .136883 124657
d .163628 146917 0
Table 4

Then, for this parameter values, when p = 0 we have a mixed banking system with
16% of the monitored projects in the economy being handled by a “national” totally
diversified bank and the rest being handled by local banks. A positive but not too high
reserve requirement implies (since v > 1) a decrease in the benefits of diversification,
lowering the percentage of projects handle by the national bank (from 16% to 14%).
Finally, when the reserve requirement is 10%, only regional banks exist in equilibrium.

391t is usual in the literature to find arguments against indiscriminate deposit insurance because
it would tend to stress the moral hazard problem in the risk taking behavior of banks. In this
model agents are risk neutral and these problems do not arise. But it is interesting to note that
even though with the implementation of a reserve requirement uninformed investors receive positive
payoff when the bank fail, this does not discourage diversification by banks because the extra payoff
to depositors in the case of failure is indirectly discounted from the proper interest payments to
finally arrive at the same net expected return on deposits as with no reserve requirement.

29



The Example just described allows us to uncover an interesting implication of
the imposition of mandatory reserve requirements in this type of economy. Note
that the equilibrium without reserve requirements has a bank with a fully diversified
portfolio. This bank never fails in equilibrium. It actually pays the interest rate
on deposits v every period. In this situation it is natural to think that a reserve
requirement will not be imposed on this bank. However, the example also shows that
once the reserve requirement is in place, the bank’s optimal equilibrium policy may
be not to diversify. In this situation every bank fails with certain probability. We can
then expect that the reserve requirement system will have greater chances of being
“politically” sustainable.*’ However, if we were to bring to an end this regulation,
the new steady state equilibrium (with diversification) would make apparent how
unnecessary the policy was at least for certain banks.

Why do mandatory reserve requirements discourage diversification? The intu-
ition is clear. When v > 1, reserve requirements make external (uninformed in-
vestors) funds more costly (7, > 7,). Since it is optimal to have only one completely
diversified bank in equilibrium, the direct financing of investment projects by the
bank-owner becomes negligible.*! For the case of non-diversified banks, every type
3 agent invests her wealth in the business. As a consequence, the diversified bank is
relatively more intensive in the use of external funds subject to reserve requirement
than the non-diversified banks and it becomes less “efficient” when the coefficient p
increases. In this economy, there is a direct cost to diversification and it may not be
convenient even when p = 0. However, since diversification saves in agency costs, it
may be more efficient than non-diversification for some feasible values of d;. But the
implementation of a positive reserve requirement policy can alter this situation and
allow the non-diversified banks to become the most convenient in equilibrium for any
possible value of d;, hence attracting all of the monitored projects on the economy.

Note that the reserve requirement also increases the chances of disintermediation.
The extra cost implied by the reserve requirement is only borne by funds that are
intermediated by banks. In this environment, Certification may become a better
alternative. We abstract from this possibility, however, and assume that certification
is always dominated in payoffs by the banking system.

One interesting possibility is that the monetary authority supervises banks’ port-
folios and imposes a reserve requirement only in certain categories of banks (those
that are less diversified and more likely to fail). This is part of the proposal for bank-

40Note that since agents are risk neutral in the model, this type of reserve requirement cannot be
beneficial in this economy.

41This is so only under certain conditions. In fact, increasing the number of banks with completely
diversified portfolios under positive reserve requirements has two opposing effects. On one hand, it
increases the costs of diversification because it diminishes the diffusion of fixed-cost effect. On the
other hand, it brings new cheaper funds (not subject to the reserve requirement) to the diversified
institutions. It can be shown that for the parameter values on the example, the first effect is always
stronger than the second and therefore, diversification takes place under complete concentration of
deposits in a unique institution.
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ing reform put forth by the US Treasury in 1991 (see Mishkin, 1992). In our model
this will imply an increase in the proportion of projects being handled by the diver-
sified bank (i.e., higher d;, see Figure 4) something that could be consider a “good”
outcome since it reduces the proportion of the economy subject to bank failures.*?

As a final comment, notice that when the equilibrium interest rate -, is also paid
on mandatory deposits in the CB (financed by earnings on a CB portfolio reinvested
in the economy) the system of reserve requirement has no effect on the equilibrium
outcomes. For a discussion on the traditional views on this issue see Sargent and
Wallace (1985).

6 Conclusion

The paper introduces a general equilibrium overlapping generations model that gen-
erates the following interesting macroeconomic-financial system facts. Under certain
conditions, we may observe two types of banks in equilibrium: on one side, a highly
diversified large financial intermediary with widespread business across the economy
(branching) and with an investment portfolio showing high leverage ratios (low bank
equity capital); on the other side, a large number of small financial institutions, re-
stricting their operation to a particular geographical area of the aggregate economy,
holding not very diversified portfolios and low leverage ratios. Higher levels of total
production are observed when diversified institutions play a role in the model econ-
omy. Additionally, across the board reserve requirements and certain types of deposit
insurance tend to discourage diversification and increase the chances of ‘unit banking’
in the system.

Boyd and Gertler (1993) provide evidence suggesting that in the US commercial
banking system several of these features are commonly observed. For example, they
calculate the capital/asset ratios for the period 1987-1991 (averages) for the different
sizes of banks and show a strong negative correlation between the two variables (see
Table A1l in Appendix 3). Also, they show that most of the bank failures (although
not the most important according to their argument) over the period 1980-1991 are
associated with regional economic difficulties and have been concentrated in number
on the small-size category of banks (see Table A2 in Appendix 3).*> The model
introduced in this paper provides interesting insights on theoretical explanations of
these empirical facts.

The main motivation for the existence of the banking system in this paper has
been its ability to monitor the behavior of investors with financial needs. Several other
possible functions that banks could perform in an economy are not fundamental in the
model (mobilizers of funds, risk-sharing, etc.). The recent trends in development of

42Note however that in the model as it stands, bank failures are not really a “problem.”

43 The oil states, principally Texas, accounted for nearly 700 failures during the period 1986-1990,
when oil and real state prices collapsed in this region. The agricultural states during the mid-1980s
experienced great difficulties and also had nearly 200 bank failures.

31



modern financial system seem to suggest some plausibility for this kind of assumption.
Schmidt, Hackethal, and Tyrell (1999), for example, present a detailed empirical
study of the recent evolution of financial institutions in the U.K., Germany and
France. One of their main findings is that of a change in roles for banks in those
economies: towards “lending specialist” that monitor borrowers and away from the
savings mobilizing type of institutions.

Another important feature of the model presented here is the specific financial
structure required for firms to operate in the information intensive sector (capital
goods production). In particular, the leverage ratio is restricted by the effect of
informational asymmetries. The financial restrictions can be identified across firms
and across time. The heterogeneity of projects-owners determines the amount of
internal funds that each of them has available to finance their investment project.
Some of these investors will not be able to attract lenders in equilibrium and therefore
will not carry out their project. Others, showing low levels of internal financing, will
tend to be intermediated and will be the ones dropping investment opportunities in
response to aggregate shocks. Finally, there is a group of wealthy investors that are
able to maintain high levels of internal financing and hence obtain funds in the market
without the assistance of an intermediary.

Factors generating aggregate changes on the sources of internal funds in the econ-
omy will change the composition of the population among the three groups. This, in
turn, generates fluctuations in the aggregate level of investment as a consequence of
the strengthening or weakening of the agency problems underlying the production of
capital goods.

There exists an extensive empirical literature reporting how movements in internal
finance significantly determine investment spending in modern economies (see Levine
(1997), Section III E, for a brief overview). Two findings are worth noticing as
being consistent with the present paper. First, large manufacturing firms in the US
using the corporate bonds market tend to behave as if they were not affected by
informational asymmetries (see Whited (1992)). In the model presented above, firms
with enough internal finance also completely solve the information problem and have
access to the direct private loans market (with no intermediaries). Second, working
with a large sample of relatively small US firms (< 500 employees) Petersen and
Rajan (1994) found that close ties to financial institutions reduce the frictions in the
flow of funds towards the borrowing firms. A version of this result can be found in the
model developed here. Financial intermediaries, through monitoring of managerial-
productive activities that increase the probability of a successful enterprise, improve
the availability of external funds for firms that otherwise would be credit constrained.

Finally, let me mention some important factors that tend to often appear in the
empirical and theoretical studies and that are not part of the model in this paper.
First, the size of the firms has long been recognized as a determining factor of financial
arrangements: small firms tend to show investment behavior strongly conditioned by
financial considerations, but this is not true for large firms (see for example Petersen
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and Rajan (1994)). Size plays no role in the model presented here. Second, long
lasting relationships and reputation have also been recognized as important factors
in shaping the financial relationships among the different participants in the economy.
This is not considered in the present paper. These two elements constitute potentially
interesting extensions worth further analysis.
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o Appendix 1

Consider the economy with no money, and look at equilibria where the information
problem is relevant. For this, restriction (1) in the text needs to be adapted as follows,

pr (1R —rud) <0 <pg (@1 R —rul) — B.
Now equilibrium is given by the following system of difference equations,

kel
pa R

vw(ky) — 0 (39)

Okys1) — m {1 - Tit (Uq(ktH)R - A%)] 0.

Note that the Inada conditions assumed for the production function of consump-
tion goods guarantee that a steady state solution for (39) exists. This equation
completely determines the equilibrium path for k; that strongly resembles the usual
Solow Model dynamics.

o Appendix 2
Lemma 12 Whenever h < u/(1 — a), G' (k**) < 0 for any steady state capital k**.

Proof. From equation (13) we have

hvw(k)
(1—a)puR

Clearly, G'(k) < 0 if pyuvR — hvf(k)k > 0. Now, since k < (1 — a)pg R in steady
state and 0 < 0(k) < 1, we have,

G'(k) = [prpvR — hod(k)K] f" (k) —

prpvR — hvd(k)k > [u— h(1 — )| paR.

Hence, if 1 — h(1 — ) > 0 then we know that G'(k) < 0.m
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« Appendix 3

Table A1l: Bank Equity Capital as a Percentage of Total Assets
By Bank Asset Size (Averages over the period 1987-1991)

Small ($0-$300 mil.)

8.3%

Medium ($300-$5 bil.)

6.7%

Large ($ 5 bil.)

5.5%

10 Largest Banks

4.7%

All

6.2%

(Data form Boyd and Gertler (1993))

Table A2: Bank Failures. By Bank Asset Size (1986-1990)

Asset Size Number of failed banks | Percent of total failures
Less than $500 mil. | 912 96.6 %

$500 mil.-$1 bil. 19 2.0 %

$1 bil.-$ 5 bil. 10 1.1 %

More than $5 bil. 3 0.3 %

(Data form Boyd and Gertler (1993))
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