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Introduction.

In a variety of situations, governments regulate undesirable activities by controlling quantities

rather than charging taxes.  Blue laws prohibit all liquor sales on Sundays rather than impose higher

taxes on that day.  Zoning restrictions limit  commercial construction in residential areas rather than

charge for nuisance to neighbors.  Anti-smoking and anti-trust laws restrict rather than tax particular

conduct.  Fishing and hunting rules allow hunting during particular time periods rather than tax the catch. 

Pollution controls impose limits rather than tax emissions.

Quantity regulations are common in the financial sphere as well.   In the United States, banking

regulations for many years prohibited interstate banking, as well as ownership of investment banks by

commercial banks.  In many countries, commercial banks are limited in the amount of various activities

they can pursue, such as real estate investments or borrowing in foreign currency.   In some countries,

banking laws prohibit all lending to the parties related to the owners of the bank, the so-called related

lending, rather than impose liability rules on loans to related parties that are found to be fraudulent or

unsafe (La Porta et al. 2000).   

Despite this common practice, economists generally prefer taxes (and liability rules) to quantity

controls (and property rights rules) (Ellickson 1973, Kaplow and Shavell 1996, 1997, Keohane et al.

1998) as the instrument for reducing undesirable conduct.  When explaining why quantity regulations

are so pervasive, they first make the political economy argument that quantity restrictions are favored

by incumbent firms that wish to deter entry (Buchanan and Tullock 1974).  But this argument is not

general: it does not explain such quantity restrictions as blue laws and hunting and fishing regulations,

which affect all market participants equally.  Some academics also argue that because certain activities,
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such as smoking, are seen as morally wrong by the community, their level is regulated at zero.  In other

instances, however, such as pollution and hunting, positive but limited levels of activity are allowed,

inconsistent with the moral argument that the reason for quantity regulation is the special attraction of

zero. 

In this paper, we present an alternative case for quantity regulations -- one from the perspective

of a benevolent government.  We begin with the observation of Becker and Stigler (1974) that law

enforcement is not free, but is fundamentally an economic problem.  Throughout human history, and

throughout the world today, there are chronic problems of under-enforcement (witness the low level of

tax compliance in much of the developing world) and over-enforcement (by politically motivated

prosecutors or regulators).  An analysis of Pigouvian taxes vs. quantity restrictions must recognize that,

in reality, neither policy is free and automatic to enforce.   

In general, the choice of policies itself can facilitate or discourage enforcement, in two ways. 

First, policies can shape the incentives for enforcement.  Second, policies can influence the costs of

enforcement.  In our earlier work (Glaeser, Johnson and Shleifer 2001; Glaeser and Shleifer 2000) we

have focused on incentives, and shown that quantity regulations can be used as an optimal instrument to

raise the rewards to law enforcers for identifying violations.  Here we focus not on the incentives for the

enforcers, but on the costs of finding violations: these costs are often lower in the case of quantity

restrictions. 

We show that, even when quantity regulations, unlike taxes,  restrict some socially efficient

conduct, the reduced costs of identifying violations can enhance enforcement and overall efficiency. 

Such reliance of quantity regulation is especially important when private enforcement is crucial, as in the
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case of enforcing zoning laws (by neighbors), anti-trust laws (by competitors), hunting and fishing laws

(by neighbors and competitors), among others.  The optimality of quantity regulations on many

occasions, of bright line rules in the design of legal systems (Hay, Shleifer and Vishny 1996), and of

property rather than liability rules, all emerge quite naturally once enforcement is treated as an economic

problem. 

A simple example of blue laws illustrates our point.  Suppose that the government imposes an

incremental tax on Sunday liquor sales.  Such a tax, as compared to an outright prohibition, has the

benefit of enabling people who value the ability to purchase liquor on Sundays to pay more.  However,

the tax is also subject to possible evasion, as vendors try to record Sunday liquor sales as occurring on

Saturdays and otherwise “arbitrage” price differences (perhaps bribing tax collectors in the process). 

As a consequence, an inspector enforcing the tax rule has to expend considerable resources to find out

whether proper taxes have been paid.  This inspector may be discouraged from a thorough

investigation, with the result that substantial Sunday liquor sales take place effectively untaxed.  If, in

contrast, there is a restriction against all liquor sales on Sundays, the detection and verification of

violations is much cheaper: the inspector just needs to drive by the store.  This effect is even more

dramatic once we recognize that much of enforcement is done not by inspectors, but by citizens who

complain to the police.  Such private enforcement would be effectively eliminated if private citizens have

to prove improper recording of sales.  In contrast, any passer by can complain when he sees a liquor

store operating on a Sunday.  The reduction in the cost of enforcement can raise its overall amount

enough to more than offset the efficiency losses from foregone Sunday liquor sales.
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I.  A Model. 

We focus on the case of some harmful conduct, such as pollution, but allow for some level of

this conduct to be efficient.  We compare a quantity limit on the level of pollution with a tax.  In our

model, the two rules are distinguished in what needs to be discovered and verified to show a violation.  

In the case of a proven violation, the violator pays a fine. 

We consider the problem of a law enforcer (either public or private), who derives a private

benefit of A from convicting a violator of a rule  -- the non-payer of a tax or the violator of a quantity

restriction.  This enforcer does not care whether the conduct is socially efficient – he only cares about

busting polluters.  We can think of a regulator whose career advances when he finds a violation (see

Wilson 1989, Glaeser, Johnson and Shleifer 2000), or a private enforcer such as an environmentalist

who wishes to stop all pollution, a competitor trying to destroy  competition, or a neighbor who aims to

cancel construction in his view.  

We assume that the violation of a quantity restriction is essentially free to find, but costs c to

prove (verify) in court.  In contrast, the non-payment of taxes costs K to find as well as c to prove in

court.  The assumption that tax non-payments or under-payments are in some instances costly to

identify is crucial to the model.  It is motivated by our view that, with taxes, there are ample

opportunities to hide or “arbitrage” production, such as Sunday liquor sales.  In principle, the

government can sell permits and licenses, and demand that they be openly exhibited, as a way to

enforce tax payments.  But it is difficult to design such licenses to tax each unit of harmful output; in fact,

most licenses look more like quantity restrictions than like taxes.  Moreover,  inspectors can be bribed

and licenses fabricated.  Perhaps most important for our argument, it is virtually impossible for private
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enforcers, such as neighbors or competitors, to know whether taxes had been paid, or whether

production does not exceed the licensed amount.

      There are two kinds of firms potentially operating in the market: those with a private benefit of

B of producing and polluting (the share of these firms is B), and those with a private benefit of b < B. 

Each type generates the same amount of pollution.  The social cost of this pollution is t, with B > t > b,

so it is socially efficient for the first but not the second type of firm to operate.   If either type of firm is

shown in court to have violated a quantity restriction or failed to pay the tax, it pays a fine Z after the

fact.  We assume that it is not efficient for both types to operate in the market as compared to the

whole industry shutting down: W0 = BB + (1-B)b - t < 0.   In calculating welfare, we ignore the

investigation and verification costs, as well as taxes and rewards to the enforcers, assuming that all of

these are just transfers.  

Consider the quantity restriction first.   As a crude instrument, it does not distinguish between

the two types of firms.  So if A > c, then enforcers go after all polluters, and fine them Z.  In this case,

since it is not efficient for both types to operate, Z will be set high enough that neither type does, and

the industry shuts down.  In contrast, if A < c, the enforcers do not have strong enough incentives to go

to court, and all firms operate and pollute with impunity.  All that a quantity restriction can do in this

model is to shut down the industry -- provided that A > c. 

Suppose alternatively that the government can impose a tax t on pollution, equal to its social

cost (this is the optimal tax in this model).   In this case, each firm has two decisions to make: whether

to produce/pollute and whether to pay the tax.  If the firm does not pay the tax and is caught, it pays a

penalty Z.  We assume that the government does not stop production; it only exacts penalties.  When A
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< K + c, it never pays an enforcer to investigate whether the firm has paid its taxes, and no enforcement

takes place.  All firms operate, and social welfare is W0< 0.   

The interesting case occurs when A > K + c, so the enforcer has some incentive to enforce.  In

this case, we have a mixed strategy equilibrium, in which some proportion P of polluters pay the tax and

a fraction Q of enforcers investigate (if we had a distribution of c’s and B’s, we would have a pure

strategy equilibrium).   At the equilibrium P, enforcers are indifferent between investigating and not,

which obtains when PC(A - c) + (1-P)C0 = K, or P = K/(A-c).  

In the mixed strategy equilibrium, all inefficient firms leave the market, while all efficient firms

produce and pay taxes with probability P.  The proportion of non-payers who are caught is equal to Q,

the fraction of enforcers who investigate.  At the equilibrium Q, efficient firms are indifferent between

paying taxes and cheating, which requires that (1-Q)B+Q(B-Z)=B-t or Q=t/Z.  We can show that, at

this level of investigation, all inefficient firms indeed prefer to leave the market rather than stay, pollute

and cheat (and we know that they never stay and pay the tax).   The first best is obtained in equilibrium,

as the tax keeps exactly the efficient producers in the market.  The level of social welfare equal to W =

B(B - t) > 0.  

So what is the optimal policy for the government?  When A > K + c, and the incentives for

enforcement of tax violations are sufficient, then the best policy here is a tax policy, which achieves the

first best resource allocation, though not complete tax compliance.  In the region where c < A < K + c,

tax enforcement is infeasible, but quantity enforcement is feasible.  Such enforcement generates the level

of social welfare equal to zero (since the industry shuts down), which is still higher than W0 < 0 obtained

when the whole industry operates.  Finally, when A < c, neither the tax nor the quantity strategy is
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feasible to enforce, and the welfare level is W0 < 0.

This simple framework captures nicely the enforcement difference between quantity controls

and taxes (or property rights and liability rules).  Taxes sometimes (though not always) yield the first

best, but failure to pay taxes might be expensive to detect, making first best impossible to achieve. 

Quantity controls are cheaper to enforce, and can enable the government to provide some regulation

when tax payments cannot be enforced.  But quantity controls are cruder and penalize some efficient

conduct.   (We see this also in the examples mentioned in the introduction.  Blue laws are cheaper to

enforce than day-specific liquor taxes, but eliminate some efficient liquor sales.  Prohibitions against

related lending are cheaper to enforce than penalties, but may prevent some of the best, and most

informed, loans from banks to affiliated parties.)  When verification of violations is sufficiently costly,

even quantity controls are too expensive to enforce, and the only feasible policy is to leave the industry

alone. 

We briefly pause to consider a standard question in this literature: why would it not be efficient

for the society, as an optimal incentive system, to adhere to the efficient tax rule, but to motivate

enforcement by increasing A or subsidizing c and K?  In many instances, of course, A can be raised, as

in the examples of triple damages or whistle-blower rewards, but one must recognize the limitations of

this approach.  In general, raising A (or reducing c and K) invites enforcers to bring illegitimate cases

and increases the likelihood of false convictions.  Indeed, one further argument for quantity regulations –

developed by Glaeser and Shleifer (2000) – is that such regulations make it easier for judges and

superiors of an enforcer to verify his decisions, since judges and superiors themselves face verification

costs that are lower in the case of bright line rules.  More generally, raising A can run into feasibility
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limits.  For these reasons, raising A or subsidizing c and K are not obviously the best solutions for

motivating enforcement.

   This analysis presents the case for quantity regulations as a way to motivate law enforcement by

reducing the cost of finding violations. We thus expect to see such quantity regulations in a variety of

instances where accurate tax collection is prohibitively expensive.  Blue laws, hunting and fishing

restrictions where monitoring the catch is extremely costly, prohibitions of related lending, outright

restrictions on certain kinds of pollution, zoning regulations, and other examples all nicely fit this story. 

In this model, taxes are highly efficient, and so are always preferred to quantity regulation when

their collection can be enforced.  More generally, quantity controls may be preferred even when

collection can be enforced because taxation may provide inappropriate incentives for law enforcers. 

For example, when enforcers are paid for the revenues they collect, they may become over-motivated 

(A may be too high).  Alternatively, quantity regulation might make it easier for the superiors to monitor

the decisions of the enforcers themselves.  In a more general framework, quantity regulation might be

preferred to taxation even when both are enforceable. 

II.  Extensions.  

In the analysis thus far, we have not distinguished private and public enforcers.  But our results

are especially compelling for private enforcement.  Private enforcers often have relatively low costs of

verifying violations of quantity regulations but prohibitively high costs of detecting tax non-payments. 

Thus zoning law violations are almost always discovered by neighbors, who are disturbed by

construction but for whom it might be impossible to verify whether the violator has paid the city for
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nuisance.  Blue laws are enforced by concerned citizens, and fishing and hunting restrictions by

competitors – neither of whom would even have the knowledge of the payment of taxes or surcharges. 

Private enforcement, or at least private detection of violations, is ubiquitous in the world, but would

typically be infeasible without quantity regulations.   It can even be argued that a government with weak

enforcement capacity should simply produce quantity regulations, and allow private parties to enforce

them (Hay and Shleifer 1998).  

Our analysis has focused on the problem of regulation, but the use of quantities, or more

generally “bright line rules,” to control the behavior of agents in organizations is more pervasive.  One

area where this issue comes up is legal reform.  In many legal systems, particularly those of civil law

countries, legality of conduct is described in terms of relatively simple “bright line” statutes, incorporated

into legal codes.  Such preference for bright line rules as opposed to broader principles is best

understood from the perspective of enforcement: bright line rules make it cheaper for enforcers – both

public and private – to verify violations, but also cheaper for their superiors to verify that enforcers are

doing their job (Glaeser and Shleifer 2000).  Hay, Shleifer, and Vishny (1996) recommend the use of

bright line rules in legal reforms in Russia precisely on the grounds of simplifying the verification of

violations. 

The use of quantity regulations to control agents in organizations is not specific to law

enforcement.  Many bureaucracies control employees through breaking their jobs into tasks, and

evaluating them based on the success in performing verifiable tasks (Wilson 1989).   The tradeoff here

is similar to that in tax versus quantity regulation.  Task specification, like bright line rules, may cause

distortions in agent behavior and inefficiencies when the tasks are crudely defined.  But tasks also make
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it cheaper to verify performance, and may increase overall efficiency. 

One limitation of quantity regulations is their crudeness, and the resulting incentive for rent-

seeking behavior aimed to get around them.  When the Mexican government restricted its banks from

borrowing abroad, the banks still borrowed, but through elaborate swap contracts with Western

counter-parties.  Bright line rules utilized by civil law countries more generally often lead to similar

problems.  This limitation of quantity regulations is not, however, an argument in favor of taxation  –  the

more elaborate tax and liability schemes in environments with poor enforcement can lead to still inferior

outcomes.  

In sum, we have presented the case for quantity regulation in an environment where

enforcement costs are important, and pointed to some instances where these costs of enforcement

swamp in their importance other determinants of optimal instrument choice. 
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