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1 Introduction

In the debate on gl obalization and the environnment, there is
concern that the erasing of national borders through reduced
barriers to trade will |lead to conpetition for investnent and
jobs, resulting in a worl dw de degradati on of environnental
standards (the "race to the bottom effect) and /or in a

del ocal i zati on of heavy polluting industries in countries with
| oner standards (the " pollution havens” effect). Moreover,

envi ronnental i sts and ecol ogi cally-oriented academ cs argue
that the political econony of decision-making is stacked up
agai nst the environnment. In the North, CECD interest groups

t hat support protectionist nmeasures for other reasons continue
to invoke the race-to-the-bottom nodel, relying on the
perception that the regulatory gap automatically inplies a race
to the bottom even though sone have argued that countries nmay
ci rcunvent international agreenents on tariffs by choosing
strategic levels of donestic regul ation. Because avoi dance of a
race to the bottomwould call for the enforcenment of uniform
environnental standards in all countries, which cannot be
created, they argue for trade restrictions until the regulatory
gap is closed. In the South, corruption is likely to result in
poor enforcement of the regulatory framework. Finally, at the
international |evel, environnental activists fear that the

di spute settlenent nechanismof the WO favors trade interests

over environnental protection.

To sum up, the argunents rai sed above, as well as enpirica

evi dence revi ewed bel ow, suggest that trade |iberalization and
gl obalization (in the formof reduced transaction costs) could
|l ead to a global increase in environnmental pollution as well as
to an increase in resource depletion as natural resource
exploiting industries, fromforest |ogging conpanies to m ning,



relocate to places with less strict standards or use the threat
of relocation to prevent the inposition of stricter standards.
These effects are likely to be nore inportant the further is
environnental policy fromthe optimum and the | ess well-defined
are property rights as is the case for the so-called ‘gl oba
commons’. It is therefore not surprising that, even if trade

i beralization and gl obalization nore generally can lead to
both an overall increase in welfare (especially if
environnental policy is not too far fromthe optinmum and to a
deterioration in environmental quality, a fundanmental clash

wi |l persist between free trade proponents and

envi ronnent al i sts.

Thi s paper addresses the relation between gl obalization and the
envi ronnent by re-exam ning evidence of a North-South

del ocal i zati on of heavily polluting industries.! Section 2
reviews the evidence on “pollution havens ? arguing that it is
either too detailed (firmspecific of em ssion-specific

evi dence) or too fragnentary (case studies) to give a broad
appreci ation of the extent of delocalization over the past
twenty years. The follow ng sections then turn to new evidence
based on 3-digit 1SIC production and trade data for 52
countries over the period 1981-98.3% In section 3, we report on
t he worl dwi de evol ution of heavy polluters (the so-called
“dirty' industries) and on the evolution of North-South
reveal ed conparative advantage i ndexes. Section 4 then
estimates a panel gravity trade nodel to exam ne patterns of

trade in polluting products. Estinmates reveal that transport

! The causes of any detected relocation will not be identified because we
are dealing with fairly aggregate data

2 1n the public debate, the ‘pollution havens’ effect refers either to an
out put reduction of polluting industries (and an increase in inports) in
devel oped countries or to the relocation of industries abroad via FDI in
response to a reduction in inmport protection or a regulatory gap.

% The main data base has been el aborated by Nicita and O arreaga (2001). An
appendi x to the paper describes data mani pul ation and the representativity
of the sanple in terns of global trade and production in polluting
activities.



costs may have acted as a brake on North-South rel ocation, and
fail to detect a regulatory gap effect.

2. Pollution Havens or pollution Hal 0os?

We review first the evidence on trade |iberalization and
patterns of trade in polluting industries based on multi-
country studies that try to detect evidence of North-South

del ocal i zation. W then summari ze results from single-country,
often firmlevel, studies that use nore reliable environnental
vari ables and are also generally better able to control for
unobservabl e heterogeneity bias. W conclude with | essons from
case studies and political -econony considerations.

2.1 Evidence on production and trade in dirty products

Evi dence from aggregate production and trade data is based on a
conparison between ‘clean’ and ‘dirty’ industries, the
classification relying invariably on U S. data, either on
expendi ture abatenent costs, or on em ssions of pollutants.?
Table 1 summari zes the results fromthese studies. Overall, the
studi es, which for the nost part use the same definition of
dirty industries as we do® wusually find mld support for the
pol I uti on havens hypot hesi s.

4 Most work on the US is based on pol |l ution abatement capital expenditures
or on pollution abatenent costs (See e.g. Levinson and Taylor (2002, table
1). It turns out that the alternative classification based on em ssions
(see Hettige et al. 1995) produces a similar ranking for the cl eanest and
dirtiest industries (5 of the top 6 pollution industries are the sanme in
both cl assifications).

5 As in this paper, polluting industries were classified on the basis of

t he conprehensive i ndex of emi ssions per unit of output described in
Hettige et al. (1995). That index includes conventional air, water and
heavy netals pollutants. As to the applicability of that index based on US
data to devel oping countries, Hettige et al. conclude (p. 2) that, even

t hough pollution intensity is likely to be higher, “the pattern of sectora
ranki ngs may be simlar”.



Insert table 1 here:
Mul ti-country papers on trade and environnental costs

The |l arge nunber of countries and the industrial-Ilevel approach
gi ves breadth of scope to the studies described in table 1, but
at a cost. First changing patterns of production and trade
could be due to omtted vari abl es and unobserved heterogeneity
that cannot be easily controlled for in | arge sanpl es where
aggregated data say very little about industry choices which
woul d shed light on firms or production stages (Zarsky (1999, p
66)). For exanple, as pointed out by Mani and Weeler in their
case study of Japan, changes in |local factor costs (price of
energy, price of land) and changes in policies other than the
stringency of environnmental regulations could account for
observed changes in trade patterns. Second, these studies give
no evi dence on investnent patterns, and how these m ght react
to changes in environmental regulation, which is at the heart
of the ‘pollution havens’ debate.® It is therefore not totally
surprising that the papers surveyed in Dean (1992) and Zarsky
(1999), by and large, fail to detect a significant correlation
between the | ocation decision of nultinationals and the

envi ronnent al standards of host countries. This suggests that,
after all, when one goes beyond aggregate industry data, the
“pol l uti on havens” hypothesis may be a popul ar nyth.

Recent studies respond to the criticismthat the evidence so
far does not address the research needs because of excessive

5 Smarzynska and Wi (2001) cite the follow ng extract from"A Fair Trade
Bill of Rights" proposed by the Sierra Club: “in our global econony,
corporations nove operations freely around the world, escaping tough
control laws, |abor standards, and even the taxes that pay for social and
envi ronment al needs”.



aggregati on. However, this recent evidence, sunmarized bel ow,
is still very partial, and heavily focussed on the US.

2.2 Evidence on the location of dirty industries

Levi nson and Tayl or (2002) revisit the single-equation nodel of
G ossman- Krueger (1993) using panel data for US inports in a
t wo- equati on nodel in which abatenent costs are a function of
exogenous industry characteristics while inports are a function
of abatenment costs. Contrary to previous estimtes, they find
support for the pollution havens hypothesis: industries whose
abat ement costs increased the nost, saw the |largest relative
increase in inmports from Mexico, Canada, Latin American and the

rest-of-the-world. ’

Drawi ng on environnental costs across the US that are nore
conmpar abl e than the rough indices that nust be used in cross-
country work, Keller and Levinson (2001) analyze inward FD
into the US over the period 1977-94. They find robust evidence
that relative (across States) abatenent costs had noderate
deterrent effects on foreign investnent.

O hers have anal yzed outward FDI to devel opi ng countries.

Eskel and and Harrison (2002), exam ne inward FDI in Mexico,
Morocco, Venezuela and Cdte d' lvoire at the four-digit |evel
usi ng US abatenent cost data controlling for country-specific
factors. They find weak evidence of some FDI being attracted to
sectors with high levels of air pollution, but no evidence of
FDI to avoid abatement costs. They also find that foreign firnms
are nore fuel-efficient in that they use less ‘dirty fuels’.

7 Ederington and M nier (2001) also revisit the G ossman-Krueger study,
assumi ng that pollution regulation is also endogenous, but determi ned by
political -econony notives. They also find support for the pollution-havens



Thi s evidence supports the ‘pollution hal o hypothesis:
superior technol ogy and managenent, coupled w th demands by
“green” consumers in the OECD, lift industry standards

overall.®

Smar zynska and Wei (2001), estimate a probit of FDI of 534
mul tinationals in 24 transition econom es during the period
1989-94 as a function of host country characteristics. These
include a transfornmed (to avoid outlier dom nance) US-based

i ndex of dirtiness of the firmat the 4-digit level, an index
of the laxity of host country’s environnmental standards
captured by a corruption index, and several neasures of
environnental standards (participation in internationa
treaties, quality of air and water standards, observed
reductions in various pollutants). In spite of this careful
attenpt at unveiling a ‘pollution haven’ effect, they concl ude
t hat host-country environmental standards (after controlling
for other country characteristics including corruption) had

very little inpact on FDI inflows.

2.3 Case studies and political -econony considerations

Revi ewi ng recently avail abl e data, Weel er (2000) shows that
suspended particulate matter rel ease (the nost dangerous form
of air pollution) has been declining rapidly in Brazil, China,
Mexico, fast growing countries in the era of globalization and
big recipients of FDI. Organic water pollution is also found to
fall drastically as incone per capita rises (poorest countries
have approximately tenfold differential pollution intensity).?®

hypot hesis, this tine because inefficient industries seek protection via
envi ronnment al | egi sl ation.

8 The ni xed evidence on the pollution hal o hypothesis is reviewed in Zarsky
(1999).

® These results accord with independent estimates of environmental
performance constructed by Dasgupta et al. (1996) froma responses to a



In addition to the standard expl anations (pollution control is
not a critical cost factor for firms, large nmultinationals
adhere to CECD standards), he also points out that case studies
show t hat | owincome communities often penalize dangerous
polluters even when formal regulation is absent or weak.

Wheel er concl udes that the “bottonf rises with econom c growt h.

This result is reinforced by recent evidence based on a
political -econony approach that endogenizes corruption in the
deci si on-maki ng process. Assum ng that governnents’ accept
bribes in formulation of their regulatory policies, Dam a et al
(2000) find support in panel data for 30 countries over the
period 1982-92 that the |level of environmental stringency is
negatively correlated with an index of corruption and
positively with an index of trade openness. G ven that
corruption is typically higher in |lowincone countries, this
corroborates the earlier finding nmentioned above, that

envi ronnental stringency increases rapidly with incone.

3. Shifting patterns of production and conparati ve advant age

in polluting industries

Direct approaches to the neasurement of pollution em ssion
(e.g. Grossman and Krueger (1995), Dean (2000), Antweil er,

Copel and and Tayl or (2001) and several of the studies nentioned
above) use em ssion estimtes at geographical sites of
pollutant particles (sulfur dioxide is a favorite) or the

rel ease of pollutants in several nedia (air, water, etc.). That
approach has several advantages: em ssions are directly
measured at each site, and it is not assunmed that poll utant
intensity is the sane across countries. On the other hand

detail ed questionnaire adninistered to 145 countries (they find a
correlation of about 0.8 between their neasure of environnent perfornmance



activity (e.g. production |levels) is not nmeasured directly.
Arguably, this is a shortcomng if one is interested in the
pol I uti on haven hypot hesis. |ndeed, eni ssions could be high for
ot her reasons than the relocation of firns to countries with

| ow standards (China s use of coal as an energy source is

| argel y i ndependent of the existence of pollution havens).

The alternative chosen here is to use an approach in which

em ssion intensity is not neasured directly. W adopt the
approach in the studies summarized in table 1 where dirty

i ndustries are classified according to an index of em ssion
intensity in the air, water and heavy netals in the US
described in footnote 4. W selected the sane five nost
polluting industries in the USin (1987) selected by Mani and
Wheel er (1999) (three-digit 1SIC code in parenthesis): Iron and
Steel (371); Non-ferrous netals (372); Industrial chemcals
(351); Non-netallic mneral products (369); pulp and paper
(341).° According to Mani and Wheel er (1998), conpared to the
five cleanest U S. manufacturing activities (textiles (ISIC
321), Non-electric machinery (382), Electric machinery (383),
transport equi pment (384), instrunents (385), the dirtiest have
the followi ng characteristics: 40% 1| ess | abor-intensive;
capital-output ratio twice as high; and an energy-intensity
ratio three tinmes as high

3.1 Shifting patterns of production

W start with exam nation of the broad data for our sanple of
52 countries over the period 1981-98. The sanple (years and
countries) is the largest for which we could obtain production
data matching trade data at the 3-digit ISIC level. Conpared to

or environnent policy and inconme per capita).



the earlier studies nentioned in table 1, this sanple has
production data for a |larger group of countries, though at a
cost because conprehensive data--only avail able since 1981--
inplies that we are m ssing sone of the early years of

environnental regulation in OECD countries in the seventies.

Because there is a close correlation between the stringency of
envi ronnental regulation and i ncome per capita, we start with
hi stograns of indices of pollution intensity ranked by incomne
per capita quintile (the data are three-year averages at the
begi nni ng and end of period). G ven our sanple size, each
quintile has 10 or 11 observati ons.

Insert Figure 1 here:
Hi st ograns of production and consunption shares of polluting

product s

Figure 1 reveals a slight change in the mddle of the

di stribution of production and consunption of dirty industries
as the second richest quintile sees a reduction in production
and consunption shares in favor of the top and | owest
quintiles. Turning to export and inport shares (figure 2), one
notices a reduction in both trade shares of the highest
quintile in favor of the remaining quintiles.

These aggregate figures mask conpositional shifts apparent from
i nspection of the histograns at the industry |evel (see figure
A3.1 in the Appendi x). For the second richest quintile, the

out put share is always decreasing, but changes in the export
share vary a | ot across sectors. For the richest quintile, the

10 Mani and Wheel er (1999, table 1) describes the intensity of pollutants
em ssion in water, air and heavy netals.

10



out put share is decreasing except for paper and products (I1SIC
341) and other non-netallic mneral products (369), while the
export share is always decreasing, except for non-ferrous
nmetals (372).

Insert Figure 2 here:

H st ograns of export and inport shares of polluting products

In sum these broad figures suggest sone del ocalization of
pollution industries to poorer econom es. However, aggregate
effects are weak, partly because of opposite patterns at the

sector |evel.
3.2 Shifting patterns of reveal ed conparati ve advant age

We | ook next for further evidence of changes in trade patterns
indirty industries. W report on reveal ed conparative

advant age (RCA) indices conputed at the beginning or at the end
of the sanple period. RCA indices are not nmeasures of
conpar ati ve advantage since they also incorporate the effects
of changes in the policy environnent (trade policy, regulatory

envi ronnent, etc).

The RCA index for country i and product p is given by:

i p i p
RCAipzﬂzsl"a (1)

wher e syg(sxg) is country i’'s share in world exports of

pol l uting products (of all products) and SP(SM®) is the share

11



of polluting products in total exports of country i (of the
wor | d) .

Countries are split into two income groups (see table Al in the
Appendi x) that replicate the distinction between the three
poorest and two richest quintiles of the previous section: 22

hi gh incone countries (1991 GNP per capita larger than 7910 USD
according to the Wrld Bank) and 30 | ow and m ddl e-i ncone
countries. Hereafter the fornmer group is designed by devel oped
countries (DCs) or "North", the latter by |ess devel oped
countries (LDCs) or "South".

A first glinpse at the aggregate figures (see table 2) confirns
that LDCs’ share in world trade of polluting products is on the
rise. But the average annual rate of growmh is |ower for

pol luting products than for exports in general. As a result,
LDCs as a whol e exhibit a decreasing RCA (and an increasing
reveal ed conparative di sadvantage) in polluting products (see

| ast colums of table 2).

Insert table 2 here:
Share of devel oping countries in world trade

However, inspection at the industry level (see table A2.1,
reveals that this reverse-delocalization outcone is due to the
dom nating effect of non-ferrous netals (I1SIC 372). Al other
four industries present sone ingredient of delocalization, with
a particularly strong increase in RCA for industrial chemcals
(351). Interestingly, non-ferrous netals represented nore than
40% of LDCs exports at the beginning and | ess than 25% at the
end of the period, while the pattern is exactly opposite for

i ndustrial chem cal s.

12



To unveil cross-country variations, figure 3 ranks countries by
decreasi ng order of RCAs for both incone groups. In each case,

t he dashed line represents the end-of-period pattern with
countries ranked by decreasing order of conparative advantage
so that all observations above (below) unity correspond to
countries with a a reveal ed conparative advant age

(di sadvantage). A shift to the right (left) inplies increasing
(decreasing) reveal ed conparative advantage, and a flattening

of the curve, a |less pronounced pattern of specialization.

Fi gure 3:
Reveal ed conparative advantage indices in polluting products

Overall, LDCs' pattern of RCAs is characterized by higher upper
val ues of RCAs and a steeper curve than high-incone countries.
Over time, both curves appear to shift right!' and becone
somewhat flatter. The increase in RCAs seens |arger in LDCs,
where it is concentrated in the mddle of the distribution,
while it basically affects the end of the distribution in the
ot her income group. At the industry |level (see figure A3.2)
results for LDCs are quite simlar, expect for non-ferrous
metal s, where the RCA curve shifts in'2

Still, the above pattern does not say anythi ng about the
changi ng pattern of RCAs between the North and the South, which
is what the del ocalization hypothesis is about. To measure this

11 This result may seem puzzling but the contradiction is only apparent: the
wei ghted sum of RCAs is indeed equal to 1.0, but the weights can vary.

Thus, a simultaneous increase in all RCA indices may well happen, provided
a larger weight is put on smaller val ues.

12 Note that the pattern illustrated by figure 3 only reflects a
"structural" effect, i.e. the change of individual RCAs. The evol ution of
the aggregate RCA for LDCs as a group is also governed by a "comnposition"
effect, nanely the inpact of changes in countries' shares keepi ng RCA

i ndi ces constant. Straightforward cal cul ations reveal that for LDCs the
conposition effect (-0.19) has been stronger than the structural effect
(0.13), leading to a net decrease of the aggregate RCA reported in table 2
(for results at the industry |level, see table A2.2).

13



effect, we introduce a new deconposition that isolates the
i npact of geography on the RCA index. From (1), note that the

RCA of country i in product p (RCAP) can be deconposed into:
N a
RCAP = Y ReaP) §1 (2)
j=1

where the bilateral RCA (RCAﬂ) is defined as the rati o between
the share of product p in all exports of country i to country j
(Q}Q) and the share of product p in total world exports (SP).

This share is weighted by the share of country j in total

exports country i to the world (ﬁLé).

Now | et the world be divided in two groups of countries: nsin
the South, nyin the North (nstny=N). Then (2) can be rewritten:

Ng . ny .
RO = 0P = Y R0 i 3 Ro 9l (9
= j:

j

where SP is the South's contribution and N’ the North's

contribution to RCAP. Thus, in ternms of variation between the

end (96-98) and the beginning (81-83) of the sanple period, one
obt ai ns:

ARCAP = ASP + ANP (4)

Results from applying this deconposition to the two groups of
countries are reported in table 3. For each polluting sector,
we report the (unwei ghted) average of both sides of equation

14



(4) over the LDCs’ group. It appears that in all cases but one,
the North's contribution to the change in LDCs’ RCA is
positive. This result is consistent with the pollution haven
effect. Again, the only exception is non-ferrous netal, where
Nort h- South trade has negatively contributed to the RCA of the
Sout h.

Insert table 3 here:
Table 3: North-South bilateral RCAs for polluting products

In sum the RCA-based evidence on del ocalization of polluting
activities towards the South is rather m xed. As a group,
devel opi ng countries exhibit a surprising reverse-

del ocal i zation pattern of increasing reveal ed conparative

di sadvantage in polluting products. However, as shown above,
this reflects both the pattern of one particular industry (non-
ferrous netals) and a conposition effect: within the group of
devel opi ng countries, those |l ess prone to export polluting
products have gai ned ground. In fact, nost devel oping countries
have in fact experienced an increase in their RCA in polluting
products. Moreover, after controlling for geography, it turns
out that for all but for one case (non-ferrous netals), North-
Sout h trade has had a positive inpact on LDCs' conparative
advant age in these products.

4. Bilateral trade patterns in polluting products

Dirty industries are typically weight-reducing industries. They
are al so internedi at e-goods produci ng i ndustries. As a result
if they nove to the South, then transport costs nust be
incurred if the final (consunmer goods) products are stil
produced in the North, as would be the case, for exanple in the

15



newspaper printing industry. Hence the reduction in transport
costs and protection that has occurred with globalization my
not have had nmuch effect on the |l ocation of these industries.

Qur third piece of evidence consists of checking if, indeed,
polluting industries are not likely to relocate so easily
because of relatively high transport costs. To check whet her
this may be the case, we estimate a standard bil ateral trade
gravity nodel for polluting products, and conpare the
coefficients with those obtained for non-polluting

manuf act ur es.

Take the sinplest justification for the gravity nodel: trade is
bal anced (in this case at the industry |evel which sone would
find unrealistic), and each country consunes its output, and
that of other countries according to its share, s;, in world
G\P, YW Then (see Rauch, 1999), bilateral trade between i and
j will be given by: Mj= (2YiY,)/Y¥= f(W;). The standard
“generalized” gravity equation (which can be obtained froma
variety of theories) can be witten as: M;= f(W;)(6;) ° where
6i; is an index of barriers-to-trade between i and j, W; is a
vector of other intervening variables that includes the

bi | ateral exchange rate, ej;, and prices, and o is an estimte

of the ease of substitution across suppliers.

In the standard estimation of the gravity nodel, 6 is

captured either by distance between partners, or if one is
careful, by relative distance to an average di stance anong
partners in the sanple, DIST, i.e. by, DT;;=DI ST;;/ DI ST. Dumy
vari ables that control for characteristics that are specific to
bilateral trade between i and j (e.g. a common border, BORj,

| andl ockedness in either country, LL; (LLj)) are also

16



introduced to capture the effects of barriers to trade.® Here,
we go beyond the standard fornul ation by al so including an

i ndex of the quality of infrastructure in each country in
period t, INF: (INFj), higher values of the index
corresponding to better quality of infrastructure. Finally,
because we estimate the nodel in panel, we include the

bi | ateral exchange rate, RERj:, defined so that an increase in

its value inplies a real depreciation of i’s currency.

The above considerations lead us to estinmate in panel the

foll ow ng nodel (expected signs in parenthesis):

[NnMj¢ = 0p + 0y + 0 + a1l nY;y + ool nYj¢ + azl nl NF; +
a4l NI NFj¢ + asl NRER ¢ + agBOR; + o7LL; + agll; + (5)
[ agl NDYij¢] + Bal NDTi; + nije

(01>0, 0,>0, 03>0, 0,>0, 05<0 0g>0, 07<0, ag<O0, Bl<0)

In (5), ap is an effect common to all years and pairs of
countries (constant ternm, o; an effect specific to year t but
common to all countries (e.g. changes in the price of oil), a;j
an effect specific to each pair of countries but common to al

years and n;jr is the error term

In a second specification we introduce the difference in G\P
per capita DYi; = [(Yi/N)-(Y;/N)] in the equation, this
addi tional variable presumably capturing the effects of the

13 Brun et al. (2002) argue that the standard barriers-to-trade function is
m specified and propose a nore general formulation that captures both

vari abl es that include country-specific characteristics, and variabl es that
capture time-dependent costs (e.g. the price of oil). Since here we are
only interested in country-specific characteristics, time-dependent shocks
are captured by tinme dumm es.

4 The index is itself a weighted sumof four indices conmputed each year:
road density, paved roads, railway and the nunber of tel ephone |ines per
capita.

17



regul atory gap across countries. If the regulatory gap effect

is inmportant, one would expect a positive sign for ag. *°

For estinmation purposes, equation (5) can be rewitten as:

InMji= Xijed + Zijo+ Ujjr Wth Uije = Wij + Vijt (6)

where X (2) represents the vector of variables that vary over
time (are time-invariant) and a random error-conponent is used
because the within-transformation in a fixed-effects nodel
renoves the variables that are cross-sectional tine invariant.
To deal with the possibility of correlation between the

expl anatory variables and the specific effects, we use the

i nstrunment variabl e estimtor proposed by Hausman and Tayl or
(1981). However, we also report fixed-effects estimtes which
correspond to the correct specification under the maintained
hypot hesis (colums 1 & 2 of table 4).

Because the null hypothesis of correlation between expl anatory
vari ables and the error termcannot be rejected, we re-
estimated the randomeffects nodel treating the GDP vari abl es
as endogenous. The results are reported in colums 3-6 of table
4. Coefficient estinmates are robust and, after instrumentation,
the coefficient estimates are quite close in value to those
obt ai ned under the fixed-effects estimates.

I nsert table 4 here:

Gravity nodel : panel estinmates

First note that all coefficients have the expected signs and,
as usual in gravity nodels with |arge sanples, are robust to

% In a full-fledged nodel with endogenous determnation of environnental
policy, Antweiler et al. (2001) obtain a reduced formin which the

techni que effect (change in environmental policy) is captured by changes in
i ncome per capita.
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changes in specification.!® Notably, the dummy variables for
infrastructure have the expected signs and are highly
significant. So is the real exchange rate variabl e which
captures, at least partly, some of the effects of trade

i beralization that woul d not have al ready been captured in the
time dummy variables (not reported here). Inconme variables are
al so, as expected, highly significant. Overall then, except for
t he | andl ocked vari abl es, which are at tines insignificant, al

coefficient estimtes have expected signs and plausi bl e val ues.

Conpare now the results between the panel estinmates for all
manuf act ures --except polluting products—colum 5) with those
for the five polluting industries (colum 6). Note first that
the estimted coefficient for distance is a third higher for
the group of polluting industries conpared to the rest of
manuf act uri ng. ” Second, note that the proxy for the regul atory
gap captured by the log difference of per capita G\NPs is
negati ve for non-polluting manufactures (as one woul d expect
fromthe trade theory literature under inperfect conpetition
where trade flows are an increasing function of the simlarity
in incone per capita) while it is insignificant (though
positive) for polluting industries. Now, if indeed the

regul atory gap can be approximated by differences in per capita
GDPs across partners, the presence of pollution havens woul d be
reflected in a significant positive coefficient for this

vari abl e.

Conpositional effects for the coefficients of interest are
shown in table 5. Non-ferrous netals (and to a | esser extent
iron & steel) stand out with low elasticity estimtes for

%W al so experinented with other variants (not reported here) by including
popul ati on variabl es and obtained virtually identical estinmates for the
i ncl uded vari abl es.

19



distance. If one were to take seriously cross-sector

di fferences in magnitude, one would argue that the South-North
‘reverse’ (in the sense of the pollution havens hypot hesi s)

del ocal i zati on of non-ferrous netals according to conparative
advantage in response to the reduction in protection would have
occurred because of fewer natural barriers to trade. O course,
there are other factors as well to explain the devel opnents in
t hese sectors, including the heavy protection of these

i ndustries in the North.

| nsert table 5 here:

Panel estinmates by industry

The sectoral pattern of estimates for ag indicates that the
regul atory gap woul d have had an effect on bilateral trade
patterns for two sectors: non-netallic mnerals and iron &
steel, and marginally for the pulp & paper industry. Again, the
non-ferrous nmetals stands out, suggesting no effect of
differences in the regulatory environnment, once other

intervening factors are controlled for.

In sum the pattern of trade elasticities to transport costs
obt ai ned here makes sense. Mst heavy polluting sectors are

i nt ernmedi ate goods, so proximty to users should enter into

| ocation decisions nore heavily than custonms goods that are
typically high-val ue, |ow weight industries that can be shi pped
by airfreight. Interestingly, after controlling for a nunber of
factors that influence the volunme of bilateral trade, we find
little evidence of the presence of a regulatory gap, thus
broadly supporting (indirectly) the ‘pollution halo’

hypot hesi s.

17 One could note that the coefficient estinmates on infrastructure are nuch
hi gher for these weight reducing activities which is also a plausible
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5. Concl usi ons

Concerns that polluting industries would ‘go South’ was first
raised in the late eighties at the tinme when | abor intensive
activities |ike the garnment industries were noving South in
response to falling barriers to trade worl dw de. Such

del ocal i zation could be characterized as a continuous search
for ‘I owwage havens’ by apparel manufacturers in an industry
that has remai ned | abor-intensive. Fears about pollution havens
were al ready expressed at the tinme notably because of the
possi bl e i mpact of the regulatory gap between OECD econom es
where polluters paying nore would | ead themto search for

“pol lution havens’ anal ogous to ‘| ow wage havens’. Later with
the gl obalization debate, the hypothesis gai ned new noment um by
t hose who have read into globalization a breakdown of nationa
borders, making it difficult to control |ocation choices by

mul ti nati onal s.

This paper started with a review of the now substanti al

evi dence surroundi ng this debate which can be classified in
three rather distinct famlies. First, aggregate comnparisons of
out put and trade trends based on a classification of pollution
i ndustries based on US em ssions reveal ed very margi na

del ocal i zation to the South. Second, firmlevel estimtes of
FDI | ocation choices by-and-large found at best margi nal

evi dence either of location choice in the US in response to
cross-State differences in environnmental regulations, or of

| ocation choices by nultinational firnms across devel oping
countries in response to differences in environmental
regul ati ons. Reasons for this lack of response to the so-called
regul atory gap were found in the third piece of evidence

| argel y assenbl ed from devel opi ng-country case studi es. Taking
into account political econony determ nants of multinational

result signifying another brake on North-South del ocalization.
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behavior in host countries and the internal trade-offs between
| eveling up em ssion standards (to avoid dealing with nultiple
technol ogi es) and cutting abatenment expenditures, overall this
literature finds no evidence of havens, but rather of *halos’.

Turning to new evidence, this paper drew on a | arge sanple of
countries accounting for the bulk of worldw de production and
trade in polluting products over the period 1980-98. d obally,
we found that reveal ed conparative advantage (RCA) in polluting
products by LDCs fell as one would expect if the environnent is
i ndeed a normal good in consunption. At the sane time, however,
t he deconposition indicates that the period wtnessed a trend
towards relocation of all (but one) polluting industries to the
Sout h. The exception was the reverse del ocalization detected
for non-ferrous netals. W argued that this reverse

del ocal i zati on was as one woul d expect according to a
conpar ati ve advantage driven response to trade liberalization
in a sector where barriers-to-trade turn out to be relatively
small. Finally, in the aggregate, RCA deconpositions reveal ed
no evidence of trade flows being significantly driven by the
regul atory gap, again with the exception of some positive
evidence for the non-netallic and iron & steel sectors.

Estimates froma panel gravity nodel fitted to the sane

i ndustries showed that, in conparison with other industries,
polluting industries had higher barriers-to-trade in the form
of larger elasticities of bilateral trade with respect to
transport costs. These results confirmthe intuition that nost
heavy polluters are both weight-reducing industries and
internmediates for which proximty to users should enter

| ocation decisions nore heavily than for custons goods (i.e.
differentiated products) that are typically high-val ue
products. Finally after controlling for several factors that
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i nfluence the volune of bilateral trade, we find little

evi dence of the presence of a regulatory gap.

In sum the paper provided sone support for the ‘pollution
havens’ hypothesis, a result in line with several earlier
studi es reviewed here. Beyond this result, the paper
contributed to the debate by identifying a new explanation for
t he | ess-than-expected del ocalization that had not been
identified, nor quantified, in the literature: relatively high
natural barriers-to-trade in the typical heavy polluting

i ndustri es.

I n concluding, one should however keep in mnd two inportant
caveats with respect to the ‘pollution havens’ debate. First,
like the rest of the literature reviewed in the paper, we only
exam ned manufactures. This inplies that we did not take into
account resource-extracting industries that may have

successi vely sought pollution havens. Second, even within the
narrow confines of trade pattern quantification, a fuller

eval uation of the debate on trade, globalization and the
environnent, would al so have to exam ne the direct and indirect

energy content of trade.
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Tabl e 2: Devel oping countries world trade shares

(percent ages except for RCA RCD))
Pol | uti ng Al'l products Reveal ed
product s conparative
I ndi ces
Exports Inmports Exports Inports Advan- Di sad-
tage vant age
(RCA) (RCD)
(1) (2) (3) (4) (1)/(3) (2)/(4)
81-83 9.08 18. 87 9. 40 15.73 0. 97 1.20
96-98 14. 46 22.98 15. 93 18. 67 0.91 1.23
Aver age annual 3.15 1.32 3.58 1.15
gromh rate

Tabl e 3: North-South bil ateral

RCAs for polluting products’

Sect or ARCA AN
AS

Pul p & paper (341) 0. 23 0.10
0.13

Ind. Chem cals (351) 0.41 0.21
0.20

Non-netallic mnerals (369) 0. 38 0.61
0.22

Iron & Steel (371) 0. 66 0. 39
0.27

Non-ferrous netals (372) -0. 57 -0.79
0.22

* Conputed from equation (6)
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Table 5 : Panel estimates by industry

| ndustri es Equation (9)
B1 g
Non- pol | uti ng - 0. 82** -0. 06**
Al'l polluting -1.12** 0. 007
Pul p and paper * -1.40** 0. 08*
| ndustrial Chemcals -1.23*%* 0.03
Non-nmetallic minerals -1.21** 0. 12**
lron & Steel -1.12%* 0.11**
Non- Ferrous Metal s -0. 95** -0.04

** and * significant at 99% and 95% respectively

* An estimate of —1.40 [-0.95] inplies that if trade flows ar
normali zed to 1 for a distance of 1000km a doubling of

di stance to 2000 woul d reduce bilateral trade volune to 0.38
[0.52].

e
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Figure 1: Histograns of output and consunption shares of
pol | uti ng products
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Figure 2: Hi stograns of exports and inports shares of polluting
product s

(a) : Exports

75
81-83 B ocos
50
25
2 3 5
qui ntil es ranked by increasing incone per capita
(b) : Inports
T 81-83 B o598
50
25
0 1 3 :

quintiles ranked by increasing incone per capita

Fi gure 3: Reveal ed conparative advantage indices
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in polluting products

(a) Devel oping Countries
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Appendi x to
d obalization and dirty industries:
any pollution haven?

Jean- Mari e G et her
Jainme de Melo

This appendix is in three parts. Section Al describes the
data, transformations and sanple representativity. Section A2
gi ves sectoral tables corresponding to the aggregate results
for all polluting products given in tables 2 and 4 in the
text. Section A3 does the sane for figures 1 to 3 in the text.

Al. Data sources and sanple representativity

The database is extracted fromthe Trade and Production
website of the Wirld Bank (ww. worl dbank. org/research/trade)
and covers the period 1976-1999 for 67 countries. It includes
|SIC 3-digit data on inports, exports and mirror exports. For
the first five years and for the last year, of the open-sanple
period, many countries reported m ssing val ues. Mreover,
mrror exports are only available since 1980 . Therefore, a

cl osed sanple was defined over the years 1981-1998, with 52
countries (5 LINCs, 25 M NCs, 22 HI NCs) reporting non-m ssing
values. for the 3digit trade data over this period. Categories
of polluting products in table Al.1, and cl osed-sanpl e
countries! are listed in table Al. 2.

Tabl e Al.1: Categories of polluting products

| SI C code |Description (rank® in parenthesis)

341 Paper and products (6)

351 I ndustrial chenicals (3)

369 O her non-netallic mneral products (5)
371 Iron and steel (1)

372 Non-ferrous netals (2)

& Mani and Weeler (1999, table 8.1). As in Mani and Weeler, we
have excluded petrol eumrefineries (353) fromthe sanple.

1_I nconme groups were defined on the basis of 1991 GNP per capita
figures. Following the Wrld Bank cut-off |evels, the sanple was
split into three income groups: low (LINC, incone |ower than 635
USD), mddle (MNC, between 635 and 7910 USD) and hi gh i nconme (HI NC,
| arger than 7910 USD) countri es.



Tabl e Al.2: Countries of the closed sanple (1981-1998)

Low i ncome M ddl e-i nconme (ct'd) Hi gh-inconme (ct'd)
EGY Egypt MAR Mor occo DNK Denmar k

HND Hondur as MEX Mexi co ESP Spai n

| DN | ndonesi a MYS Mal aysi a FI'N Fi nl and

| ND I ndi a PER Peru FRA France

NPL Nepal PHL Phi | i ppi nes GBR Uni ted Ki ngdom
M ddl e-i ncone POL Pol and GER Ger many

ARG Argentina PRT Por t ugal HKG Hong Kong

BOL Bolivia THA Thai | and | RL I rel and

CHL Chile TTO Trinidad and T. I TA Italy

CaL Col onbi a TUR Tur key JPN Japan

CRI Costa Rica URY Ur uguay KWI Kuwai t

ECU Ecuador VEN Venezuel a NLD Net her | ands
GRC Greece ZAF South Africa NOR Nor way

GIM Guat enal a Hi gh-i nconme NZL New Zeal and
HUN Hungary AUS Australia SGP Si ngapor e
JOR Jor dan AUT Austri a SVE Sweden

KOR Korea (Rep.of) CAN Canada TVWN Tai wan

MAC Macau CYpP Cyprus USA United States

Sanpl e representativity
a) open and cl osed sanpl e

Wth respect to the open sanple, and using the 1995-96 average
trade shares (the years with the maxi mum anount of non-m ssing
val ues), the closed sanple represents about 95% of the open
sanpl e trade

Regarding the representativity of the open sanple itself, this
was estimted using world trade data reported by the Wrld
Bank (Econom c Indicators 2001). Results are shown in Table
Al. 3. These figures may appear quite | ow. However, it should
be kept in mnd that world trade figures used in these
calculations are estimted thenselves. As a result, even in
the original Wrld Bank data, the sum of exports and inports
over 207 countries represent |less than 100% of world totals
(see last two columms of table Al.3).



Tabl e Al.3: Representativity of the open and the cl osed sanple
(% wusing reported world totals by the Wrld Bank)

open sanpl e cl osed sanple original source?®

Exports Inports Exports Inports Exports |nports

1981 48. 8 44. 3 48.7 43.7 81.5 81.3
1990 58.9 59.5 57.3 57.9 86. 4 86. 2
1998 63.6 66. 3 60.5 63.6 94.5 94.5

¥ sum over the 207 countries reported in the Wrld Bank data

base
Sour ce: sanpl e data and Wrld Bank Economi c Indicators, 2001.

b) incone groups

Simlar world totals were not available for incone groups. In
this case, world totals were estimted by the sum of exports
or inports over all the countries available in the Wrld Bank
source. To account for a maxi mum nunber of non-m ssing
reporters, these cal cul ations, whose results appear in table
Al.4, are linited to year 19982

Tabl e Al.4: Representativity of the open and the cl osed sanple
by incone groups
(% 1998, using calculated world totals?®

open sanpl e cl osed sanpl e

Exports | nports Exports | nports
LI NCs 64. 6 61. 4 52.1 46. 8
M NCs 74.9 72.2 56.4 56.1
HI NCs 92.8 92.9 92.8 92.9
All 88.3 87.5 84.1 83.7

¥ sum over the 207 countries reported in the Wrld Bank data

base
Source: sanple data and Wrld Bank Econonic Indicators, 2001.

General |y speaking, representativity is larger for H NCs (and
of course for the open sanple). However, even for LINCs and
M NCs in the closed sanple, the coverage of world trade is

| arger than 50% (except for LINCs inports).

2 Accordingly, it is a nore recent classification of countries by inconme
groups (based on 1999 GNP figures) that is applied in this particular
tabl e.



c) polluting products

Simlar calculations were not possible for polluting products,
as world trade data were not available at this |evel of

di saggregati on. However, a very crude indicator of the
representativity of the sanple for these products is sinply
the ratio of inports over exports, which should be equal to
1.0 in case of conplete coverage. These figures, along with
their standardi zed val ue obtained by dividing them by the

i mport/export ratio for all products in the sanple, are
reported in table AL 5.

Table AL.5: Inports over exports ratios

pol | uti ng all products
products (1) (2) (1)7(2)
1981 0. 96 0.92 1.04
1990 1.11 1.03 1.08
1998 1.14 1.03 1.10
Overall, the ratio is reasonably close to one, which suggests

an acceptable level of representativity for polluting
product s.



A2. Sectoral results: tables

Table A2.1: Shares of devel oping countries in world trade

Paper and products (I SIC=341)

pol l uti ng products all products reveal ed
conparative
exports i mports exports imports advant age di sad-
vant age
(1) (2) (3) (4) (1)/(3) (2)/(4)
1981- 83 3.70 12.70 9.40 15.73 0. 39 0.81
1996- 98 9.55 19. 92 15. 93 18. 67 0. 60 1.07
rate of growth 6. 53 3.05 3.58 1.15

Industrial chemcals (ISIC=351)

pol l uti ng products all products reveal ed
conparative
exports i mports exports imports advant age di sad-
vant age
(1) (2) (3) (4) (1)/(3) (2)/(4)
1981- 83 5.11 21.55 9.40 15.73 0.54 1.37
1996- 98 12.12 24.33 15.93 18. 67 0.76 1.30
rate of growth 5.92 0.82 3.58 1.15

Q her non-netallic mineral products (I SIC=369)

pol l uti ng products all products reveal ed
conparative
exports i mports exports i mports advant age di sad-
vant age
(1) (2) (3) (4) (1)/(3) (2)7(4)
1981- 83 11.42 22.33 9.40 15.73 1.22 1.42
1996- 98 16. 28 19. 16 15. 93 18. 67 1.02 1.03
rate of growth 2.39 -1.02 3.58 1.15

Iron and steel (ISIC=371)

pol luti ng products all products reveal ed
conparati ve
exports i mports exports imports advant age di sad-
vant age
(1) (2) (3) (4) (1)7(3) (2)1(4)
1981-83 9. 09 23.63 9. 40 15. 73 0.97 1.50
1996- 98 18. 38 26. 85 15. 93 18. 67 1.15 1. 44
rate of growth 4.81 0. 86 3.58 1.15

Non-ferrous metals (ISIC=372)

pol I uti ng products all products reveal ed
conparative
exports i mports exports i mports advantage di sad-
vant age
(1) (2) (3) (4) (1)/(3) (2)71(4)
1981-83 24.01 10. 31 9.40 15.73 2.56 0. 66
1996-98 22.91 17. 88 15. 93 18. 67 1.44 0. 96

rate of growth -0.31 3.73 3.58 1.15




Tabl e A2.2: Deconposition of aggregate change in RCA for LDCs

ISIC total change conposi tion structural
Cat egory in RCA ef f ect ef f ect
341 0. 206 -0. 060 0. 266
351 0.216 - 0. 087 0. 303
369 -0.193 -0. 301 0.108
371 0. 186 -0. 260 0. 446
372 -1.118 -0.529 -0.589

Table A2.3 : Gravity equation: Hausman-Tayl or estinates
Dependent variable: Mj: (inmports of i fromj in periodt)

Mij
| ndependent POL2-HT  341° 351° 369 371 372
n (Yii) 1.50°*  1.26%* 1.27** 1.69** 1.82** 1,91**
(19.4)  (12.6) (16.39) (15.4) (16.5) (17.8)
In (Y) 0. 92%* 0.58  1.86** -0.58%* -0.32* -0.16
(10. 9) (5.0) (21.8) (5.0) (2.5) (1.3)
In[(Yi/ Ny - 0.007 0. 08* 0.03  0.12** 0.11**  -0.04
(Yit/Nu)] (0.3) (2.0) (1.1) (3.5) (2.7) (1.1)
Ln DI ST;; S1.12%% -1, 40%* -1.23%* -1.21** -1.12%* -0.95%*
(17.7)  (14.4) (19.1) (12.9) (7.9) (6. 8)
BOR 1.30**  1.68** 1.15%** 1.70** 0.96**  0.87
(5. 5) (4.01)  (4.6) (4.2) (2.8) (1. 6)
LL, 0. 49 0.52 -0.28  1.76%* 2.79%* 2 26**
(1. 66) (1.0) (0.9) (3.4) (4.23) (3.3)
LL, 0. 42%% -2 48%* -1,99%* -4, 39%* -3 79%* _2 4g**
(1.22) (3.8) (5. 4) (6.9) (4.25) (3.3)
Ln | NF;, 0.46**  0.48** 0.43** 0.98** 0.51** 0.55**
(6. 43) (5. 1) (6.1) (9.3) (4. 4) (4.9)
Ln I NF, 0.64**  1,19%** 0.26%* 2.22%* 1.43** (.15
(7.7) (9.9) (3.0) (18.6)  (9.9) (1.2)
Ln RER;, -0.40*  -0.57** -0.35** .0.66%* -0.71** -0.19**
(14.3)  (14.3) (12.6) (16.3) (16.6) (5.1)
Nunber of obs (NT) 30345 21831 28087 20907 21122 21591
Nunber of bilateral (N) 2300 2017 2240 1970 1938 1956
R 0.52 0.51 0.52 0. 44 0.51 0. 35
Hausman test HT vs. G.S 614, 7** 413, 1** 589. 6** 13. 7** 97. 9** 182. 5**
chi - 2(K) Chi-2(25)  Chi-2(25) Chi-2(25) Chi-2(25) Chi-2(25) Chi-2(25)

** and *: significant at 99% and 95%  respectively (t-student under

t he correspondent coefficient)

Ti me dummy vari ables and constant termnot reported .

Random ef fect estimates (endogenous variables : Y; and Y; and (Yi/N -

Yi/N))
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A3.2: Beginning(l) and End(2) of period RCAs, by country group
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