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Abstract: The ability of individuals and groups to forecadtture event, with
incomplete information, by using the trading higtof an asset market is analyzed in the
laboratory. The results show: (1) when forecastbserve the summary of market-
transacted prices, they do not perform as well lzsnwhey are provided with a complete
real-time sequence of bids, asks and contractqr(¢ groups do not outperform
individuals in forecasting, and when the marketsdoat have price manipulation
incentives, individual prediction is better thae tiroup prediction; (3) in markets with
manipulators, where only a summary of contractgsric provided, both groups and
individuals are unable to predict better than fiqgpa coin. This inability to aggregate
information is remedied when forecasters see theptete evolution of market bids, asks
and contracts.
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1.0 Introduction

According to the efficient market hypothesis, maikéces are an accurate
indicator of the true value of traded assets saticeublicly available past and current
information is absorbed by the prices through tlaeket mechanism. Fama's 1970
article provides strong empirical support for thigicent market hypothesis.

Information markets have captured the interestlafge number of scholars who have
tested its characteristics through experimentabitical, and empirical models. Several
theoretical studies have shown that market prieflsat the collective information of the
system as the efficient market hypothesis claimewever, there is a long list of reasons
that might lead prices to imperfectly aggregaternmfation, such as costly information
(Grossman and Stiglitz, 1980), dependence on tsadeliefs, budgets, and risk
preferences (Manski, 2005).

The claim that information aggregation is reflectednarket prices has been
tested in the laboratory as well as in the fieldhwnixed results. For example, Plott and
Sunder (1988) find a convergence to rational exgieet (RE) equilibrium in contingent
claims or single-security markets with the samdepemces across traders, but failure of
convergence in the single-security markets whatetsahave diverse preferences. Plott
and Sunder (1982) also find full convergence togREes when insiders are fully
informed and failure when insiders have uncertafarmation about the state of nature.
Many features of the market can potentially plagla in hindering information
aggregation. Such limitations are known as “infaiioratraps” (Noeth, Camerer, Plott,

and Webber, 1999) or “information cascades” (Holl Anderson, 1997; Plott and Hung,

! The article claims that security markets are exdélgrefficient in reflecting the complete and acdera
information about the fundamental asset value.



2001). In addition, the presence of manipulateenss to have successfully influenced
prices in the 1999 Berlin election market on thedd=lectronic Markets (IEM) (Hansen,
Schmidt, and Strobel, 2004). However, Oprea €28I06), found that manipulation did
not damage the information content of prices ial@tatory environment with
manipulation incentives. Manipulation seems toethepon the conditions in the
environment (Chakraborty and Yilmaz, 2064).

In addition to experiments in a laboratory settiingJd experiments have been
conducted. Camerer (1998) showed that effortsapipulate odds in paramutual betting
at racetracks failed. Results from the IEM havavaihthat these markets outperform
polls (Forsythe, Nelson, Neumann, and Wright, 1%2yde, Koleman, and Strumpf,
2003). Plott and Chen (2002) have shown thatnaterediction markets at Hewlett-
Packard have outperformed the company’s standérdasn to forecast its printer
sales.

These studies of information markets have testecHility of prices to represent
the collective information of the crowd. This tiégure has expanded to include how
decision-makers would interpret the informationytbeserve from market prices to
predict future events. This question has beeryaadlin the laboratory by Oprea et al.
(2006) who found that forecasters use market inébion in their forecasts and these
predictions are extremely accurate, even when soaders have incentives to
manipulate the market price. This paper examinegptediction quality of forecasters
under a variety of different treatments. In paiae, we examine decision-making when

only the history of contract prices is providedstey a treatment in which the complete

% The article shows that given a long enough hotinmamnipulators may trade against their informatiod
undertake short-term losses.



time sequence of bids, asks, and contracts is ¢geedvtio forecasters. This treatment is
based on the observation that in typical field prgah markets, only price and volume
history is routinely provided to individuals andtiilee full information of offers to buy
and sell for each asset unit.

In addition, we examine how forecast quality is aof@d when predictions are
made by either individuals or groups. In practio@ny decisions in government,
business firms, and family are made by a grouperdtian an individual. The
experimental literature has found that individuaisl groups behave differently in
strategic games, where groups are considered matierial” than individuals as their
decision is more aligned with the game theoretiats&am. This hypothesis is shown in
several strategic games such as the centipede’gBomastein et al., 2004), one-shot
ultimatum gam&(Bornstein and Yaniv, 1998), trust gahf€ox, 2002), one-shot gift-
exchange ganigKocher and Sutter, 2002), beauty-contest gamlesravgroups exhibit
faster learning than individudlgocher and Sutter, 2005).

In contrast with these findings, in dictator ganggeups have a higher level of
sharing than individuals, which departs from theatietical solution (Cason and Mui,
1997). In a strategic market game, such as convalue auctions, groups are found less

rational than individuals, and their performanctederates when there are more signals

% The game theoretic solution, through backwardadtidn, is for player 1 to end the game at thé firs
node. While both individuals and groups failed ol @t node one, groups on average exit the gamls ea
than individuals.

* When the decision maker is a three-person grdapep1 sends a lower amount, and player 2 hasrlowe
rejection rate.

® While no significant difference is found in thenger’s behavior, the group responder’s behaviotdser
to the game theoretic solution (send nothing back).

® Player 1 decides the ‘gift’ or the wage level, ahaler 2 decides the effort level. Groups choosaller
wage levels and lower effort levels, which is clomethe game theoretic solution.

" There is no difference on average between thecebaif inexperienced decision maker types: groap an
individual. However, in repeated games, groups vigster learners of the dynamics of the game and
outperformed individuals.



available (Cox and Hayne, 2006). Other findinggehshown no significant difference
between group and individual behavior (Prather Midtleton, 2008).

The results of our experiments are clear. Indigislumake better forecasts than
groups, and access to the real time sequence sfdslls and contracts as opposed to just

a history of contracts increases forecast accuracy.

2.0 Experimental Design

This section will provide the design of the two ketrinformation treatments.
The difference in the two treatments is the amafimarket information provided to the
neutral forecasters in the market. These forexsmate neutral because they do not
posses any private information. In one treatnitiety observe market information
through the real time sequence of bids, asks, anttacts; in the static treatments they
observe only the contract prices. In additionhwtiite limited market information
treatment, we examine the forecasting accuracyafgs versus individuals. In both
treatments we add the possibility of price manipafato determine its effect on

prediction accuracies.

2.1 Design of Baseline Market Information Treatment

A prediction market was created with eight tradeFsaders were endowed with a
fixed amount of cash and a fixed number of tické&tekets had a life of one round, and
at the end of the round they would generate a dnddof either 0 or 100 with a prior of

equal occurrence. Throughout the round, subjadtaat know the actual dividend of the

8 The empirical results from this paper are unablshow a performance difference between group-
managed and individually managed funds from Sep¢erhB81-1994.



ticket, but they did receive a clue about its tvakie. First, with equal probability, we
randomly and privately selected one of the two esl(statesy={0,100}. Conditional
upon the state, each trading participant receivelde(Black or Whit®) randomly
selected (with replacement) from a distribution vehivo out of three times the clue
would comply with the realized value of the tickdthese conditional probabilities are

provided in equations (1) and (2).

Pr(Clue=Black | v = 100) = Plue= White | v = 0) == 1)

PrClue= Black | v = 0) = Pr({tie = White | v = 100) % 2)

In addition to the traders, five uniformed foreeastwhere able to view the
market activity, which included all the transactyices and offers to buy and sell
submitted by the traders as they occurred. Thetseo$ experiments will be referred to
as_real timemarkets and constitute our baseline treatmene fille forecasters had no
private information, i.e. they were given no cluasthe end of each round, forecasters
made a private prediction about the value of ttleetionly observing the real-time
market transactions and knowing the general clugtsire described in (1) and (2).

Forecasters were paid based on the accuracy ofpitegliction and traders were
paid based on the value of the tickets they hetbithair remaining cash as shown in

equations (3) and (4) respectively.

° A Black clue has 2 chance of being associated with the state dividgrid0, and a White clue has?a
3 3
chance of being associated with the state dividértd(zero) as shown in (1) and (2).



250, if forecasteriscorrect[ prediction= actual statev]

ForecasterPayoff =< . .
0, if forecasterisincorrect[prediction# actual statev]

J; K;
Payoff =C, -> B; +> S, +V(N, +J, -K),)
j=1 1

k=

Trader |
Where:
Ci = Endowed Cash for Trader i (=200)

N; = Endowed Tickets for Trader i (=2)

J = Number of Tickets Tradetiuysin the Market
Ki = Number of Tickets Tradersellsin the Market
Bjj = Price of Contract j Purchased by Trader i

Sik = Price of Contract k Sold by Trader i

3)

(4)

The real time market provides the baseline treatspamd the static time market with

individual and group forecasters provide the othemtments. Each is explored in the

presence and absence of manipulation incentivassh@wn in Table 1, the difference

between the non-manipulation and manipulation ntarisethat in the latter, half of the

traders are given an additional incentive to afteetforecaster predictions. The
additional financial incentive for manipulators, isihwas added to (4), is given by

equation (5) where T (0,100) is the prediction éiugjven to a manipulator amglis the

prediction of forecastgr
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Additional Payoff:200—2|T-% F | (5)
=1

j
Thus, if the forecasters’ predictions match the ip@ator’s target, the
manipulator obtains an additional payoff of 20theTcloser the forecasters’ predictions
are to the target, the more a manipulator obtathence, the manipulators have an
incentive to affect market prices in order to I¢iagl forecasters to provide a prediction
closer to their target. Table 1 provides the expental treatments of the baseline

experiments.

Table 1: Market Types in Baseline Treatments

Market Types Real-Time Market (BASELINE

Non-manipulation 8 Traders
5 Forecasters
Manipulation 8 Traders— 4 Traders

4 Manipulators

5 Forecasters

The only difference between non-manipulation andipwdation treatments is the switch
of half of the trader roles to manipulators. Margpors have an additional financial
incentive to affect the forecasters' predictionstaswvn in equation (5).

The real-time market experiment findings are a®¥es*® (1) manipulators
attempt to manipulate prices; (2) manipulators seddn increasing average contract
prices by 7 points over the non-manipulation tresathwhen the target 00, (3) prices
are correlated with the information in the systesspite the efforts of manipulators; and
(4) forecasters’ predictions are a better estimtle true state than market prices. The

RE model provided a reasonably accurate summaityeaharket behavior, although

prices did not fully converge to the theoreticalyBsian posterior probability. Even

1% These results are taken from Oprea et al. (2006).



though market prices were not closely correlateti e true state, forecasters made use

of them to improve their prediction quality.

2.2 Design of Static Market Treatments
This paper will extend the previous experimentditoyting the information that
forecasters have in observing the market. In the experiments, denoted as static

market informationforecasters observe only the history of the mgrkiees as opposed

to the real-time markets, where forecasters weveiged with complete information of
how these prices are reached, through offers taabdysell in real time. Specifically, for
each session that was conducted in real-time tyatie contract price history was
retrieved and displayed to the individual and grarpcasters. Figure 1 provides an
example of a contract series shown to subjectshdrstatic experiments, the two types of
markets, with and without manipulation, are repgkcawith individual and with three-
member group forecasters. The payoff functiorooécasters is the same as in baseline
treatments as shown in equation {8)Table 2 provides the experimental treatments of

our investigation.

1 When the three-member group prediction matchedehkzed state, each member of that group received
a compensation of 250 as shown in equation (3).



Figure 1: Screenshot Provided to Forecasters in thtatic Market Treatment
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The black dots show the contracts, orange dottharkast asks, and the green dots are
the last bids before the market closed.
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Table 2: Matrix of Treatments

Market Type Real Time Static Time Static Time
Decision Individual Individual Group
Maker Type Prediction Prediction Prediction
Non-Manipulation INr INs GNs
Manipulation IMr IMs GMs

The baseline treatment is represented by indivithratasters without manipulation who
have access to real time market informatidix). An additional treatment in the baseline
is when manipulators are added to the environmbhi)( Our treatments are represented
by the cases where individual forecasters obsemlyetbe price history (static market
information) from previous non-manipulatdtil§) and manipulated marketds). There
are also treatments with group predictions wheogigforecasters have access to static
market information from previous non-manipulat&N§) and manipulated markets
(GMs).

In the real-time experiments, three sessions werdar each market. Each
session had 16 separate prediction market rouiohse the history of the market prices
produced by these traders was used and shown fordwasters in the static treatments,
three sessions were run for each treatment int#tie-$ime experiments with 16 separate
prediction rounds. In addition, three session edth the same 16 rounds were used for
both individual and group predictions.

The parameters of the information structure inexperiments are shown in

Table 3. Each manipulator was given the samettargsach round; half of the time it

was the same as the actual state, and the otHer Wwak the opposite of the actual state.

11



Table 3: Parameter Table

Round | Positive | Bayesian Signal Target Actual
Signals | Decision Strength State
1 6 100 2 0 100
2 1 0 3 0 0
3 2 0 2 0 0
4 3 0 1 100 0
5 5 100 1 0 100
6 0 0 4 100 0
7 3 0 1 0 0
8 7 100 3 0 100
9 3 0 1 100 100
10 1 0 3 100 0
11 4 - 0 0 100
12 2 0 2 100 0
13 6 100 2 100 100
14 4 - 0 100 100
15 5 100 1 100 100
16 2 0 2 0 0

Positive signals correspond to the number of btdc&s () that are assigned to the 8
traders. Signal strength is definedsas |n — 4| The Bayesian decision is the binary
(0,100) prediction a forecaster would make if hd Atk the clue information available to
him. The target is the number given to manipulatibes determine their bonus for
moving forecaster decisions closer to the target.

The Bayesian decision calculated in equationg@leffined as the choice a

forecaster would make if he could see all the cllisgibuted for the particular round.
We define a positive signal as a Black clue whiak h% chance of being associated

with the state dividend of 100. The total numbietraders in each session was eight;
hence the maximum number of positive sigrfa)sn a round was 8. We define signal
strength §) ass = |n-4|. Thus, signal strength varies from 0 to 4. When4, meaning

there are 4 positive clues out of 8, the signa&mgjth is 0, and the Bayesian expected

dividend (V) of the ticket would be 50.

12



(6)

Bayesian Demsmn{ ifprob( In) }

0if prob(V =100|n)<0.50

Equation (7) provides the expected dividend valsi@ function of the number of

positive signals in the market:

2 nolyg-n
(37 (3)
1 2

n 1 8-n n 8-n
) (g) "‘(g) (g)

EV(n) = 100 7)

G
Graph A in Figure 2 charts the Bayesian expectégevas a function of positive cluas
while Graph B charts the posterior Bayesian prditgluf predicting the actual value as
a function of signal strength For example when = 8 (or s = 4), the posterior
probability of the Bayesian decision being cor(g@cedicting the value to be 100) is
99.6%. Whem=0 (or s=4) the posterior probability of the Bayesian deaisi@ing

correct (predicting the value to be 0) is 99.6%.
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Figure 2 (Graph A): Expected Ticket Value as a Funmon of the Number of Positive
Clues
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For each total number of positive clues in the ragrihe expected dividend value of a
ticket is calculated using equation (7). Giveattine dividend values are either O or
100, if the market were fully aggregating infornoati under risk neutral assumptions,
market price prediction should follow this function
Figure 2 (Graph B): Probability of Predicting the True Dividend Value Using
the Bayesian Decision as a Function of Signal Strgth
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Each level of signal strength (|n-4|), is chartgdiast the probability that the Bayesian
decision listed in equation (6) will accurately ghict dividend value of a ticket.
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The Bayesian probability of an accurate predictalhbe our theoretical
benchmark to be compared with the prediction acguf@recasters. The accuracy of

forecasters’ predictions in a round is calculate(Bi):

5 Bayes Decision ; - Prediction .
Prediction Accuracy, :EZ[l—| y it it |]
5 | 100 |

i=1

(8)

Where:

Bayes Decision=  What a Bayesian would predict for the stateeifhad all the clues
of session j in round t

Predictior; = The actual dividend prediction of forecastef session j in round t

Using the design of the prediction markets, we@amnpare the average correct
prediction, as calculated in equation (8), for widiual and group forecasters to the
Bayesian probabilities of an accurate predictiodigplayed in Graph B in Figure 2. If
the accuracy of forecasters on average is positrethted to the signal strength, then we
can deduce that the forecasters are effectivehgusie market to predict. In addition,
the prediction of the individual forecasters widaktime market information will be
compared to the prediction of individual and grdoq@casters with static market

information in order to observe any changes inpttegliction quality.

3.0 Experimental Questions and Procedures
In Oprea et al., 2006, it was found that manipukatdfected the contract prices
by increasing the average contract/yhen the target was 100, and not affecting prices

when the target was 0. However, the effect of malators was stronger in the bids and

15



asks compared to realized prices. Bids were sggmfly higher when the target was
100, and asks were significantly lower when thgaawas 0. Thus, manipulators tried
to influence price through bids and asks but tidsndt have an effect on forecaster
accuracy. Limiting information to only contraciges would not convey to forecasters
this attempt to manipulate through bids and agitee question we wish to address is
whether this lost information will have an impaat grediction quality.

The importance of bids and asks in providing infation to participants has been
previously discussed by Plott and Sunder (1988 offer it as one explanation for the
better performance of contingent markets relatvsitigle-security markets. If the claim
that bids and asks constitute important informatmthe uninformed forecaster is
correct, then we should find diminishing accuratjooecasters with static market
information compared to the real-time market infation treatment. In particular, this

paper focuses on three main questions:

Question 1: Does the prediction quality of individual foretass improve when they
observe the real-time evolution of the market tsaighstead of the price history?
Question 2: Are predictions more accurately provided by grewp individuals?

Question 3: Is prediction accuracy affected by the presenaaarfipulators?

The first question will be explored by comparing thata from real-time
information treatment versus data from the statiormation treatment. The second
guestion will compare the difference between irdlial and group predictions. The third
guestion will compare predictions of individualsdagroups in the non-manipulation

treatment to those in the manipulation treatment.

16



3.2 Experimental Procedures

Subjects were recruited from the undergraduate piostiudents at George Mason
University!? All of the subjects had the role of forecasters their earnings structure
was the same as the previous experim&nfEhe procedures are the same as the ones
followed in the first set of experiments. The nuetlof information distribution among
the traders, who had generated the contract piteg¢svere given to the forecasters, was
explained in detail to the forecasters, paralletimggsame process as in the real-time
treatments.

Each experiment consisted of written instructidreg vere read aloud, hands-on
demonstration of how clues were generated, twoidrractice rounds and sixteen paid

rounds of decision making. Each session lasted approximately 40 minutes.

4.0 Experimental Results

The purpose of this study is to analyze the pradiajuality of unbiased
forecasters when they only observe market pric@iyis The quality of their prediction
will be analyzed along two dimensions. First, 8k the question whether the
forecasters’ prediction quality changes when moWog real to static market
information. The second dimension comprises thesh@ayesian decision. While the
first dimension distinguishes prediction qualitiatese to the real-time markets, the

second dimension distinguishes prediction quadtstive to the prior, which i50-5Q

12 Subjects were recruited randomly from a databeesluding students who had participated in the firs
set of experiments in Fall 2005.

13 At the end of the experiment, subjects were prlygiaid their earnings, and for a 40-45 minute
experiment, they received $17.25 on average, iitiaddo a $5.00 show-up fee.

4 Instructions and procedures can be found at hittes2.gmu.edu/dorina

17



4.1 Relative Prediction Quality of Forecasters
We define prediction accuracy for round t of treamink through equation (9)

where i indexes the forecaster and j denotes tt&@e

3 5 Bayes Decision ,, - Prediction .
Prediction  Accuracy :iz Z[l—l Y 1810 it I] (9)

Figure 3 charts the per-round prediction accurd@paect forecasts for each treatment.
This figure suggests that the best predictorsteddrecasters who observe the real time
evolution of the prices in a market without thegamece of manipulators. Qualitatively,
from Figure 3, individuals predict better than ggewand predictions are more accurate
with real time information. However, in order tosaver our questions quantitatively, we
will take a closer look at the data by decompodirege aggregates to the particulars of

the market information available in each round s@skion.

18



Figure 3: Per Round Prediction Accuracy by Treatmem
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The treatment prediction accuracy is averaged a@aibsounds to obtain the percentage
of correct predictions per round by the forecast&salitatively, real-time information

improves forecast quality and groups do not outperfindividuals in predicting the

State.

In order to determine whether there is any diffeeeamong the treatments, a two-

sample Kolmogorov-Smirnov (K-S) test for equalifydastribution functions was

conducted. The K-S tests in table 4 show thas#meples of all treatments come from

statistically different distributions.
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Table 4: Two-sample Kolmogorov-Smirnov

Treatments | INgr INs | GNs | IMgr | IMs | GMs
INR 0.047| 0.000| 0.000| 0.000]| 0.000
INs 0.000| 0.047| 0.000| 0.000
GNs 0.000| 0.000]| 0.000
IMg 0.000( 0.000
IMs 0.047
GMs

The table lists the p-values from a two-sample Kagorov-Smirnov (K-S) test for
equality of distribution functions. In these pase comparisons using the K-S test, the
null hypothesis of equality of distributions iseejed for all treatments.

4.2 Do Forecasters Aggregate Information in a Stat Market?

The odds ratio, as defined in equation (10) beleuwhe ratio of the probability P
of correctly predicting the realized state andpghebability (1- P) of incorrectly
predicting the realized state. Hence, when tlasadtio is one, forecaster predictions
are correct as many times as they are incorredtyduen the odds-ratio is greater than
one, forecasters are correct more often than iacbrpecifically, P is the amount

defined equation (8). Thus, for each session andd we have an observation on P.
. P
Odds-Ratio =— (10
1-P

The distribution of odds-ratios for each treatmsrgrovided in Figure 4. If the
distribution of odds-ratio is skewed to the righe¢low 1), then it can safely be concluded
that forecasters are predicting no better tham grer of 50-50. This seems to be the
case for the manipulation treatments with statiermation for both individual and group
forecasters.

In order to determine if forecasters are indeedegaging information we need to

examine prediction behavior as the signal strengnges. The theoretical functional

20



form between the probability of correctly predigfithe state and signal strength is shown

in equation (11), which is derived from equatiop’t7

In(&) =In(4)* s, where s is signal strength (11)
1-P(s)

From equation (119, we can derive the values of the odds-ratio deipgnuh the
signal strength. For instance, when 8, the natural log of odds-ratio is O and the odds-
ratiois 1. As long as the odds-ratio is gredtantone, forecasters are correctly
predicting the state at a rate higher than the®@+or. If the odds-ratio increases as the
signal strength increases, then it can be saféyred that forecasters are aggregating
this information in their predictions. The furthegvart from the true functional form, the

further apart this prediction is from being effioily aggregated.

!5 Details of this derivation can be found in the Apgix.
8 p(s) is defined aBrediction Accuracy(P) now as a function of signal strength s.

21



Figure 4: Distribution of the Odds-Ratio by Treatment
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The horizontal axis shows the odds-ratio, whilewesical axis shows the frequency of
occurrence. The six graphs in the figure showfriaguency of occurrence of the odds-
ratio for each treatment. In the treatment withugr forecasters and static market

information and manipulators, the odds-ratio o§lésn 1 occurs about 58% of the time.
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Using the functional form in equation (11), theldaling random effects

regression is estimated:

p Predictiomccuracjy

n =fBs. +Bs. Om+Bs, O+ B,s, OmO + Bg+ Gg0m+e, + 1
- Predictiomccuracy) Pisy + BaSy Bssi U+ Basy P9+ 59 it (12)

In regression (12) t denotes the round and j theise; § is the signal strength in
round t of session j; m is a dummy variable for thiee manipulators were present in the
market; i is a dummy variable for our static infatmon treatment; g is the dummy for the
group forecaster treatment; * denotes interactftetts; et is a random error term
assumed to be normally distribut@d (O; 1)) andu; is the error term capturing the
differences across sessions of the same treatniamie 5 shows how the dummy
variables from regression (12) determine the aggeegoefficients for each treatment.
For instance, in real time markets, individual t@st In(odds-ratio) will increase Iy in
the presence of manipulators compared to theimalesand by a total increasefiaf-f

as signal strength increases by an additional unit.
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Table 5: Dummy Variables and Coefficients Estimates

Markets \ Decision  Real —Time Static-Time Static-Time
Makers Individual Individual Group
i=0 i=1 i=1
Non-manipulation| g = 0 g=0 g=1
m=0 m=0 m=0
Coefficients | 1 Pt Pt pstps
Manipulation =0 =1 i=1
g= 0 g= 0 g= 1
m=1 m=1 m=1
Coefficients | f1+f Pt fat 3t Pa Pt ot B3+ at st e

The dummy variables are: static information dun{ipis 1 when forecasters only
observe the market price history and O for reaétimarket treatments; group dummy (g)
is 1 when the decision maker type is a group aath@rwise; manipulation dummy (m)

is 1 for all treatments where manipulators aregmes the market, and O otherwise. The
values of these dummy variables from regressida2) will provide the coefficients for

each of the six treatments.

The regression estimates can be found in tablléof the coefficients are

statistically significant. We will use the estiraaffrom table 6 to construct our estimates

of the treatment effects on the information aggtieggproperties of the market in the

sections that follow.

Table 6: Regression Estimates

Treatments Estimated | Standard Error Z p-value
Coefficients
B1 0.526875 0.044834 11.75 0.000
B2 -0.146097 0.053006 -2.76 0.006
B3 -0.140854, 0.053006 -2.66 0.008
B4 -0.189212 0.074962 -2.52 0.012
Bs -0.191404, 0.054995 -3.48 0.001
Bs 0.150951 0.076382 1.98 0.048

Regression estimates from (12) show that all coefiits are statistically different from 0.

24



4.2.1 Real versus Static Markets

Result 1.a Prediction quality of individual forecasters, whbserve only the history of
trading prices, is statistically lower than the émasters with information on the full
market evolution, both in the presence and absehognipulators.

We observe in Table 6 that in the non-manipulatr@rkets, the coefficient for real-time
market information treatment @514 (53) higher than in the static-time treatment. This is
statistically different fron® at thel%level. This coefficient translates into an oddBer

of 1.69for signal strengtls = 1in real-time information treatment compared.t48in
static information treatment. In the manipulatioarkets, the coefficient in real time is
0.33(Bst+ B4) which is statistically higher than the static-imfaation treatment. This
coefficient translates into an odds-ratiolof6for signal strengtls =1in real time
compared td..05for the static treatment. Figures 5 and 6 proeidesual overview of
these findings. In both market types, with anchaitt manipulation, forecasters with
real-time information predict statistically bettban forecasters with static information.
The sample averages in static-information treatrfadhtut of the95% confidence

interval of the real-time information treatment.e\&1so supply market price data as a
benchmark for the prediction quality of the fordeas. In particular, we examine the
average closing price for each treatment basedgoalsstrength. Specifically, for each
treatment (k) and particular level of signal sttén(@), we calculate the adjusted average
price in equation (14) where n is the number oftp@sclues, igindexes the rounds in
which the signal strength is s and il the total number of rounds in which the signal

strength is s.
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Ms ClosingPrice
! foo M if n>4

Mg, <~

AdjustedAvePricg = S nrblks;l ClosingPrice (14)
1 1-—— — T if n>4

100

sk my =1

Result 1.b: In the absence of manipulators, individual preidictquality with real and
static market information is statistically highdyain the 50-50 prior and it increases with
signal strength. Thus, even though forecasts anermaccurate with real-time market
information, individuals aggregate information inth cases.

The coefficients are statistically different frdor both real-time and static-
time, non-manipulated markets. If the coefficisngreater tha@, the odds-ratio would
be greater thaane Hence individual forecasters correctly predie state more often
than the prior and the prediction accuracy is pasit correlated with the signal strength.
From Figure 5 we can also observe that in the nanipulation markets, individual
forecasters outperform the market prices with lvetth and static market information.
The dotted line represents the average of closiltgpin non-manipulated markets
adjusted with the signal strength as calculatgd4n. The average adjusted price can be
interpreted as the market posterior probabilityegigignal strength. The market price
line is always below the forecasters’ probabilifypcedicting the state. However, in
Figure 6 we find that when manipulators are presetite market, both individual
forecasts and market prices are uninformative Iy static market information is

provided.
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Figure 5: Non-manipulation Individual Forecast Treaments: Real and Static
Market Information

No Manipulation Individuals
Real vs. Static

Probability of Correctness

2
Signal Strength

[ Real Time C1.95% ° Real
me=g=== Static c—=—- Ave Adjusted.P No-Manip

The grey area shov@s% confidence interval (Cl.95%) of individual foretagth real
time market information as a function of signaksggth. The dark line shows the
individual mean forecast with static market infotima and the lower dotted line shows
the adjusted price derived from the mean non-mdatilon closing market prices.

Figure 6: Manipulation Individual Forecast Treatments: Real and Static Market
Information

Manipulation Individuals
Real vs. Static

Prabahility of Carectness

1

2
Signal Strength

[ M.Real Time C1.95% ° Real
mmam@eee Static c——-—- Ave Adjusted.P Manipulation

The grey area shov@% confidence interval (Cl.95%) of individual foretagth real
time market information as function of signal sttgtm The dark line shows the
individual mean forecast with static market infotima and the lower dotted line shows
the adjusted price derived from the mean non-maalijom closing market prices.
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4.2.2 Group versus Individual Prediction
Result 2.a: Prediction quality of individual forecasters i@sstically better than the
group forecasters in the static market informaticgatment with no manipulators

present.

From the regression estimates in Table 6, we clnlete the estimated coefficients for

each treatment from Table 5. These estimatesepoeted in Table 7.

Table 7: Estimated Coefficients from the Random E#cts Regression

Treatments Estimated | Standard Error Z p-value
Coefficients
INR **(0.5268751 0.044834 11.752 0.000
IM g **(0.3807781 0.069425 5.485 0.000
INs **(.3860209 0.069425 5.560 0.000
IMs 0.0507122 0.115104 0.441 0.660
GNs *0.1946171 0.088568 2.197 0.028
GMs 0.0102597 0.858385 0.012 0.980

These are the aggregate coefficients for eachmiezatusing the estimated coefficients
from regression shown in Table 6 and the aggregad#icient calculations from Table
5. Coefficients noted (**) are significant at théo level, (*) are significant in 5% level.

From the estimates in table 7, we find that préalictuality is not improved
when groups forecast. On the contrary, the indiaisi odds-ratio is higher than that of
groups. Table 6 shows a statistically significamefficient of -0.19 s in table 6) for the
group dummy. This corresponds to a differenceditiseratio froml.48to 1.22for a
signal strengtlone which translates t60% correct predictions for individuals versus
55% correct predictions for groups. The odds-ratigeases at an increasing rate as we
move to higher signal strengths. Hence, we canladadhat group prediction quality is

statistically lower than the individuals. Thessulés are highlighted in Figure 7 where
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the group prediction lies outside t88% confidence interval of the predictions by
individuals.
Figure 7: Non-manipulation Static Information Treatments

No Manipulation Static
Individual vs. Group

Probability of Correctness
\I
|

.6 3
.5
A
T T T T
1 2 3 4
Signal Strength
[ Individual C1.95% e  Individual
===@=== Group Ave Adjusted.P No-Manip

The grey area shov@5% confidence interval (C1.95%) of individual foretagth static

market information as a function of signal strengiiine dark line shows the group mean

forecast with static market information and the éowotted line shows the adjusted-price

derived from the mean non-manipulation closing reggkices.

Result 2.b: In the absence of manipulators, both individuatlagroup prediction quality

is statistically higher than the 50-50 prior andntreases with signal strength.
Coefficients corresponding to no manipulation tmeatts from Table 7 are

statistically significantly from zero. This meathsit the predictions have a higher

accuracy rate than the 50-50 prior prediction.ngshe estimates from Table 7 we

generate Table 8 and Table 9 which show how the-oalib and thus prediction

accuracies change as the signal strength changtdsfoon-manipulation individual and
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group prediction treatments. Specifically, tableh®ws that individual prediction

accuracy outperforms group prediction at an inengasate as signal strength increases.

Table 8: Odds-Ratio in Non-manipulation Markets acioss Signal Strengths
Type of Market Real time & non- | Static time & non- Static time & non-
manipulation manipulation manipulation
Decision Maker
Type Individual Individual Group
Odds-Ratio (s=1) 1.70 1.48 1.22
Odds-Ratio (s=2) 2.89 2.18 1.49
Odds-Ratio (s=3) 4.90 3.22 1.82
Odds-Ratio (s=4) 8.33 4.76 2.23

The odds-ratios are displayed for different siggtedngths, from 1 to 4. The treatments
observed are for all markets with no manipulatareese odds-ratios are calculated by
using the results from the regressions in Table 7.

Table 9:

across Signal Strengths

Forecasters’ Prediction Accuracy in Non-maipulation Markets

Type of Market

Real time & non-

Static time & non-

Static time & non-

manipulation manipulation manipulation
Decision Maker
Type Individual Individual Group
P (s=1) 0.63 0.60 0.55
P (s=2) 0.74 0.69 0.60
P (s=3) 0.83 0.76 0.65
P (s=4) 0.89 0.83 0.69

The probability of correctly predicting the stagedisplayed for different signal strengths,
from 1 to 4. The treatments observed are for allk@ts with no manipulators. These
odds-ratios are calculated by using the results fitee odds-ratios in Table 8.

Result 2.c: In the presence of manipulators, individual andugy prediction is

statistically equivalent.

In Figure 8, the dark dots show the prediction a@cy of individual forecasters

when they observe the history of prices (stationmfation) with manipulators. The grey
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area shows th@5% confidence interval of individual forecasts. Tilack line shows the
group forecast accuracy with static informatiotha presence of manipulators as a
function of signal strength, which falls within tB8% confidence interval of the
individual forecast accuracy. Both the individaald group predictions are not different
than the 50-50 prior with no information. The esited coefficients from Table 7 are not

statistically different from zero, which translatesa prediction accuracy of 50%.

Figure 8: Manipulation Static Information Treatment

Manipulation Static
Individual vs. Group

Probability of Correctness
h

97 {/ﬁ 3 = ;

A4
T T T T
1 2 3 4
Signal Strength
[ Individual C1.95% e  Individual
===g==e Group Ave Adjusted.P Manipulation

The grey area shov@b% confidence interval (Cl.95%) of individual foretagth static
market information as function of signal strengthew there are manipulators in the
market. The dark line shows the group mean foteg#ls static market information and
the lower dotted line shows the adjusted-pricevéerirom the mean manipulation
closing market prices.

" When the coefficient is 0, then In(odds-ratio)=6ieth means that the odds-ratio=1, and p(s)=1-
p(s)=50%.
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4.2.3 The Effect of Manipulation in the Static Market

Result 3: With only static market information, predictioncacacy is reduced when there
are manipulators in the market.

In contrast to the results of Oprea et al. (20@0)re the presence of
manipulators did not effect prediction accuracy wlaecasters had access to real time
market information, our results show that with bied market information, manipulators
can have a significant effect on forecast accura&yecifically, the individual forecast
estimated coefficient in the no-manipulation maskie0.34 higher than that of
manipulated markets. This difference is shown lsffenent .+, in Table 6 which is
statistically significant. This holds true for bahdividual and group forecasters. These
results can be found in Figures 9 and 10. Thegpissof manipulators has such a
dramatic effect when forecasters have limited markermation that the predictions are

no better than flipping a coin no matter the sigstedngth.
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Figure 9: Individual Prediction Accuracy with Static Market Information

Static Time Individuals
No Manipulation vs. Manipulation

Prabability of Correctness

1 2 3 4
Signal Strength
[ No-Manip Cl1.95% ) No-Manip
mmege=e Manipulation c——-—- Ave Adjusted.P

The grey area shov@% confidence interval (Cl.95%) of individual foretagth static
market information as function of signal strengthew there are no manipulators in the
market. The dark line shows the individual meaedast with static market information
and the lower dotted line shows the adjusted mtezesed from the closing market prices.

Figure 10: Group Prediction Accuracy with Static Market Information

Static Time: Groups
No Manipulation vs. Manipulation

Prabability of Correctness

1 2 3 4
Signal Strength
[ No-Manip C1.95% ° No-Manip
g NManipulation -——- Ave Adjusted.P

The grey area shov@s% confidence interval (Cl.95%) of group forecasthnstatic
market information as function of signal strengthew there are no manipulators in the
market. The dark line shows the group mean foteg#ls static market information and
the lower dotted line shows the adjusted priceveerirom the closing market prices.
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2.5 Concluding Remarks

Using markets in order to aggregate dispersednmdtion about the likelihood of
a future event is a powerful tool. Uniformed olvees can then use the information
conveyed in market transactions by informed trattersiprove their forecasts and
decision making. This paper examined the qualigdictions by uninformed
forecasters under a variety of conditions. Ourlteshow that forecasters use the market
information to improve their forecasts. Howevarr bndings show that when
forecasters observe only a summary of transacticeg they do not perform as well as
when they are provided with real time access t@tiwe discovery process. In addition,
we find that the presence of manipulators loweespttediction quality of the forecasts
when provided only with the history of the trangalcprices. In fact, the prediction
quality drops to a level no different than the darmative prior. However, when
forecasters are provided real time access to agks and contracts, their predictions
significantly improve even when manipulators aresent in the market.

The literature on comparing group and individuatisi®en-making is growing at a
rapid pace, and yet the findings are inconclusi have added to this literature to
examine the prediction quality of groups relatioerndividuals in our markets. We find
that group prediction does not perform as welhasviduals in accurately forecasting the
state. This suggests that in a non-strategimgethdividual decision-making is likely

to result in superior predictions than if the degismust be arrived at by a group.
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Appendix A: Derivation of Functional Form

We shall start the calculations from the Bayesigreeted value of a ticket as a function

of the number of positive signals (n):
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We have defined the signal strength (s) in relat@opositive signals (n) as= |n-
4]. The expression inside the absolute value Wainge signs depending on the value of
n, but the signal strength will always take a pesitalue between 0 and 4. Hence, the
probability of correctly predicting the state canderived from the Bayesian prediction

as shown in eq (1.10).

HZ% if n>4o0r(s=n-4)
Pr(Guess=v|s) = P(s) = 1—1+2m if n<4or(s=4-n)
5 if n=40r(s=0)
Thus,
1
P(s) =————
( ) 1+ 2—25
Sso,
1 1
P(S) _ 1422 _1+427% _ 5
1-P(s) 1- 1 272
1+27% 1427
Hence,
| 9| Zin@). s
1-P(s)
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