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Abstract

We use earnings forecasts from securities analysts to construct more accurate measures
of the fundamentals that affect the expected returns to investment. Using a variety of
econometric technigues, including semiparametric estimators, we find that investment
responds significantly — in both economic and statistical terms — to our new measures
of fundamentals. With our controls for expected future profits, we find that internal
funds are uncorrelated with investment spending, even for selected subsamples of
firms — those paying no dividends and those without bond ratings — that have been
found to be “liquidity constrained” in previous studies.
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1 Introduction

Until recently, the consensus among researchers was that neoclassical fundamentals
have little effect on investment (see, e.g., Chirinko 1993). For example, in a well-
known study, Summers (1981} finds that a one percent increase in the shadow value
of capital increases investment by a paltry 0.02 percent. Furthermore, models derived
from neoclassical fundamentals have explained the time-series behavior of investinent
more poorly than ad hoc accelerator or “financial” accelerator models (see, respec-
tively, Bernanke, Bohn, and Reiss 1988; Bernanke, Gertler, and Gilchrist 1996). This
result could reflect the consequences of asymmetric information in financial markets:
Lenders become more favorably inclined to make loans when a firm’'s net worth im-
proves, leading to an expansion of business investment. In an important study, Fazzari,
Hubbard, and Petersen (1988) use firm-level panel data to try to isolate firms for which
investment may be constrained by internal funds. They find that the firms most likely
to face liquidity constraints tend to have the highest sensitivity of investment to cash
flow. Subsequent empirical research generally confirms this finding (see, e.g., Gertler
and Hubbard 1988; Calomiris and Hubbard 1990; Oliner and Rudebusch 1992; Gilchrist
-and Himmelberg 1995). Indeed, some studies, e.g. Lamont (1997}, cdlaim that even the
largest companies are liquidity constrained. This literature suggests that neoclassical
models of investment perform poorly because many firms are constrained by internal
funds. However, we believe that such a conclusion is premature.

A parallel literature, in which studies control more fully for measurement error and
allow nonlinearities in marginal adjustment costs, has shown that neoclassical funda-
mentals are economically and statistically significant determinants of investment. For
example, Auerbach and Hassett (1991), Cummins and Hassett (1992), and Cummins,
Hassett, and Hubbard (1994) use firi-level panel data to construct tax instruments for
changes in tax-adjusted Q and the cost of capital, and find that both variables have
sizable effects on investment after major US tax reforms. Cummins, Hassett, and Hub-
bard (1995) find even larger responses after tax reforms in a sample of firms in 12
industrialized countries. Other studies find that investment responds significantly to
average Q at relatively low values of Q but little, if at all, at high values (see, e.g., Abel




and Eberly 1996; Barnett and Sakellaris 1995). When this nonlinearity is not incorpo-
rated into the econometric estimator, the coefficient estimate on average Q implies
incorrectly that fundamentals have a negligible effect in the sample as a whole. Using
plant-level data and the user cost series developed by Cummins et al. (1994), Caballero,
Engel, and Haltiwanger (1995} also find large effects of neoclassical fundamentals on
investment.!

The findings of this parallel literature raise questions about the widely accepted
view that internal funds are an important determinant of investment. Originally, the
motivation for focusing on internal funds came from the empirical failure of neoclassi-
cal models. If, however, the refinements suggested in this more recent literature revive
the neoclassical view, then those who believe that financial factors drive investment
face something of a puzzle. How can the findings that support the neoclassical model
be reconciled with the results of many studies that report a strong positive effect of
internal funds on investment?

This paper attempts to bridge the gap between these two literatures by building on
two observations from the neoclassical strand of this work. First, neoclassical models
can be tested propetly only if one has good measures for the fundamentals that drive
investment. This requirement has not been met by most studies. Indeed, the proxies
for fundamentals usually are constructed from a small information set under the re-
strictive assumption that a single process for forming expectations applies to all firms.
However, in the neoclassical model, the effect of recent news on the fundamentals that
drive investment will differ importantly across firms (see Cummins et al. 1994). For ex-
ample, a start-up company that earns profits for the first time might boost investment
enormously if the breakthrough signals stronger future fundamentals; in contrast, a
mature company in a highly cyclical industry might respond little to a sudden increase
in profits, as these have almost no effect on expected future conditions. Valid tests
of the relation between investment and liquidity must allow for this heterogeneity in
specifying the null neoclassical model. The second observation is that simple linear
models may not capture the relationship between investment and its fundamental de-

terminants. Research has shown that fundamentals have very large effects in some

IEor reviews of this more recent literature, see Caballero (1997) and Hassett and Hubbard (1997).




regions and small effects in others. In linear models, measures of liquidity may simply
be proxying for the omitted nonlinearities.

These two considerations motivate our tests of the importance of fundamentals and
liquidity. To ensure robustness, we use two variables — net income and cash flow —to
measure changes in internal net worth. We then depart from prior work by employing
firm-specific earnings forecasts from securities analysts to control for expected future
profits. The forecasts are compiled by I/B/E/S International Inc., a private data vendor
with extensive ties to the analyst community. Our approach sidesteps the difficult prob-
lem of selecting a specific forecasting model for each firm. The professional analysts
who track these companies do that for a living, and their expectations are observable.
While many firms certainly possess better information about their future prospects
than analysts, considerable research suggests that the analysts’ forecasts significantly
outperform time-series forecasts of firm earnings and contain more information about
fundamentals than other variables. Hence, analysts’ forecasts likely represent a signif-
icant advance over the simple proxies for expected fundamentals used in past studies.

Since expectations of future fundamentals are observable before investment takes
place, we first estimate a linear rational expectations model using OLS. We then estimate
the same model using GMM for robustness. In this framework, the coefficient esti-
mate on our liquidity variable measures its contribution after controlling for expected
future conditions, and it should be zero if there are no binding financial constraints.
Because the assumptions required to derive a linear model are quite restrictive, we next
explore whether internal funds influence investment with a variety of semiparametric
estimators that accommodate a general nonlinear relationship between investment and
fundamentals.

We find that analysts’ earnings expectations are very important determinants of in-
vestment. In the simple linear model using OLS with expected earnings to approximate
marginal g or using GMM with lagged expected earnings as instruments, internal funds
provide no additional explanatory power. The coefficient estimates on both our liquid-
ity variables are usually near zero and statistically insignificant. We find similar results

for the firms that previous studies have argued are constrained by internal funds: firms




that do not pay dividends, and firms without bond ratings. Our semiparametric regres-

sions indicate that investment responds nonlinearly to expected fundamentals. The

- investment response is very large for small values of our proxy to marginal 4 butmod- .. - --

est in the remainder of the distribution. The semi- and non-parametric results are.also .-
inconsistent with the view that binding liquidity constraints affect investment. Indeed,
regardless of the semiparametric method, the coefficient estimates on both liquidity
variables are statistically insignificant from zero. Since both the highly parameterized
and the semiparametric estimators reveal no evidence of liquidity effects — at least as
they have been traditionally interpreted — we conclude that analysts’ expectations pro-
vide crucial information about future fundamentals not contained in the instrumental
variables that have been used in previous studies.

In work related to ours, Kaplan and Zingales (1997} and Schnure (1997) reassess
prior research that claims to fihd evidence of liquidity constraints on investinent. These
two papers take a closer look at the firms alleged to be financially constrained in Faz-
zari, Hubbard, and Petersen (1988) and Lamont (1997) and conclude that most of them
were not. In particular, these recent studies show that high-sensitivities of investment
to cash flow cannot be interpreted as evidence of financial constrains. Our results
complement Kaplan and Zingales (1997) and Schnure (1997) by explaining why previ-
ous studies could have found a link between cash flow and investment for firms that
actually face no constraints — namely, that cash flow proxies for neoclassical funda-
mentals when other measures of fundamentals are noisy.

In the next section, we present a basic empirical investment model, review how it has
been estimated, and discuss how analysts’ earnings forecasts can be used to estimate it.
We show that previous tests have been a restricted form of the partially-linear model,
and discuss how to perform more general tests that require less tight parameterizations
of the null model using semiparametric methods. In section 3, we discuss the data. In
section 4, we present our results. The final section concludes and suggests directions

for future research.




2 Basic Investment Model

2.1 The Model

The model we use is a standard one in the investient literature. The firm maximizes

the expected present discounted value of future profits at time 2
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where E, is the expectations operator conditional on the set of information available at
the beginning of period t, Q¢_1; Bs = (1 + ps)~! is the time s discount factor; I is gross
investment; K,_; is the capital stock at the beginning of period s; [1(K;-1) represents
the revenue function; C(I, Ks_1, w;) is the adjustment cost function, which includes
the productivity shock w; as an argument.> We assume that capital is the only quasi-
fixed factor and that variable factors have been maximized out of I1. For convenience
in presenting the model, we also assume that the price of investment relative to output
is unity and that there are no taxes. In our empirical work we incorporate data on
the after-tax price of investment to construct tax-adjusted Q. The adjustment cost
technology and the productivity shock are discussed in detail below.

Firms maximize (1) by choosing I; for all periods t, subject to the usual constraint

on their capital stock:
Kt = (t = 0)Ke-y + 1o,

where 4 is the rate of economic depreciation.

The first-order condition for this constrained maximization is:

o0CIe, Ke—1) _

1+
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(2)

2The firm index i is suppressed where notationally convenient.

3The assumption that the adjustment cost function is additively separable from the revenue functionis -

mace for consistency with the literature. It is not necessary for the semiparametric estimators we present
below.




This equation shows that the full cost of acquiring and installing a unit of capital must

equal g, the shadow price of capital. The shadow price evolves according to:
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Solving equation (3) for its stationary solution, we obtain the following expression for
marginal gq:
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Equation (4) states that marginal g equals the present discounted value of the stream
of net revenue generated by the marginal unit of undepreciated capital.

Given an explicit form for the adjustment cost function, equation (2) can be manip-
ulated to express the investment-capital ratio in terms of marginal g. The adjustment
cost technology we choose is a standard one in the investment literature (adding the
firm index i):

of I 2
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In this function, adjustment costs are convex in net investment.? If we substitute
ﬂ%fﬁﬂ—) into equation (2) and rearrange terms, we obtain a simple equation linking
investment to marginal g:
Iy

1
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We assume that the productivity shock wy; is the sum of three mean-zero compo-

nents:

Wi = Vi + 0t + €51, (7)

4 Alternatively, adjustment costs could be modeled as a convex function of gross investment. While the
distinction between adjustment costs in net or gross investment is important in some applications, it is
not in our study.




where v; accounts for unobserved firm-specific heterogeneity, assumed to be constant
over time; v; captures cyclical factors that have a common effect on all firms; and the
final component, €;, is a stochastic.disturbance to the firm’s production process. We

‘assume €;; is independently and identically distributed (iid) across firms, but can be
serially correlated-over time for each firm.”

Equation (6) is a standard empirical formulation of the neoclassical investment
model under the null of perfect capital markets.® Numerous studies have used this
equation to test the null against the alternative in which financial factors affect invest-
ment. The usual procedure is to augment equation (6) with a variable — typically, cash
flow — that contains information about a firm'’s financial position. However, this ap-
proach yields valid tests only if marginal g is accurately measured. The problem is
that measures of internal net worth, like cash flow, signal not only the firm's finan-
cial position, but also may be correlated with its expected investment opportunities.
If marginal g is mismeasured, the estimated coefficient on cash flow could be positive
and statistically significant even if the null model is correct.

Because marginal g is unobservable, this bias toward rejecting the null model afflicts
all previous empirical work on investment and financing constraints, at least to some ex-
tent. Often, researchers have proxied for marginal g with Tobin’s average Q, defined as
the ratio of the market value of the firm to the replacement cost of its capital stock (see,
e.g., Fazzari, Hubbard, and Petersen 1988; Blundell, Bond, Devereux, and Schiantarelli
1992; Vogt 1994; Chirinko and Schaller 1995). Hayashi (1982) provided the theoretical
basis for this substitution, showing that average Q equals marginal g if the firm has a
linear homogeneous net revenue function and operates in perfectly competitive mar-
kets. These are strong assumptions but this practice is especially problematic given
the substantial evidence of excess volatility in stock prices (see, e.g., Shiller 1989). Rec-
ognizing this problem, some studies have augmented average @ with additional lagged
variables {e.g. the ratio of sales to beginning-of-period capital) to control for invest-

ment opportunities. These additional variables, while likely an improvement over the

5 Alternatively, one can think of €;; as a measurement error or optimization error that allows the firm's
first-order conditions to be satisfied only in expectation {from the perspective of the econometrician}).

8There are several other ways to obtain empirical representations of the neoclassical investment medel.
The most common alternative is based on the Euler equation in {(3).




use of average by itself, still constitute a far smaller information set than firms actu-
ally use to forin expectations of returns to investment. Moreover, even if other lagged
variables are included as controls in equation (6), the regression technique forces the
- relationship between lagged variables and future investment returns to be the same
across the entire sample (or at least across the subsample.chosen); yet, the past may...

not be equally informative for all firms.”

2.2 Estimation: Parametric Model

We use several econometric technigues to test for financial constraints. To implement
our tests, we assume that marginal 4 in equation (4) is some unknown function § that
can be approximated using beginning-of-period expectations about future cash flows,
which we will denote:

$(zi) = qir — 1, (8)

where z;; is a vector of expected future cash flows.®

There are a number of different variables that could capture changes in internal net
worth. In most of our empirical work we use the ratio of once-lagged net income to
beginning-of-period capital, CF;;-1. The logic is straightforward. If firms face binding
financial constraints, they will invest all available operating profits, even the part that
is uncorrelated with expected future profitability. For comparability with the literature
and for robustness we also use an additional measure of liquidity, the ratio of cash flow
to beginning-of-period capital, denoted “Compustat” CFj;.

Given these assumptions the model we estimate is obtained by substituting equa-
tion (8) into (6) and including CF;;_; (or Compustat CF;;) as a regressor:

i _

1
&+ —5(zZi) + yCFip-1 + Wiyt 8]
Kirt O(f( i) + yCFir1 it (9)

7This point applies also applies to the literature that has used Euler equations to test for financial
constraints on investment. Euler equations proxy for future expectations with a potentially large set of
variables but still impose a common expectations process across firms (see, e.g., Gilchrist 1990; Himmel-
berg 1990; Whited 1992; Hubbard and Kashyap 1992; Bond and Meghir 1994; Hubbard, Kashyap, and
Whited 1995).

8We can assume that the approximation error is part of €.




As we will discuss in more detail below, the I/B/E/S data contain three variables
that can be used to approximate marginal g: One- and two-year-ahead earnings fore-
casts, and a forecast of long-term earnings growth. For our parametric estimation, we
combine- these forecasts into a tightly specifted formulation for §(z;), called real Q.
Let ECFy; and ECFi;41 denote the firm's expected net income in periods ¢t and ¢t + 1,
respectively, with each scaled by the capital stock at the beginning of period t, and let
EGROW; denote the firm'’s expected growth rate of net income in the following peri-
ods. All these expectations are formed at the beginning of period t. We calculate the
implied level of net income for periods after ¢ + 1 by growing out ECFj;.1 at the rate
of EGROW;. The resulting sequence of net incomes (scaled by the capital stock at the
beginning of period t) serves as a proxy for the values of the derivatives in equation (4).
We set the constant discount facter in equation (4) to 0.91 (reflecting a 0.10 interest
rate), and the depreciation rate to 0.10. For this specification of £ we rely, as others
have, on Hayashi's result linking average ¢ and marginal q.2

This approach is similar to thatof Gilchrist and Himmelberg (1995), except that their -
proxy for § is constructed using a linear forcing process in observable firm variables
(period t — 2 and t — 3 sales and operating income before depreciation) and ours is
constructed from earnings forecasts. It is also similar to the methods used by Abel and
Blanchard (1986) and Auerbach and Hassetl (1992), who constructed a proxy for £ using
approximations to future marginal cash flows and future marginal costs, respectively.
All these parameterizations (including ours) present difficulties: they require assumed
values for the unobserved discount and depreciation rates applied to expected cash
flows, and an assumed functional form of the unknown derivatives in equation {(4)
(311/3K; — 8C/9K;). To address these concerns we develop a semiparametric approach
in the next subsection.

We present results from this strict parameterization to assess the explanatory power

of the earnings forecasts while adhering, in other respects, to the methodology of

8Caballero and Leahy (1996) argue that average (2, not marginal g, is the correct measure of fundamen- . .. ..

tals when there are certain types of fixed costs. While it not possible for us to directly identify fixed costs
in our firm-level data, our approach is consistent with their study since we use average Q to approximate
marginal g. Our empirical results support their suggestion to interpret the significance of cash flow in
investment equations not as a signal of the presence of liquidity canstraints, but as a variable that helps
capture fundamentails.




previous studies. Specifically, we estimate equation (9) in first-differences using OLS
and GMM. The equation is first-differenced to remove the firm-specific error compo-

nent, v;, and time dummies are introduced as regressors for v, in each period. The

GMM estimator accommodates conditional heteroskedasticity of unknown form-in-the- - -«

stochastic error-component €;;. When the error terms are serially uncorrelated, lagged
endogenous variables are valid instruments. However, first differencing introduces a
first-order moving average error that necessitates using instruments dated at t — 2 and
before. If the model is misspecified the error terns may display higher-order serial
correlation, in which case even instruments dated at t — 2 and before may be invalid.
Hence it is important to test for the presence of this higher-order serial correlation.
In our empirical results we report the Sargan statistic, which is a test of the joint null
hypothesis that the model is correctly specified and that the instiruments are valid. (for
further theoretical details see, e.g., Arellano and Bond 1991; Blundell, Bond, Devereux,
and Schiantarelli 1992).1° Unfortunately, it is not possible to test either hypothesis
separately. So considerable caution should be exercised in interpreting why the null is
rejected — the instruments may be invalid due to serially correlation or, more seriously,
the model may be misspecified, or both.

We also present OLS and GMM estimates of a more traditional model that uses tax-
adjusted @ as the control for fundamentals. These provide a direct comparison to
previous literature. The GMM estimates, which use the individual I/B/E/S variables as
instruments for tax-adjusted @, help assess whether the assumptions used to construct
real @ bias the results. Concerns about potential bias will be allayed if these GMM
results using tax-adjusted Q are qualitatively similar to those using real Q.

2.3 Estimation: Semiparametric Model

Most studies make parametric assumptions about the revenue and adjustment cost
functions to estimate the relationship between investment, fundamentals, and liquidity
variables. However, such assumptions are unnecessary. In particular, if we assume

that the function for marginal adjustment costs is invertible so that (I;; /K;:-1) can be

10Formally, the Sargan statisticis a test that the overidentifying restrictions are asymptotically distributed
X‘(?n—p)- where n is the number of instruments and p is the number of parameters.
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expressed as some unknown function 6, we can write equation (9) more generally:

f({jf__; = &(qit, 6, wye) + yCFip-1. (10)
Equation (10) is a partially-linear model that can be estimated using semiparametric
techniques. When liquidity effects are not binding, the coefficient estimate on CF; ;-1
will equal zero and equation (10).

To implement the semiparametric estimator, we must specify how the productivity
shock w;; enters 6. We take two different approaches. First, we assume that the
error component €;; is additively separable from & but that the firm error v; and time
error v; components are not. This assumption reflects the way in which analysts form
forecasts of future earnings. Consider the firm fixed effect. It arises from the presence
of unobserved heterogeneity that is approximately constant over time — for example,
Bill Gates’ managerial skill in running Microsoft. When the analysts forecast Microsoft’s
future earnings they take into account this fixed effect. A similar argument can be
made to motivate the presence of time effects in analysts’ forecasts — analysts take
cyclical effects into consideration when making forecasts. Thus the firm and time
effects are likely to be impounded in the triple (ECFit, ECFi 41, EGROW;), which is
used to nonparametrically approximate 6. If this is the case, v; and v; cannot be
separately identified, but are controlled for in using the triple to approximate 6. The
remaining error component €;; can be interpreted as a productivity shock that is not
reflected in the analysts’ forecasts. We call this the semiparametric levels model.

Alternatively, we assume that the error components are additively separable from
6. This is a more familiar error-components formulation but is a special case of the
semiparametric levels estimator. We examine this special case since we cannot be abso-
lutely sure that the analysts’ earnings forecasts incorporate the firm- and time-effects.
We first difference this formulation to remove the firm-effect and use year dummy
variables as regressors for v; in each period.!! We call this the semiparametric first-

differences model.

- llwe allowed for interactions between the year dummies and the triple but found that they didn't signif-
icantly improve the model fit.
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We estimate the semiparametric levels model by projecting (1;/K;¢_1) on CF;_
and a nonparametric approximation to 6 in the triple (ECFy;, ECFi 1, EGROW;). We
estimate the semiparametric model in first-differences by projecting A(f;/Kit—1) on -
ACF;¢_1, year dummy variables, and the nonparametric approximation to 6 in first
differences of the triple. We use several different nonparametric methods to gauge
the sensitivity of our results to the quality of the nonparametric fit. These meth-
ods include polynomial series, projection pursuit, and multivariate adaptive regression
splines (MARS).

The econometric properties of the partially-linear model have been the focus of
a number of recent studies. Under weak regularity conditions the estimate of y in
equation (10) is +/N-consistent when 6 is estimated using the product kernel, series,
or splines (see, e.g., Andrews 1991; Robinson 1988; Li and Stengos 1996; Newey 1997;
Newey 1995). We also estimate y using projection pursuit and MARS (which is a more
general spline method) for additional robustness, even though to our knowledge they
have yet to be proven +/N-consistent.1?

Our semiparametric approaches do not account for the possible correlation of €;;
(A€y) with CFi—1 (ACFi—1). We are confident that our results will be unaffected since
it is difficult to imagine what type of productivity shock would bias downward the
coefficient estimate on CF;;_;, as higher productivity, conditional on fundamentals,
is usnally associated with higher net income or cash flow. In other words, if €;; is
correlated with CF; ;_; it would likely bias upward the coefficient estimate on CF; ;1.
Nevertheless, the parametric GMM estimates are consistent in this case, 50 these results
can be used to gauge whether this is a problem.

In summary, our empirical approach proceeds in two steps. First, we evaluate
whether fundamentals help explain investment behavior using real Q as an explanatory
variable and analysts’ earnings forecasts as instrumental variables. In this tightly pa-
rameterized framework much of the evidence for capital market imperfections can then
be reevaluated. In particular, it is possible to reassess whether variables that capture

changes in internal net worth are correlated with investment spending controlling for

121t 15 likely, however, that all of the estimators of y have the same limiting distribution, Research on
properties of semiparametric estimators is progressing rapidly enough that results may soon be available
on the more computationally efficient nonparametric methods like projection pursuit and MARS.
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expected earnings. Second, we investigate the effect of relaxing these tight parametric

restrictions.

3 Data

We estimate the model using a firm-level panel dataset constructed from two primary
sources. The firm data on investment, the capital stock, tax-adjusted Q, cash flow, and
the variables used to split the sample are from Compustat, while the data on actual
and expected earnings are from I/B/F/S Internaticnal Inc. We first briefly describe the
Compustat data and then describe in greater detail the I/B/E/S data. To be included in

our sample for a given year, a firm must have complete data from both sources.

3.1 Compustat Dataset

The Compustat dataset is an unbalanced panel of firms from the industrial, full-coverage, -
and research files. The variables we use are defined as follows. The replacement value
of the capital stock is calculated using the standard perpetual inventory method with
the initial observation set equal to the book value of the firm’s first reported net stock
of property, plant, and equipment (data item 8) and a firm-leve] rate of economic de-
preciation constructed using the method in Cummins et al. {1994). Gross investment
is defined as the direct measure of capital expenditures in Compustat {data item 30).13
The investment variable is divided by the beginning-of-period replacement value of the
capital stock. Although 1/B/E/S provides our principal measure of internally generated
funds, we also explore the effect of using the Compustat cash flow variable employed
in most studies — namely, the sum of net income (data item 18) and depreciation (data
item 14). Both liquidity variables are divided by the beginning-of-period replacement
value of the capital stock. The construction of tax-adjusted @ is discussed in detail in
the appendix. The capital stock and investinent variables are deflated by the nonres-
idental fixed investment deflator and the liquidity variables are deflated by the GDP

13 An alternative definition of gross investment is the sum of depreciation {data item 14} and the change
in the net stock of property, plant and equipment. We use the capital expenditures variable to maintain
comparability to previous studies.
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deflator. These price deflators are obtained from Citibase. We use Compustat data on
the firms’ S&P bond rating and dividend payouts to split the sample, isolating those
firms that may a priori face financial constraints.

We delete observations when (1) the ratioof investment to beginning-of-period cap-
ital is greater than unity or less than zero; (2) tax-adjusted Q; or real Q;; are greater
than 10; or (3) the ratio of Compustat cash flow to the beginning-of-period capital stock
is greater than 3 or less than zero.!4 These types of rules are common in the litera-
ture and we employ them to maintain comparability to previous studies; in section 4.6
we discuss how our results are affected when we use alternative cut-offs. The first
cut-off is intended to eliminate observations that reflect especially large mergers, ex-
traordinary firm shocks, or Compustat coding errors. The second is intended to remove
firms for which fundamentals may be more mismeasured. The final rule increases the
power of the test for liquidity constraints, since firms with negative cash flow would be
expected to have a weaker link between cash flow and investment given that our invest-
ment variable does not include asset sales; in fact, the high coefficients on CF;;_; that
we present in Table 2 — which reproduce the basic results of many previous studies —

are lowered substantially if we do not delete the negative cash flow observations.

3.2 I/B/E/S Dataset

We employ data on expected and actual earnings from I/B/E/S International Inc., a
private company that has been collecting earnings forecasts from securities analysts
since 1971. 1/B/E/S markets the data mainly to institutional clients, but also makes
extensive historical data available to academic researchers.

To be included in the I/B/E/S database, a company must be actively followed by a
securities analyst, who agrees to provide 1/B/E/S with timely earnings estimates. Ac-
cording to I/B/F/S, an analyst actively follows a company if he or she produces research

reports on the company, speaks to company management, and issues regular earnings

14The first exclusion rule deletes about 10 percent of the potential sample, the second about 25 percent,
and the third about 20 percent. Taken together the rules delete somewhat less than 40 percent of the
potential sample,
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forecasts. These criteria ensure that I/B/E/S data come from reasonably well-informed
sources.

Both the I/B/E/S earnings forecasts and their reported actual earnings refer to net
income from continuing operations as defined by the consensus.of securities analysts
following the firm. Typically, this consensus measure removes from earnings a wider
range of non-cash charges than the “extraordinary items” reported on firms’ financial
statements. In our empirical work, we use I/B/E/S data on actual earnings as our pri-
mary measure of liguidity.1>

For each company in the database, I/B/E/S asks analysts to provide forecasts of
earnings per share over the next four quarters and each of the next five years. We fo-
cus on the annual forecasts to match the frequency of our Compustat data. In practice,
few analysts provide annual forecasts beyond two years ahead, precluding our use of
more forward-looking estimates. Fortunately, we can fill this void. I/B/E/S obtains a
separate forecast of the average annual growth of the firm’s net income over the next
three to five years — the so-called “long-term growth forecast” which we denoted above
as EGROW;. When calculating their forecasts of long-term growth, I/B/E/S instructs
analysts to ignore the current state of the business cycle and to project, instead, the ex-
pected trend growth of the company’s earnings. Thus, the long-term growth forecast
should contain information not in the one-year-ahead and two-year-ahead forecasts,
which necessarily will be affected by current conditions. And for companies that make
investment decisions based on the expected long-term returns to capital — in accord
with the neoclassical mode] — the long-term growth forecast should be the more im-
portant determinant of investment.

We abstract from any heterogeneity in analyst expectations for a given firm-year
by using the mean across analysts for each earnings measure {which I/B/E/S terms the

“consensus” estimate).1® We multiply the one-year-ahead and two-year-ahead forecasts

15after extensive study of the I/B/E/S database, Philbrick and Ricks {1991) expressed concerns about
the reliability of the quarterly data on actual earnings. In particular, they discovered that the data were
sometimes recorded in the wrong quarter and found it suspicious that I/B/E/S reported no instances of
negative earnings. We raised these concerns with officials at I/B/E/S, who acknowledged earlier problems
with the data. They have since undertaken an extensive effort to correct errors in the quarterly and annual
data on actual earnings and assure us that the data are now clean.

181n future research we plan to examine higher moments of the distribution of analysts' forecasts in our
estimators. :
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of earnings per share by the number of shares outstanding to yield forecasts of future
earnings levels. As noted above, we generate the variables ECF;; and ECF; ¢+ by scaling
these forecasts of netincome in periods ¢ and ¢ + 1 by the begirming-of-period capital
stock from Compustat.

The one-year-ahead and two-year-ahead forecasts are available from 1976 but the
long-term growth forecasts were not collected until 1981, which constrains the starting
point of our sample. The data coverage improves gradually over time, with the Compu- ‘
stat universe largely covered by 1994. At the end date of our sample, December 1995,
the 1/B/E/S database included about 5,000 US corporations that were actively followed
by securities analysts, plus nearly as many defunct companies that were previously
covered.

An important issue concerns the dating of the I/B/E/S earnings forecasts. Shortly
after the end of a firm’s fiscal year, securities analysts send I/B/E/S an initial forecast
of earnings for the fiscal year that has just begun and for the next fiscal year. These are
what we have called the one-year-ahead and two-year-ahead forecasts. As the fiscal year
progresses, analysts process new information and file revised forecasts with I/B/E/S,
yielding a sequence of one-year-ahead and two-year-ahead consensus forecasts for the
firm. Similarly, I/B/E/S posts a sequence of consensus long-term growth forecasts over
the fiscal year. We use the first forecast in each sequence.l” By relating investment
in year t to earnings forecasts issued at the beginning of the year, we reduce the risk
of using more information than the firm actually has when it determines investment
spending for the year. With time-to-build lags, however, investment in year t may have
been determined in large part or completely by information available before the start
of year t. In this case, the GMM results we present are consistent as long as the time-to-
build lags do not exceed two years since we use an instrument set containing earnings
forecasts formed at the beginning of year £ — 2 and earlier.

Our empirical work hinges on the assumption that I/B/E/S earnings forecasts are
better measures of the expected returns to investment than those used in previous

studies. The empirical results in the next section attest to this, but here we provide

17The first forecast is within 2 months of the beginning of the fiscal year for 75 percent of our sample
and within 3 months for 97 percent of our sample.
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some direct evidence with forecasting “horse races.” We compare the predictive power
of 1/B/E/S earnings forecasts and lagged values of the average return to capital —
defined as operating income before depreciation (Compustat data item 13}, OIBD;; —
for forecasting future realizations of the average return to capital. In our full sample,
an OLS regression in first differences of current year OIBD;; on its lag and the lagged

1/B/E/S one-year-ahead earnings forecast, ECFj;, yields the following results:

OIBD; = — 0.029 + 0.002 OIBD;; 1+ 1.26 ECFi.
(0.009) (0.041) (0.054)

Thus, conditional on the lagged value of the one-year-ahead earnings forecast, lagged
OIBD fails to provide any additional explanatory power. We also estimate an OLS
regression in first differences using the present discounted value of future operating
incomes before depreciation, FQ;¢, constructed like real Q;;. Regressing this variable
on lagged operating income before depreciation and the I/B/E/S one-year-ahead, two-
year-ahead, and long-term growth forecasts yields:

FQi = — 0.022 ~ 0.166 OIBD;; 1+ 1.44 ECF;+ 0.449 ECF;;.1+ 2.68 EGROW,.
(0.032) (0.157) (0.258) (0.197) {0.434)

These results also show that lagged O7BD does not provide any additional explanatory
power,18

A large literature on the properties of earnings expectations supports the idea that
analysts’ forecasts approximate the future returns to capital better than economet-
ric forecasts.!? In particular, many studies have found that analysts predict future
earnings significantly better than time-series forecasts using accounting data (see, e.g.,
(YBrien 1988; Brown, Griffin, Hagerman, and Zmijewski 1987; Fried and Givoly 1982).
The reason why is that analysts’ incorporate more than just historical accounting data

into their forecasts. In addition, as described above, analysts’ also remove from their

18The OLS regressions in first differences are complicated by the first-order moving average error and
the presence of any correlation between the regressors and the disturbance. However, we obtained similar
results when we estimated the same regressions with- GMM using lagged regressors as instruments. We
focus only on the results in first differences since the levels estimates of a dynamic model are inconsistent
when there are fixed effects.

19For surveys of the literature see Coggin (1990); Brown (1993, 1996a); Givoly and Lakonishok (1984); for
an annotated bibliography covering more than 400 articles on earnings expectations see Brown (1396b).
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forecasts a variety of immaterial items.?? Nevertheless, analysts’ forecasts may not
contain all available information. While some studies have failed to reject rationality
(see, e.g., Keane and Runkle 1994), others have found that analysts’ forecast errors are
predictable (see, e.g., Brown, Han, McKeon, and Quinn 1996). For our purposes, full ra-
tionality is not crucial; we only require that the I/B/E/S forecasts dominate the proxies

for fundamentals used in previous studies.

4 Empirical Results

This section summarizes our results in six subsections. The first subsection discusses
our sample. The next provides our parametric estimation results. The third and fourth
subsections present our semiparametric results and a graphical exposition of them.
The fifth subsection briefly discusses the aggregate implications of our results. The

final subsection provides sensitivity analysis.

4.1 Sample Statistics

in table 1 we provide the means, medians, and standard deviations from 1984 to 1995
for the primary variables in our dataset. The first column contains the ratio of in-
vestment to beginning-of-period capital. Its mean and median are always greater than
0.20, showing that the sample contains many firms regularly making large investments.
Also, given the standard deviation of 0.17 for the full sample, our firms span a wide
range of investment activity. The second column contains our linear approximation to
marginal g based on the [/B/E/S one-year-ahead, two-year-ahead, and long-term growth
forecasts, which we have called real Q;. The third column contains tax-adjusted Q;,
which has a mean and median that are usually at least twice those of real Q;, presum-
ably resulting from the omission of the returns to debt holders in real ;. Similarly, the
standard deviation of tax-adjusted Q is always greater than that of real Q;. The final

20Empirical research in accounting strongly supports the claim that earnings-based measures provide
more information about firms' future performance than measures related to -cash flow, such as OfBD
and the sum of net income and depreciation {(see, e.g., Ball and Brown 1968; Beaver and Dukes 1972;
Beaver, Griffin, and Landsman 1982). In fact, this is a fundamental tenet of accounting (see, e.g., Financial
Accounting Standards Board 1978, p. ix, which says that financial reporting should focus on earnings as
opposed to cash receipts and payments).
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two columns contain our two measures of liquidity, 1I/B/E/S net income and Compustat -
cash flow. The Compustat measure includes depreciation, so its mean, median, and
standard deviation are always greater than the I/B/E/S measure.

Our sample has less than half of the total number of observations of the entire Com-
pustat universe. However, it does make up between 70 and 80 percent of the aggregate
sales, capital stock, and investment of the Compustat universe in each year. This means
that our sample is skewed away from the small firms thought to be constrained by in-
ternal funds. While we still have an ample number of firms that do not pay dividends
or have a bond rating, a possible concern is that our sample seriously underweights
the liguidity constrained firms in the Compustat universe. We plan to address this im-
portant question directly in future research, but we can gauge in a simple way whether
the omitted firms play an important role in explaining aggregate investment.

We construct the aggregate ratios of investment to beginning-of-period capital for
our sample and the entire Compustat universe for each year. We then regress the
- aggregate Compustat investment-to-capital ratio on our sample’s aggregate investment-
to-capital ratio. The R? from this regression is the total variation in the Compustat ratio
explained by the ratio in our sample. This regression yields an estimated slope coeffi-
cient of 0.876 with a standard error of 0.078 and an R? = 0.927. In first differences the
same regression vields a coefficient estimate of 1.000 with a standard error of 0.120
and an R? = 0.886. In both regressions the intercepts are statistically insignificant
from zero. The nearly one-for-one movement in these ratios means we can learn about
the investment behavior of the Compustat universe from our smaller sample, even if,
for the sake of argument, all the Compustat firms outside our sample are liquidity

constrained.

4.2 Parametric Estimation Results

Table 2 presents OLS estimates of the first difference of equation (9) using two dif-
ferent variables to control for fundamentals: beginning-of-period tax-adjusted Q,
constructed using Compustat data, and real Q;;, constructed using I/B/E/S data. For
each column, the dependent variable is the first difference of the ratio of investment to

beginning-of-period capital. Column 1 reports a regression of this variable on the first
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differences of beginning-of-period tax-adjusted Q;; and the ratio of lagged net income

to beginning-of-period capital, CF;;-;. This regression reproduces the qualitative re-

sults of most previous studies of investment and internal funds. Asis typically found, - - -

the coefficient estimate on tax-adjusted @;; is positive and statistically significant, but -
very close to zero, while the coefficient on CF; ;-1 is large and highly significant. This
pattern holds in column 3 for the subsample of firms without bond ratings and in
column 5 for the subsample of firms that pay no dividends — groups found to be
“constrained” in many studies. Columns 7, 9, and 11 present similar results for man-
ufacturing firms and the subsamples.?!

The equation we estimate in column 2 is identical to that in column 1, except that
we replace beginning-of-period tax-adjusted Q; with real Q. As noted above, we
construct real Q;; according to equation (4) with I/B/E/S earnings forecasts, discount-
ing these nominal flows with a 0.10 discount rate and 0.10 depreciation rate. The
assumptions used to construct real Q; make the structural interpretation of its co-
efficient estimate exiremely suspect because, by construction, we do not allow for
cross-sectional variation in the discount and depreciation rates. This must be impor-
tant because firms in our sample with very large expected growth rates have finite
stock-market values. To keep the PDV calculation from generating outliers — given
this discounting assumption — we stopped the summation after 10 years.??

As shown in column 2, the coefficient estimate on real Q¢ is highly significant and
about ten times larger than the coefficient estimate on tax-adjusted Qi;. Even more
striking, the coefficient estimate on CF; ;- is small and statistically insignificant. This
result, however, need not rule out liquidity constraints for a subsample of firms that
may face some kind of information problem. Depending on the relative importance of
constrained and unconstrained firms, one could find statistically insignificant effects
of liquidity on investment in the full sample. However, as can be seen in the subsample

regressions in columns 4, 6, 10 and 12, the coefficient estimates on CF;;_; are never

21we should note that there is disagreement in the literature over whether firms that do not pay dividends
are really constrained: Gilchrist and Himmelberg (1995) find that they appear unconstrained, whereas Faz-
zari, Hubbard, and Petersen {1988) find the opposite.

22Changes in the cutoff date did not qualitatively affect the results. Abel and Blanchard (1986)
and Gilchrist and Himmelberg (1995) did not discuss their method for handling this potential problem, so
this step may or may not introduce a methodological inconsistency with past studies.
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statistically significant from zero and in the two “no dividend” subsamples the point
estimate is even negative.

The estimates in table 2 tell a story that differs sharply:from- that in previous-
research. When we control for fundamentals with tax-adjusted @ we find a large “lig-
uidity” effect.. But, when we control for fundamentals using a simple linear function of
analysts’ expectations, which arguably contain less noisy information concerning firms’
true neoclassical fundamentals, we find no liguidity effect whatsoever. In other words,
holding constant neoclassical fundamentals, if you give a firm $1 they don't invest it.

There are two primary sources of bias that could affect the OLS results. First, differ-
encing introduces an MA(1) error term, which may cause the explanatory variables to be
correlated with the resulting error term. Second, as discussed above, the construction
of real Q; relies on several restrictive assumptions. If internal funds are unimportant
in table 2 because analysts’ forecasts truly measure fundamentals better than has been
done in the past — and not simply because of the restrictive assumptions behind real
Qi+ — then we should obtain similar results when we use the analysts’ forecasts as
instruments for tax-adjusted Q;;. For both reasons we now turn to GMM estimation of
the two equations.

Table 3 provides GMM estimates of the investment equations in first differences
using both tax-adjusted Q;; and real @;;. The odd-numbered columns contain our esti-
mates using tax-adjusted Q;;. The instrumental variables are the period t—2and -3
ratios of investment to beginning-of-period capital; the ratios of the analysts’ forecasts
of one-year-ahead and two-year-ahead earnings to beginning-of-period capital; and the
long-term growth forecasts. There are two major differences between these results and
those in table 2. First, the coefficient estimates on tax-adjusted Qi are substantially
larger. For example, the estimate in column 1 of table 3 is more than twenty times
larger than that in column 1 of table 2 (0.188 compared to 0.008}. This increase in size
suggests that tax-adjusted Q is a very noisy indicator of fundamentals; only the part
of Q correlated with analysts’ earnings expectations has a sizable effect on investment
spending. Second, the estimated coefficient on CF;;_1 is now insignificant, in contrast

to the highly significant coefficients shown in table 2 when we used beginning-of-period
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tax-adjusted Q;; directly as a measure of fundamentals. This contrast implies that in-
ternal funds were important in table 2 because tax-adjusted Q is a poor measure of
fundamentals. The even numbered columns present the estimates in which we use the
same instruments for real Q;;.23 The coefficient estimates on CF;;_; are insignificant,
just as they were in table 2 when we used real Q;; as a direct control for fundamentals.
Hence, the “disappearance” of the coefficient estimate on CF;;—, has nothing to do with
the rather strong assumptions needed to construct real Q. Finally, in some cases the
Sargan statistic rejects the overidentifying restrictions of the models, suggesting that
nonlinearities may well be important, a point we return to below.

The earnings forecasts we use to constructreal Q;; and as instruments may impound
not only neoclassical fundamentals but also the effects of any current or expected
liquidity constraints. This fact, however, does not vitiate our testing procedure as long
as our liquidity variable has some variation that is independent of fundamentals.24 If
a firm were liquidity constrained today, investment-should respond to a cash windfall. .
But in our regressions we find no such response to cash inflows that are uncorrelated .
with expected future profits. This lack of response implies that the firms in our sample

do not face currently binding liquidity constraints.

4.3 Semiparametric Estimation Results

The results so far have used simple linear methods to approximate marginal g. Given
that a growing body of research suggests that this may be a poor specification of the
mull model, it is important to explore whether the liquidity results change when we
allow for more general nonlinear relationships between fundamentals and investment.
In table 4 we address this question and in the next subsection we further characterize

the nature of the nonlinearities using only nonparametric methods.

231 these estimates we use all the columns of the optimal instrument matrix containing instruments
dated t — 2 and t — 3.

X 0hbviously, the power to detect liquidity constraints diminishes as the correlation between funda-
mentals and the liquidity variable increases. In our data, however, regressions of either measure of
fundamentals — real Q;; or tax-adjusted Q;; — on either of our two liguidity variables never yield an
R? greater than 0.75.
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Table 4 presents our estimates of the coefficient on CF;;; in the semiparametric
levels and first-differences models using a variety of nonparametric methods to ap-
proximate marginal g. Fach entry in table 4 is-the result of a separate.semiparametric.
regression. For example, the value of 0.000 in the first cell of the table is the coefficient
estimate on CF; ;—; when we use a third-order (orthogonal) polynomial series expansion
to approximate marginal ¢ in the semiparametric levels model. We provide estimates
using several different nonparametric approximations to marginal g to explore the sen-
sitivity of our results to choice of technique. Since we use three I/B/E/S variables to
approximate marginal ¢, more familiar nonparametric methods such as the product
kernel require curve fitting in a four-dimensional space. Because of this they require
the number of observations to increase exponentially with the number of explanatory
variables, so they suffer a “curse of dimensionality”. The last two nonparametric meth-
- ods we present in table 4 are designed to ameliorate this problem. -

The results accord with those in the previous tables, providing further evidence
against the presence of liquidity effects. When marginal 4 is controlled for with non-
parametric functions of I/B/E/S earnings forecasts, the residual effect of liquidity is
indistinguishable from zero. This is true regardless of the method used, and even for

those subsamples that have been dubbed a priori constrained by past researchers.

4.4 Graphical Presentation of Results

The previous subsections presented a number of tests that found no role for liquidity
effects in our investment equations. In this subsection, we present scatterplots and
kernel “smooths” {i.e., nonparametric regression fits) that visually represent the results
in the previous subsection. They provide the intuition for why liquidity variables were
found to be so important by previous researchers — namely, because measures of
internal funds are highly correlated with with future fundamentals. The nonparametric
analysis clearly indicates that the positive correlation between investment and liquidity
goes to zero once one controls for fundamentals using real Q;; and illustrates the
magnitude of the nonlinearities present in the data.

Figure 1 plots the full-sample relationship between investment and lagged net in-
come — both relative to beginning-of-period capital — without performing any controls
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for future fundamentals. Since the coefficient estimates on tax-adjusted Q in most
studies is quite close to zero, this scatterplot is roughly representative of the results
in the literature (e.g., column 1-of table 2). The curve drawn is a nermal kernel smooth
through the data, with the bandwidth set by cross-validation. The plot and smooth
clearly indicate positive correlation between these two variables. The function is mod- -
estly concave, but the nonlinearity in the relationship is not acute. .

Figure 2 is a scatter plot of lagged net income from figure 1 and real Qi. The
curve through the data is again a normal kernel smooth, with the bandwidth set by
cross-validation. The two variables are positively correlated, with the relationship ap-
pearing nearly linear. Since the null neoclassical model suggests that real Q;; should
be correlated with investment and that CF;;_; should not, this figure is something of
an indictment of the interpretation of any liquidity effect from figure 1.2> It may be
that the liquidity variable there acts as a proxy for fundamentals.

Figure 3 presents a scatter plot of the residuals of investment and lagged net income
from nonparametric regressions of each (using normal kernel estimators) on real Qi
(i.e. the component of each variable that is orthogonal to real Q;). Once again, a cross-
validated normat kernel smooth is fit through the scatterpiot. The data indicate that
there is no positive correlation between liquidity and investment. Indeed, the distribu-
tion of data points is nearly spherical. Apparently, studies find that cash flow is highly
positively correlated with investment because it is highly correlated with fundamentals.

Figure 4 is a scatterplot and kernel smooth representing the relationship between
investment and real Q. The two are highly positively correlated, and the relationship
appears to be nonlinear. The concavity in the graph is consistent with the results in
Abel and Fberly (1996) and Barnett and Sakellaris (1995). Investment advances almost
one-for-one with values of real Q;; below unity, but investiment does not appear to be
as responsive to real Q;; when Q is very high. This may reflect the fact that adjustment
costs are highly nonlinear, or it may simply be that the assumptions we used to con-

struct real Q;; introduce significant measurement error for higher values of Q, since,

25The corresponding figure using Compustat cash flow is similar.
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for example, firms with high projected growth rates should have their cash flows dis-
counted at some rate higher than 0.10. We leave the analysis of whether the nonlinearity

reflects measurement error or-nonconvex adjustment costs to future research.,

4.5 Aggregate Implications

As noted in the introduction, an early motivation of the liquidity literature was the
observation that the aggregate time-series correlations between investment and neo-
classical fundamentals appeared negligible. Since one goal of investment models is
to guide macroeconomic policy, this shortcoming has serious consequences. Figure 5,
as a case-in-point, plots the relationship between aggregate I; /K;_ and Tobin’s Q; in
levels and first differences from 1984 through 1995. The measures of investment and
capital stock of equipment and structures are taken from aggregate BEA data, and the
measure of Q; is constructed using flow-of-funds data from the Federal Reserve Board.
Clearly, the relationship between these series is not consistent with neoclassical theory.
Both the levels and the first-differences diverge significantly from one another, and the
correlation between the first differences is actually negative.

Given the robust finding in our micro data that real Q;¢ helps predict investment, we
investigate whether aggregated real Q; better predicts the time-series fluctuations of
investment. Figure 6 plots the BEA's investment-capital ratio against an aggregate real
Q; variable we constructed from the I/B/E/S and Compustat data by taking the capital-
stock weighted average of the firm-level real Q;; variables in each year. This measure
of fundamentals is much more highly correlated with investment. In the top panel —
which plots the level of I;/K;—; and the level of real {J; — the year-to-year variation
appears highly correlated but the series have slightly different trends. In the bottom
panel we plot the differences of the two series against one another. These are clearly
highly correlated — the raw correlation is about 0.5 and statistically significant from
zero — and appear to move together in both the expansions and the one contraction
during this sample period. As an aside, this correlation may be of significant use to
forecasters, since the I/B/E/S dataset is updated frequently.

We conclude that this formulation of the neoclassical model appears to provide a

reasonable description of the cyclical fluctuations of aggregate investment over our
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sample period. To our knowledge, this is the first time that a neoclassical variable with

such robust time-series properties has been identified.

4.6 Sensitivity Analysis

In this subsection, we address two-potentially important criticisms of our use of the
1/B/E/S earnings data and summarize the results of other sensitivity exercises. The first
criticism involves the use of net income as our liquidity variable. This variable differs
from the cash flow measures used by previous authors because it does not add back
depreciation charges to earnings. As a result, our measure omits a portion of the firm'’s
recently generated cash. Also, we lag our liquidity variable by one period, in order to
measure funds available to the firm at the start of period t; in contrast, other authors
often use cash flow generated during the same period as the investment spending (see,
e.g., Gilchrist and Himmelberg 1995).26 Clearly, our ability to reproduce the strong
cash effects found in past studies suggests that the I/B/E/S earnings data do not bias
against finding liquidity effects. However, as a check, table 5 provides the results when
we estimate the investment equation using the current-period Compustat measure of
internal funds. In all other respects, this equation is identical to the first-differenced
GMM specification in table 3.

As can be seen by reading across the row labeled Compustat CF;;, the coefficient
estimates on cash flow for this alternative formulation look very similar to those in
table 3. They are statistically insignificant in the full sample and in each of the a priori
“constrained” subsamples. Thus, our results hold up when we use the liquidity variable
employed in a number of previous studies.2?

The second potential criticism concerns the timing of the I/B/E/S earnings expec-
tations. When we constructed the dataset, we used the first forecast available in the
firm'’s fiscal year, and called this our “beginning-of-period” forecast. Technically, an-

alysts issue their initial forecast shortly after the fiscal year begins, so the forecasts

26This latter step puzzles us, since the first term in the PDV calculation for ¢ in equation (4) should
include the earnings generated during the first period in which the investment good is in service. Indeed,
this term should receive the largest weight in the calculation of g.

27We obtained gualitatively similar results when we used operating income before depreciation {Compu-
stat data item 13), which includes the cash flow from financing and investing activities, as our liquidity
measure.
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could be correlated with the current-period rational expectations error. Moreover, the
one-period-ahead forecast for net income is highly correlated with our ligquidity vari-
able, which could reduce the power of our previous tests to identify liquidity effects
if they are present. To address these concerns, table 6 reports our basic GMM estima-
tion in first-differences.on the full sample and for the splits, only this titne we remove
the one-period-ahead forecasts, ECFj;, from our construction of real Qi and from our
instrument set. As can be seen by reading across the row labeled CF;;_;, even these
results provide no support for the view that liquidity constraints affect the firms in our
sample.

We have done more empirical work, which we summarize here, to study the ro-
bustness of our results. We examined whether our results were affected by different
rules for deleting outliers. When we deleted fewer outliers in the ratio of investment to
beginning-of-period capital, tax-adjusted Q;, and real Q;;, the coefficient estimates on
fundamentals were smaller but still statistically significant. The intuition is provided
by figure 4, which shows that investment responds less to fundamentals for higher val-
ues of real Q4. When we deleted fewer outliers in the I/B/E/S or'Compustat liquidity
variables our results were unaffected. We experimented with different subsamples that
might contain liquidity constrained firms. For example, we studied the firms identified
by Gilchrist and Himmelberg (1995} as liquidity constrained for which we have data
and the firms that are followed by only a single analyst. The results from these sub-
samples were qualitatively identical to those reported for the other subsamples. As an
alternative way to address whether the dating of the first earnings forecasts biased the
results, we examined whether our results were affected by excluding firms that have
their first forecast more than 2 months from the beginning of the fiscal year. Again
our qualitative results were identical. As yet another robustmess check, we estimated
the specifications in tables 2, 3, 5, and 6 in levels and the results were also qualita-
tively unaffected. Finally, we included industry dummy variables to supplement the

year durnmies and our results were also similar.
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5 Conclusion

Our results suggest that the neoclassical model of investment behavior fits the firm-
level data extremely well, confirming previous, more restrictive, studies by. Cummins et
al. (1994, 1995).28 In contrast to those studies, however, we show that neoclassical fun-
damentals matter outside of selected periods with natural experiments. Furthermore,
we find that our simple measure of fundamentals — real Q; — provides a reasonable
description of aggregate investment over the business cycle. Complementing these
findings, we show that liquidity constraints affect investment behavior far less than
previously believed, if at all, for firms covered by securities analysts. These firms ac-
count for a large majority of the total sales and investment by US companies.

Most researchers would agree that some firms do face liquidity constraints.?? The
real issue is the size of this group relative to the group of unconstrained firms. Our re-
sults suggest that the constrained group excludes firms covered by securities analysts,
consistent with theories based on asymmetric information. Another possible dividing
line may be temporal. That is, liquidity constraints may have been more widespread be-
fore the mid-1980s, when analyst coverage for the bulk of our sample begins. Since the
coverage by analysts has grown significantly over time, it is possible that binding liquid-
ity constraints were more important for understanding investment fluctuations before
the mid-1980s. Thus, future research should work to identify signs of constrained be-
havior in firms not covered by analysts, although our results caution against attermpting
to do so by interpreting cash flow coefficients in investment equations estimated with

poor measures of fundamentals.

28gmidies by Meghir and Weber {1996) and Runkle (1991) have reached similar conclusions about the
neoclassical model of consumption.

29Fgr example, Holtz-Eakin, Joulfaian, and Rosen (1990) provide compelling evidence that individuals who
inherit wealth are more likely to start small businesses; such a correlation suggests that capital markets
are not completely efficient.
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A Construction of Tax-Adjusted Average Q

Tax-adjusted average Q is defined as:

1 LitVit + By — Ay
Qit [( a2 i “)—p:(l—rﬂ)].

h (1-71:) ;:1:_1

where T is the marginal corporate tax rate; L is an indicator variable equaling umity if
the firm is not paying dividends and (1 — m)/(1 — z;) if the firm is paying dividends,
where m is the personal tax rate on dividends and z is an accrual-equivalent capital
gains tax rate; V is the value of the firm's equity; B is the market value of outstanding
debt; A is the present value of the depreciation: allowances on investment made before
period t; K* is the replacement value of the firm’s capital stock including inventories;
p is the price of capital goods relative to the price of output; and I is the tax benefit of

investing. For example, with an investment tax credit at-rate k, I' is:

T = kit + i(l + 7+ )t DEP;(s — 1),
s=t
where ¥ is the default-risk-free real interest rate (assumed to equal 3 percent), and
DEP;.(a) is the depreciation allowance permitted an asset of age a discounted at a
nominal rate that includes the expected inflation rate m®.

The market value of equity is the sum of the market value of a firm’s common eq-
uity (defined as the number of common shares outstanding multiplied by end-of-year
common stock price) and the market value of preferred stock (defined as the firm's
preferred dividend payout divided by S&P’s preferred dividend yield obtained from
Citihase). The value of firm debt is the sum of short-term debt and long-term debt,
both measured at book values. The replacement value of the capital stock is calculated
from the standard perpetual inventory method with a firm-level rate of economic de-
preciation constructed using the method in Cummins et al. (1994). The replacement
value of inventories is also constructed using the perpetual inventory method.

We use several other data items for the calculation of tax-adjusted Q. Data on ex-
pected inflation are taken from the Livingston Survey (provided by the Federal Reserve
Board). The value of the firm’s required rate of return is calculated as the difference
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between the firm's interest rate and expected inflation.?? Tax parameters are updated
from those used in Cummins et al. (1994); we construct asset-specific investment tax
credits to reflect the firm’'s two-digit SIC code asset composition.

Firm data were deleted or modified according to the following rules. If the estimated
firm depreciation rate was negative or greater than unity, we set it equal to the mean for
firms in the same four-digit SIC code. If the replacement value of the-capital stockor
inventory was negative, we set it equal to book value. If dividend payouts on preferred
stock were reported as missing, we set them egual to zero. If no inventory valuation
method was specified, we assume the firm used the first-in-first-out (FIFO) system. If
multiple valuation methods were reported, our calculations assume that the primary

method is used.

30When available, we use Compustat's S&P bond rating to identify the firm’s interest rate, and the asso-
ciated rate is obtained from Citibase, Otherwise we use the BAA bond rate.
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Table 1;: Means, Medians, and Standard Deviations of Sample Variables

Number
Year of Firms I /K1 Real Q; Tax Adjusted Q; I/B/E/S CFr Compustat CF;
1984 376 0.316 1.422 2588 0.265 0.457
(0.270) (1.038) (2.070} (0.181) ( 0.365)
{0.179] [ 1.360] [ 1.916] [0.252] [ 0.342]
1985 440 0.322 1.313 3.372 0.244 0.420
(0.288) { 0.987) (2.879) (0.172) (0.344)
[0.177] [ 1.150] [ 2.293] [0.232] [ 0.301]
1986 503 0.295 1.257 3.541 0.221 0.392
{0.263} ( 0.945) (2.979) (0.159) (0.335)
[0.174] [ 1.154] [ 2.561] [0.213] [0.283]
1987 513 0.291 1.329 2.464 0.240 0.411
(0.261) { 0.968) {2.043) (0.178) (0.344)
[0.171] [ 1.302] [1.879] [0.227] [ 0.296]
1988 588 0.297 1.442 2.516 0.277 0.445
{0.265) (1.067) (2.091) ( 0.205) (0.375)
[0.172] [1.339] [ 1.872] [0.251] [ 0.304]
1989 669 0.317 1.496 2.986 0.282 0.432
(0.283) { 1.086) (2.337) (0.207) {0.349)
{0.180] [ 1.397] [ 2.259] [ 0.263] [ 0.304]
1990 738 0.299 1.369 2.347 0.258 0.397
(0.263) ( 0.979) (1.720) {0.180) {0.320)
[ 0.161] {1.312] [ 2.056] [ 0.247] [0.293]
1991 795 0.260 1.343 2.953 0.240 0.361
(0.225) (0.975) (2.167}) (0.167) (0.301)
[ 0.154] [ 1.283] [ 2.538] [0.232] [ 0.269]
1992 850 6.269 1.316 3.074 0.236 (.350
{ 0.240) (0.957) { 2.405) (0.167) (0.290)
[0.164} [ 1.238] [ 2.534] [0.231] [ 0.245]
1993 900 0.285 1.340 3.236 0.241 0.329
(0.244) (0.976) (2.629) { 0.176) (0.275)
[0.169] f1.251] [ 2.474] [0.229] [ 0.248]
1994 812 0.282 1.407 2.828 0.258 0.351
(0.239) (1.028) (2.210) (0.183) (0.288)
[0.163] [1.313] { 2.280] [ 0.240] [ 0.249]
1995 574 0.281 1.493 3.320 0.282 0.350
(0.247) (1.021) (2.540} {0.197) {0.280)
[0.167] [ 1.478] [ 2.664] [0.270] [0.273]
Total 7758 0.290 1.376 2.937 0.253 0.384
(0.253) { 0.995) {2.312) (0.180) (0.313)
[0.169] [1.301] [ 2.346] [ 0.241] [0.282]

The medians of variables are in parentheses below the means. The standard deviations of variables are in square brack-
ets below the means. I/B/E/S CF; represents the ratio of net income to beginning-of-period capital stock. Compustat
CF; represent the ratio of cash flow to beginning-of-period capital stock.




'8,100d R
pIEpUELS WoIf Funel puod ¢ 3ARY JOU Op 121 SWLIJ 0) pAIotnsal st ajdures  Sunel puog ou,, 3y, *SpUapialp Aed 10T op 18] STLIY 0) PI)oUIS 51 dures  puaplarp ou, sy L
‘c5-0961 ST polRd UonPWNsa ], ‘SUOIsSAIFal [T Uy (PANI0dII 10U NG} PIPNDUT 318 SHLIWMP 1694 ‘SasANUIEd U] 218 SIWPYFI0 TO SI0UD pIRpes 1snqoy =721
‘renden pouad-jo-Surmnn3aq 03 swodul 19U pagfe] Jo opel 3| pue 'sisedsl1n] sisi[eue 5/3/4/1 pornd-jo-SurumBag Suisn pajdnnsues 1Y feal ‘P parsnfpe-xe) polnd-jo
-Sunmurdag o SROUMIATTP ISIY U AIe SI[ELIeA JURpUadapuy 3y pue ‘Teydes pouad-jo-Junmmiaq 01 JUBMNSIATL J0 OTJBL A1) JO AITITIFITP IS 34 S1 I[qRLBA JHIPUISD L,

9ZF 9% EFFL Evbl B68E 868¢ ZE8 LE8 1652 165¢ PO¥S ¥O¥S $qQ0 Jo Jaqumpy
€91 €91 Y47 eck TE9 1€9 £€E EEE 9.4 92 L2171 2211 S JO IaqUInN

HFOT'0r (6F0°0) (9S0°0) (ZEO'O) (SPO'Q) (DEQ'0) (S80°0) (TI¥0°0) (SSO'0) (1£0°0) (I¥O°G}  (S20°Q)

¥20'0- /820 29000 0ZE0  PSO0  BEE0  6ST'0- /620 €100 ZEEOQ 200 ISE0 10
(120°0) (£10°0) (01T00) (81070 (210°0) (0T0°0)
880°0 - 1200 - 6200 — L0T°0 — S20°0 - 680°0 — D read
(€000 (£00°0) {200°0) (F00"0) (£00°0) (Z00'0)
— 020°0 — 0100 — 20000 — 810°0 — 0100 — 20000 ¥ pasn{py xel

(EE0'0) (28000} (8T0°0) (BI0°D) (€T10°®) (F100) (0E0'0) (Z€0'0) (€100) (PT0°0) (60070} (600°0)

SO0'0- 02000 £2000-  S2O'0-  s¢0'0- Z20°0-  2EQO- TROO- Z200-  TEQO- SC0'0- 8200 1dodraimg
{c1) (Im) {01) ) )] (2) (9) ) () (€) (2) (1)
PULpPIAK] ON Suney puod oN SULIL] [V Pu=plAlg ON Suney puog oN SUL [TV Jo)oureled
ardutes Sunmioejnuep apdures g

O ey pue O paisnlpy-xe], Suisn suonenby juaunsaAu] pRoUIBlIIJ 151 Jo salewnsy STO (T Jqel



'$,1004 7§ prepuels woJly Suner puod e AT 10U Op 3IE 1BY] SULI 0] pIowsal st spdures  Sunel puoq ou, 37 "SPUSpPIAIR
Aed 10u Gp 1Y) ST 0] Pa1oL0saI S 3dwes  pUaplATp ou,, ayl "SE-8861 51 pousd uoRewnss 3y ‘SUOIssaidal [fe ul (pajodad Jou Jng) papnpul sJe S3TUmmp Ie3x
*§15Rd3I0] YImoIs xa)-Juol a1y pue feided porred-Jo-SunnnSaq 0] SEUTLIED pealje-Tead-0m] PUR PRIYR-TE3A-0UO JO S1SBIAI0] S1SATRUE oy} Jo sonel 1y [felded polsd-jo
-Surmmgaq 0] 1USWSIAUT JO SONEI 37) JO SAN[RA £ — 7 PUE ¢ — 3 PoLRd 311 3Ie SI[qELIEA [EIDUMNSY] ‘SI5IIUaIed Ul 31 SIURIDJB00 UC SIOLR prepues 1snqoy "1~
‘rended porrad-jo-Suuurdaq 03 awodul 1au pagde| Jo opel ) pPUR ‘SISEI310] SISATRUR §/9/4/] poad-Jo-Sumumrdaq ursn pajonnsuod ¥ [ea1 ‘f) paisnlpe-xe; pousd-jo
-Sunandaq Jo Sa0TAIIJIP 151 AT 218 SIgELe Juapuadapuf a1 pue ‘[e1ded poled-jo-Buriuisaq 0] JURWISIAT] JO ORI 3 JO 3DURIAJJIP 151 3y} ST 3fqeLiea Juapuadsp YL,

S¥E 4 ¥i6 Fi6 8012 801¢ F9s $as ¥5891 #5891 918¢ 918t $qQ Jo equinN
TZ1 T<1 744 Fic L¥P VA 44 80¢ 80¢ A4 A4 608 608 SULIT] O Jaquini

(502°0)  (Z88°0) (S9F°0) (#2T°0) (9Z0°0) (96T°0) (€8%'0) (B6E0} (0000} (EFO'0) (000°O) (EZT0) anfea-d
€9 86°¢ 7ol ¥l %6 886 869 62/ T'9¢1 SF1 T'9¢1 1t onsnels wegreg

{se0’0) (6€2°0) (9S00 {gZT0) (9T0°0) (09T'0) (620°0) (SSc'0) (0L0°0) (612'0) (020°0) (0ZEQ)

.

#60°0- 8S1°0- ZST'O0- 2000  Z000- Z¥T'0-  R00FO- €000 1800~ 680°0- SO00-  QECO =110
(0100} (810°0) (9T0°0) @10°0) (120°0) (STO0)
2010 — ZET0 — STT0 — IIT°0 - F60°0 - SIT'0 - D reay
(060°0) (F50°0) {($50°0) 0200 #5000 {(650°0)
— 6EC0 — 80170 — C0T'0 — €120 — GET'0 — 881’0 O pasnlpy xeL

(€000 (110 (600 (0£0°0) (1T0'0) (180°C) (600D) (990°C) (800°0) {€20°0) (600'0) (S2T°0)

1200 8ZZ'0 S000  0¥00 9000 880°0- TOOO- 980G 900°0- 0OE00  ZOOO- 2900 yd=azeyul
1) (1m) (on (6) (8) () (9) (s %) (£) @) (m
PU=apIAld ON Suney puog oN SWLILT TV PUSPIAI] ON Suney puog oN SULIL] [TV Iajsureled
srduwres Surmmpdenuen Ardures g

O e9d pue O paisn{pv-xel 3ursn suonenby 1UBUNSIAT] PIdUARII IS JO sAlewmsy WD € dqelL



"S66T-S861 ST poued UonEWMS?S 3U ] "UONEIDAS [PPOW JO UOISSIISTD JAINJ 10) £77 UORDAS 398
Ypai11odal 10U) SIUMMP Ie3A SIPNPUT 0S[ PPOW SSNRIINP YL ‘M O¥HT pue ‘1457 ‘137 10] eiep §/9/4/1 poued-jo-Burauidaq syl are b reurdrew ajemmxoxdde o]
pasn sajqeLIea [ 'Sasauated Ul I S1URDIJJ200 oYl U0 SI0L prepueis anojdulise sy b [eurdrew ajewmxordde 0] UMMOD 1817] 341 W BMOYS Spoylan sujpwereducta
agy Suisn 1-7147) U0 2Ie 53IRUIMS? JUPYJ00 YL “eides pouad-jo-8urmagsq o1 1UAUNSIAUT JO ONEI AL JO AXRBJP 1SHJ 10 [243] 211 SI JfGeRLIEA Juspuadap ayL

vl 5%l 9¢dc 9¢ce FoEY PSER 891 8%01 9F6E 9¥6¢ 864 {862 $q0 Jo RqunN
(0FQ 0} (Z¥0°0) (1£0°0) (2€0°0) (100°0) (100°0) (S€0'0) (FEC0) (520°0) (9200 {100°0) {1o0°0)

120°0- 600°0 0c1ro- 800 000°0- 10070 1100 cc00 <IT0- FEOO- 000°0 000°0 SUVIN
{0¥0°0) (1¥0°0) (0£0'0) (2E0°0) (100°0) (1000 (FE£0'0) (SE€0°0) ($20°0) (920°0) (100°0) {100°0) - Hnsang
910°0- 2000 ARy PSO0- 000°0- 1000 800°0- 6100 0110 ZE0°0- 000°0- 000°0 uona(vag

{¥¥0°0) (E¥0°0) (T£0°0) (2E0°0) (100°0) (100°0) (S€0°0) (S£0'0) (5200 (520°0) (000°0) (T00°0)  saUAS [ermouA[od
0€0°0- #00°0 61170 BS0°0- 000°0- 000°0 810°0- 9200 ¥60°0- TEQO- 0000 000°0 19p10 IMO]

{EPO°0) (1¥0°0) 000 (TE00) (100°0) {1000} {S£0°0) (PEG'D) (s20'0) (9200 (T00°0) (100°0)  sauaS [ermouijod

0¥0°0- ¢00°0- T€T°0- €800 0000~ 0000 ¥c0°0- AR 901°0- 9e0°0- 000°0- 0000 PPIY P L
(21) (1T (om) ()] (®) (Z) (9) (%) (¥) (€) (@ n
SPOURIDJJI]  S[BA9T  SOJURIAMI(]  S[PAYT  SIOURISJJI(  S[RAYT  SOORDIIA  SPAY]  SSIURIIJIKI  S[9AY]  SWURISJJIQ  S[eA9T]
PUSPIALT ON Suney puog oN S 1V PU=pIAId ON suney puog oN SULIE TV Iajowereq
a[dures Surrmoejnuep a1dures gng
Apm

-br1 pag8eT uo s9jeumsy 1USDIJP0) 'suonenby JusuNSIAU] TedUTT-A[[enIed 31 Jo sajewnsy Jlnawerednuss :f a[qel.



101 Op TRy} STLIY 0] PIIINSAT §1 A[dwes , PUsplAIp O,

‘35,1004 pue PIEpPUEIS WO SUNEl puog B 9ARY 10U O JeU) SULT) 0} PajoLnsaa st ajdures  Funel puoq ov, Y[ "SPUIpIATp Aed
YL ‘$6-996T SI potiad ToNeWNS? Y], “SUCISSa1Fal {[e Ul (paiaodal 10T Ing) PapROUT I8 SAAWUMPp [e3f 'SISEII0F

M08 m-Suop ays pue feided poped-jo-SurmmSaq 01 STUTLIES PEIYE-TEIA-0M) PUR PEAYE-TE3A-aU0 JO 5]58III0] SISATEUR IV JO SORRIay ‘ede> pouad-jo-Sumnn8ag

0] JUIUISIALY JO SOHEI YY) JO Sanfea £ — 3 pue g — 7 poutad ay axe s3[CeLrea [e]URTnnSsu| ‘sasayueded Ul a1e SILDDIJA00 U0 SI0LR PIEpUels 15nqoy A1) ‘[eided porad
-Jo-Sunnndaq 01 smof) gses 1msnduos) poliad-1URIIND 0 ONRI ) PUe '$1Se3dio) SISAeUe §/4/4/1 poird-jo-Suruuidaq Susn palnnsucy 4 @2l ‘H paisnlpe-xe) polrd-jo
-SUTITSaq JO $IITIIAINIP 1511] Y3 B1e SI[QRLIEA JuRpURdapur a1 pue ‘Teiided poLad-Jo-Buiumidag 01 UITNASIAUT JO ONET 3L} JO 20URRIP 1STH oY) ST9[qeLea yuapuadap ay L,

che SHE ¥.6 $26 801 8012 795 pas #S91 $591 918¢ 918€E $q0 JO I3qunN
1721 121 b2 ¥22 ¥p VA% 4 802 802 944 ¥ 608 608  SuI JO JaqUN
(zz2'0) (908°0) (P6E0) (IFT '0) (52000) (EET0) (£9F'0) {(6:€0) (0FT0) (SHO'0} (0000} (C10°0) anfea-d
979 L1°€ 9'¢s 601 156 82'6 0L 052 2'Z8 i L611 '8l ansnels ueges
(910'0) (827°0) (2v0'0) (QET'0) (ZSO0) (B8FT'0) (S£00) (16T°0) (600} (SPT'0) (S90°0) (8ZZ'0)
¢Co0- 9000 €90°0- 9100 SO00-  000°0- £00°0- IET'0  8I0°0- F90°0- 2S00 Z0T'O0- MO imsndwod
(£00°0) (610°0) (020°0) (910°0) (610°0) (2zo'0
2600 - 021’0 — PIT0 - 8010 - $80°0 - 8IT0 — 20 2oy
(980°0) (Z¥0°0) {550°0) (/80'0) (Z¥0°0) (190°0)
— F02'0 — 1110 - 910 - Z6T°0 — PETO - 20Z'0 O pasnlpy xel
F00°0) (ZOT'0) (8000) (2200} (200°0) (6100 (6000} (290°0) (200°0) (91070} (S00°0) (PIO°O)
€100 SBT'0 TI000O-  1¥Q'0  SO000 6800 Z000- €000 60000 Z200 £00°G 2RO0 1daniaam
{zD {11) (1) () (8) {2) (@ (c) (%) (€) 2) (1)
PUpIAIg ON Buney puog oN SuLIg v PUIPIAIT ON guney puog oN SOy Y RETEINLA L
aduwres Sunmoeynuep ardures [ng
MOTS

yse) 1eisnduio) pue <Y [e9y ‘¢ pisnlpy-xe] fuisn suonenby JUsuNSaAU] PIDUILJJLF 1SI] JO sarewnsy WIND S dqeL



'§, 1004 PUR PIRpURIS Woly Sunel puod e aAeY 10U Op 18yl SWINJ 0] Paldinsal st ajdmes  Surjel puoq ou, YL 'SPURPIMP Aed 10U 0p 18Y) ST 0} PGS
sy opdures  PUspIATR oU, 241 "S6-896T 51 pouad UOHRMINSS AL "SUOISSAIAN ¢ W (Pa1Iodal 10U Ing) PIPNPW Ak SIAWAND L3, "$)5LIAI0] NIM0IS w=)-Fuof ayy pue
‘fendes powad-jo-SurauISaq 0) SBUTILIED pRaYE-TEaA-0M] PR PESYE-Teai-sUo Jo §15eD3I0] SISARUR a7 Jo sonel ay) jJended porzad-Jo-Suurdaq 0) JUIUISIAUT JO SONE 3U1
JO sanfea £ ~ 1 pue z — 1 poMad 3Y) 218 S9[eLEA [EIUSTINIIST] "Ss3tiUaled Ul 318 SIUSPIIJA00 1O SIOL3 PIRPUR]S 1SN0y -1-¥4ry ‘rendes poued-Jo-Surauriaq o1 swosux
19U pa3Fer Jo OHRI A PUE }SEII0F PRAE-TRIA-2U0 3Y) FUTAUO Jng ¥ (231 3] PIIONOSUOD #Z () [eaI 'SISeIaI0] SISATewe §/3/4/1 pouad-Jo-Surmurdaq Suisn palmnsucy
3#7) @31 JO S30UBIIYFIP 1SI]J AU ST Sa[qeLres IRpuadapu 21 pue ‘Telided pomed-jo-Suiuuidaq 0] JURUNSIAUL JO ONIRT 1) JO SIUSISIHIP ISILY 91 ST ajqerrea 1uepuRdap syr.

cFE cPe Fi6 ¥.6 8012 801¢ 95 958 ¥S9T1 FSo1 91I8¢ 918¢ 50 JO IsquInN
121 I21 vi¢ ¥ic V44 ¥ 80¢ 802 rA 4 A 4 608 608 SULIT] JO I2QUIMN
#05'0} (BIS®) (60Z°0) (IFT 0) (21000} (PIO'®Y (I6T0) (96T°0) (6IT°0) (BIT'O) (0000} (0000 anjea-d
¢'Es 6'¢S 1¢9 0’19 0’08 26l 6'¢9 2’29 €99 <99 0201 6101 Jnsnels uedieg
(1P0'0)  (ZFO'0) (220°0) (E£0°0) (810°0) (10 (2S0°0) (ZS0°0) {(6S0'0) (I90°0r (6E00) (BEOD)
£60°0- Z60°0- S90°0- PIT0- 000 €000 9£0°0 200 2810- gBTO- #1000 FI0°0 =30
(£00°0) (2€0°0) (020°0) (S20'0) (620°0) (F2070)
<110 — AN — 19710 — €210 — S¥T'0 — ¢61'0 -~ "Z0 el
(810°0) (920°0) {0200 (120°0) {(F20°0) {610°0)
— 9600 — FETO - 8ZI'0 —_ 2010 — £2T0 — 2510 "o el
(020'0) {610°0) (0T 00 (0T0°0) (2100 (1100 (ZT0°O} (910°0) (800°0) {800°Q) (0T0'0) (6OO'(
0100 20070 100°0 €000 600°0 60070 T10°0- E10°0-  Z200°0- 9000 <000 ¥00'0 1dazIa1ur
(c1) (1m) (o1 6) (2) (2) (9 (S) ) {(€) (T) (m
PUIPIAKT ON Funey puog oN suLg v PURpIAId ON Suney puog oN suund fiv Iawmered

a[dures Surmiyeynuep

a[dures 13

© 29y Sursn suonenby 1UAUNSHAU] PIdDUAIIJLT 1SI] Jo sajewnsy WWD 9 o[qel



Figure 1: Kernel Regression Smoother of Investment as a Function of Cash Flow
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Figure 4: Kernel Regression Smoother of Investment as a Function of Real Q
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Figure §
Tobin’s Q
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Figure 6
Expected Fundamental Q
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