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#### Abstract

Recent research in international economics highlights the role of interdependencies of investment decisions and sales of multinational firms. Previous work focused on and provided evidence for aggregate flows or stocks of foreign direct investment, showing that interdependence declines in geographical distance among host countries. This could be interpreted as implicit evidence for export-platform foreign direct investment-an activity which creates a complementary relationship between (potential) host markets through final goods exports of foreign subsidiaries to third countries. This paper sheds light on interdependencies that are brought about by (horizontal) trade in final goods and (vertical) trade in intermediate goods (within and between host countries). For this, we use a panel data set of U.S. foreign affiliate sales to 16 developed countries in 7 industries over the period 1983-2000. As one of the first studies on that matter, we explicitly distinguish between horizontal and vertical interdependence in MNE activity and allow for both market size (demand) related as well as remainder linkage effects. The latter are captured by a second order spatial regressive error process. Overall, there is evidence for mainly vertical as opposed to horizontal interdependence and, hence, mainly vertical motives of multinational activity.
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"... both export-platform and complex-vertical motivations imply that FDI decisions are multilateral in nature ..."
(Blonigen, Davies, Waddell, Naughton, 2007, p. 1304)

## I. Introduction

A new strand of literature on the determinants of multinational enterprise (MNE) activity in general and foreign direct investment (FDI) in particular highlights the interdependence of MNEs’ investments and production across countries. Taking this interdependence into account seems relevant for two reasons. First, empirical work on the determinants of MNE activity mainly uses bilateral data and, in general equilibrium, bilateral flows depend not only on bilateral but also on third-country determinants. ${ }^{1}$ Second, evidence on the relative importance of alternative channels of interdependence-e.g., trade in final goods versus trade in intermediates-is informative about the relevance of different motives of MNE activity.

Theoretical work establishes interdependence across markets explicitly through the modeling of complex integration strategies of multinational enterprises (MNEs) in more than two countries (see Yeaple, 2003; Ekholm, Forslid, and Markusen, 2007; Grossman, Helpman, and Szeidl, 2007). There, integration strategies of multinationals are complex already by the number of opportunities for locating production facilities and exporting goods bilaterally. Two-country models of MNEs served to formalize stylized modes of MNE activity: horizontal and vertical MNE organization. A horizontal MNE produces the same good in either country and does not engage in final goods trade (see Markusen, 1984; Markusen and Venables, 2000); a vertical MNE fully disentangles headquarters services from final goods production, where the latter is located in the low-wage country with a comparative advantage in goods production (see Helpman, 1984; Helpman and Krugman, 1985). With more than two countries, complex MNEs arise, which are hybrid forms of horizontal and vertical MNEs. They serve a sub-set of potential host countries through local foreign affiliates and others via final goods trade from an export-platform subsidiary in a third host country (see Ekholm, Forslid, and Markusen, 2007) or even from a production site which is attached to the headquarters in the parent country (see Egger, Egger, and Ryan, 2007). The main channel of interdependence in the aforementioned work is demand for final goods: on the one hand,

[^0]foreign affiliate sales (FAS) to a potential host country may decline if its neighbors grow ceteris paribus, because this increases the home market and size of other firms' subsidiaries there; on the other hand, FAS to that country may grow, if subsidiaries there are used as a platform to serve consumers in a neighboring country as well. This form of interdependence across host markets roots in final-goods-demand-linkages across markets.

Another strand of theoretical work emphasizes the role of vertically organized production networks within MNEs (see Helpman, 1985; Markusen, 2002, ch. 7; Grossman, Helpman, and Szeidl, 2007). Such networks establish an additional layer of interdependence through intrafirm intermediate goods demand rather than inter-firm final goods demand. ${ }^{2}$ The main mechanism at work there is that growing demand for an MNE's final goods creates demand for intermediate goods in all (relevant) subsidiaries within a firm.

An interesting feature of these two strands of theoretical work is that they provide hypotheses about two channels of interdependence across host markets: one related to trade in final goods and the other one associated with trade in intermediate goods.

Previous empirical work mainly considered final-goods-demand-related interdependence across host countries (see Baltagi, Egger, and Pfaffermayr, 2007; Blonigen, Davies, Waddell, and Naughton, 2007) and identified a positive impact of third-country market size ('market potential'). Moreover, associated work found interdependencies with respect to both observable and unobservable variables captured by the disturbances in the empirical model (see Baltagi, Egger, and Pfaffermayr, 2007; Blonigen, Davies, Waddell, and Naughton, 2007). Overall, evidence has been interpreted to point to the activity of complex MNEs in general and to export-platform activity in particular.

The goal of this paper is to explicitly disentangle vertical and horizontal modes of interdependence in an empirical panel data model of the determinants of U.S. FAS in 16 European countries. Sales of U.S. MNEs' foreign affiliates in these countries depend on each other through final and intermediate goods demand relationships, but they should be relatively independent of other (Asian or American) host markets. We use OECD input-output and trade data to construct measures of horizontal (final-goods-demand-related) and vertical interdependence (related to intermediate goods demand).

[^1]The empirical analysis allows for both horizontal and vertical interdependence in market size (demand) as well as unobserved variables. The latter form of interdependence is captured by the error term and modeled using a second order 'spatial' regressive error process. As for the estimation approach, we consider a framework suitable for the analysis of cross-sectional interdependence of the units of observation. We adopt a generalized moments (GM) approach for 'spatially dependent' data in error component models introduced by Kapoor, Kelejian, and Prucha (2007). To allow for two channels of interdependence simultaneously-a horizontal and a vertical one-the present paper relies on an extension of existing estimation techniques for panel data models of 'spatial' interdependence which account for only a single channel of interdependence. ${ }^{3}$ In particular, we base our empirical analysis on the generalized moments (GM) estimator for higher order spatial autoregressive processes with panel data error component models in Badinger and Egger (2008).

Overall, our findings point to a dominance of vertical linkage effects and thus vertical motives of MNE activity. In light of the fact that our sample comprises FAS to a set of fairly homogenous, highly developed host countries, this is a particularly strong result. Furthermore, it is consistent with evidence about intermediate goods trade flows in Bergstrand and Egger (2008) and Jabbour (2008), who find that the lion's share of outsourcing and cross-border flows of intermediate goods occurs among the developed countries.

The remainder of the paper is organized as follows. The next section lays out an empirical model of foreign affiliate sales and distinguishes between the horizontal and vertical channel of interdependence. The Appendix elaborates on the GM estimation procedure for a second order spatial autoregressive model in a panel data error components model. Section III constructs measures of horizontal and vertical relationships, describes the data in use, summarizes the estimation results, and provides a sensitivity analysis. Section IV concludes with a summary of the most important findings.

[^2]
## II. The conceptual framework: Horizontal versus vertical interdependence in foreign affiliate sales

Models of MNE activity provide a rationale for direct interdependence in terms of observable variables across host markets along two lines, demand for final goods produced in the same industry (horizontal interdependence) and demand for intermediate goods (vertical interdependence). Denote the logarithm of foreign affiliate sales of all MNEs of a specific parent country (in our case, the U.S.) in industry $i$ to host country $j$ in year $t$ by $y_{i j, t}$. The total number of industries, host country, and years in the sample is given by $I, J$, and $T$, respectively.

It is useful to apply matrix notation for the exposition of the empirical model. Specifically, denote the $I J \times 1$ vector of bilateral foreign affiliate sales across all industries and host countries in year $t$ by $\mathbf{y}_{t} .{ }^{4}$ The $I J \times K$ matrix $\mathbf{X}_{t}$ contains the observations of all $K$ explanatory variables (including a constant) in year $t$, and $\boldsymbol{\beta}$ is the corresponding $K \times 1$ vector of parameters. According to the discussion above, weighted foreign market size (or market potential) captures one reason for horizontal or even vertical interdependence and should be included in the empirical model (a more precise definition of this variable will be given below). However, we do not expect market potential to capture third-country effects in a comprehensive way. Other relevant third-country effects transmitted through horizontal or vertical relationships could result from (differences in) legal, institutional, cultural, or technological characteristics of host countries, which are hard to measure by observable variables. As usual in econometric models, we capture all such variables by a disturbance term. Let us denote the latter by the $I J \times 1$ vector $\mathbf{u}_{t}$. However, unlike previous studies on MNE activity, we allow the variables captured in the disturbance term to exhibit a horizontal as well as vertical cross-sectional dependence structure, similar to market potential. This leads to a second-order spatial regressive error process. Taking stock, we may characterize the empirical model for a single time period $t$ as follows:

$$
\begin{equation*}
\mathbf{y}_{t}=\mathbf{X}_{t} \boldsymbol{\beta}+\mathbf{u}_{t} \quad \text { with } \quad \mathbf{u}_{t}=\left(\rho_{\mathrm{H}} \mathbf{H}+\rho_{\mathrm{V}} \mathbf{V}\right) \mathbf{u}_{t}+\boldsymbol{\mu}+\boldsymbol{\omega}_{t}, \tag{1}
\end{equation*}
$$

where $\mathbf{H}$ and $\mathbf{V}$ are time-invariant $I J \times I J$ matrices reflecting the structure of horizontal and vertical interdependence. As will be outlined in more detail below, $\mathbf{H}$ and $\mathbf{V}$ will be constructed from bilateral trade and input-output data. The strength of horizontal and vertical

[^3]interdependence is measured by the parameters $\rho_{\mathrm{H}}$ and $\rho_{\mathrm{V}}$, respectively. ${ }^{5}$ Finally, as is standard in the panel data error components literature, the $I J \times 1$ vector $\mu$ contains timeinvariant, industry-and-country-specific random effects, whereas the $I J \times 1$ vector $\boldsymbol{\omega}_{t}$ includes industry-and-country-specific, time-variant remainder disturbances. We may think of the latter two terms as catch-all vectors of time-variant and time-invariant variables affecting FAS, which are orthogonal to $\mathbf{X}_{t}, \mathbf{H}$, and $\mathbf{V}$.

The process of $\mathbf{u}_{t}$ in (1) can be re-written as $\mathbf{u}_{t}=\left(\mathbf{I}-\rho_{\mathrm{H}} \mathbf{H}+\rho_{\mathrm{V}} \mathbf{V}\right)^{-1}\left(\boldsymbol{\mu}+\boldsymbol{\omega}_{t}\right)$, where $\mathbf{I}$ denotes an $I J \times I J$ identity matrix. Obviously, this creates horizontal interdependence (through $\mathbf{H}$ ) and vertical interdependence (through $\mathbf{V}$ ) in $\mathbf{u}_{t}$ across all host country and industry pairs. Existing estimators for models of 'spatial' interdependence with panel data (e.g., Kapoor, Kelejian, and Prucha, 2007) rely upon a single channel of interdependence of the form $\mathbf{u}_{t}=(\mathbf{I}-\rho \mathbf{W})^{-1}\left(\boldsymbol{\mu}+\boldsymbol{\omega}_{t}\right)$ and would not allow to disentangle the horizontal ( $\rho_{\mathrm{H}} \mathbf{H}$ ) and the vertical dimension ( $\rho_{\mathrm{V}} \mathbf{V}$ ) of the process. We derive the moment conditions for a generalized method of moments estimator of $\rho_{\mathrm{H}}$ and $\rho_{\mathrm{V}}$ with panel data in Appendix A. ${ }^{6}$

Overall, model (1) allows for two channels through which horizontal and vertical interdependence materialize: in variables contained $\mathbf{X}_{t}$ such as vertical or horizontal market potential variables (see footnote 5); or in $\mathbf{u}_{t}$ through interdependence in FAS as captured by other, unobservable variables.

## III. Empirical analysis

## 1. Data

Let us distinguish between three sets of data used in the subsequent empirical analysis: first, data on the dependent variable; second, data used to construct the elements of the matrices of

[^4]horizontal and vertical interdependence, $\mathbf{H}$ and $\mathbf{V}$; third, explanatory variables to determine annual FAS at the industry and country-pair level as collected in $\mathbf{X}_{t}$.

## The dependent variable: Foreign affiliate sales (FAS)

We use FAS of the United States as published by the Bureau of Economic Analysis. To ensure as much homogeneity across host countries with regard to political and institutional settings as possible in order to avoid omitted variables bias, we confine the analysis to a set of 16 European host countries and seven industries over the period 1983 to 2000. Appendix B provides a detailed description of the data and sample composition. The industry level of aggregation is dictated by the dependent variable (FAS). The focus on a set of Western European countries is motivated by their homogeneity with regard to relative factor endowments, the availability and quality of data on the explanatory variables, and the fact that U.S. MNEs much less likely trade off location and production decisions between Europe and other continents rather than within Europe.

Previous findings suggest that our focus on a set of fairly homogeneous, highly developed host countries should entail a relatively stronger presence of horizontal MNEs than in a broader sample including also less developed economies. In other words, evidence on the presence of vertical motives of MNEs in the present sample would be suggestive of their even more important role on a world-wide basis.

## Elements of the $\mathbf{H}$ and $\mathbf{V}$ matrices of interdependence

The elements of both the horizontal interdependence matrix $\mathbf{H}$ and the vertical interdependence matrix $\mathbf{V}$ are based upon information from OECD's Input-Output Database and the STAN Bilateral Trade Database. In particular, the entries of $\mathbf{H}$ reflect bilateral final goods trade flows across host countries of U.S. MNEs within an industry. Horizontal interdependence in bilateral FAS is hypothesized to be large where an element of $\mathbf{H}$ is relatively large, leading to a higher H-related correlation in FAS between two host countries through demand (market potential) or unobservable variables. For instance, such an interdependence could be related to final goods trade within a particular industry among two host countries through U.S. export-platforms in either host country. Denote the typical element of $\mathbf{H}$ by $h_{i j, l m}$. The latter reflects final goods trade of country $i$ 's industry $j$ with country l's industry $m$, expressed as a share of gross output of country $i$ 's industry $j$. Horizontal relationships as defined above can only occur within an industry and across host countries. Consequently, $h_{i j, l m} \neq 0$ only for $i \neq l$ and $j=m$.

Vertical interdependence occurs through input-output relationships within and across industrial boundaries-both within and across host countries. Analogously, vertical interdependence in FAS is hypothesized to be large where an element of $\mathbf{V}$ is relatively large. A typical element $v_{i j, m l}$ of the matrix $\mathbf{V}$ gives intermediate goods trade between country $i$ 's industry $j$ and country l's industry $m$, again expressed as a share of gross output. Potentially, all elements of $\mathbf{V}$ may take nonzero values.

Appendix B2 provides a detailed description of the construction of the interdependence matrices $\mathbf{V}$ and $\mathbf{H}$. In line with the literature on spatial econometrics, the main diagonal elements of $\mathbf{V}$ and $\mathbf{H}$ are set to zero. Furthermore, the elements of both $\mathbf{V}$ and $\mathbf{H}$ are normalized so that all entries in a row add up to unity (this is referred to as rownormalization).

## Explanatory variables collected in $\mathbf{X}_{t}$

We use a large set of indicator variables but a small number of explanatory variables in $\mathbf{X}_{t}$. The indicator variables encompass a full set of country and industry dummies and wipe out all time-invariant country-specific (e.g., geographical, cultural, legal, institutional) and even industry-specific economic variables (such as relative factor endowments). This allows us to focus on the economic effects of a few industry-level covariates (varying across $i, j$, and $t$ ) and, in particular, on the issue of horizontal versus vertical interdependence in FAS. Among the covariates, we use gross output and apparent consumption (gross output minus exports plus imports) as two alternative measures of the size of domestic market size or demand, and export openness (nominal exports as a fraction of gross output) as well as import openness (nominal imports as a fraction of gross output) and labor productivity (value added per employee) as explanatory variables. ${ }^{8}$ Data source is the OECD STAN database.

Notice that bilateral FAS of U.S. MNEs in a particular industry constitute only a small share of a host country's total sales of that industry and, in turn, they are unlikely to be relevant

[^5]determinants of labor productivity or total trade in that country and industry. Hence, the set of explanatory variables in model (1) can be reasonably assumed to be exogenous.

The aforementioned theoretical work on the determinants of complex MNE activity delivers hypotheses about interdependence which mainly root in demand linkages-with regard to either final or intermediate goods. Therefore, two key variables of interest are related to foreign demand: one weighted by $\mathbf{H}$ and the other one weighted by $\mathbf{V}$. Collecting data on the level of demand for products from industry $i$ and country $j$ in year $t$ into the $I J \times 1$ vector $\mathbf{d}_{t}$, the horizontal and vertical demand linkage (or market potential) variables are $\mathbf{H} \mathbf{d}_{t}$ and $\mathbf{V} \mathbf{d}_{t}$ respectively.

Descriptive statistics of the variables included in model (1) are summarized in Table B in the Appendix.

## 2. Results

With the explanatory variables at hand, the main specification of the model reads as follows:

$$
\begin{align*}
& y_{i j, t}=\beta_{0}+\beta_{1} \text { Demand }_{i j, t}+\beta_{2} \text { Demand }_{i j, t}^{H}+\beta_{3} \text { Demand }_{i j, t}^{V}+\beta_{4} \text { Exports }_{i j, t}  \tag{2}\\
& +\beta_{5} \text { Imports }_{i j, t}+\beta_{6}(\text { Value Added } / \text { Employment })_{i j, t}+\kappa_{i}+\lambda_{j}+u_{i j, t}
\end{align*}
$$

where $y_{i j, t}$ is FAS in industry $i$ to host country $j$ in year $t$, and $\operatorname{Demand}_{i j, t}$ is measured either as gross output or apparent consumption and represents elements of $\mathbf{d}_{t} . \operatorname{Demand}_{i j, t}^{H}$ and Demand $_{i j, t}^{V}$ represent elements of $\mathbf{H d}_{t}$ and $\mathbf{V d}_{t}$, respectively. Exports $s_{i j, t}$ and Imports ${ }_{i j, t}$ are measured as a share of gross output, and $u_{i j, t}$ is defined as in equation (1). Among the variables in equation (2), $y_{i j, t}$, Demand $_{i j, t}$, and (Value Added $/$ Employment $_{i j, t}$ enter in logarithmic form. $\kappa_{i}$ and $\lambda_{j}$ are host-country- and industry-specific fixed effects, respectively.

In vector form, equation (2) may be written for period $t$ as

$$
\begin{equation*}
\mathbf{y}_{t}=\beta_{0} \mathbf{l}_{t}+\beta_{1} \mathbf{d}_{t}+\beta_{2} \mathbf{H} \mathbf{d}_{t}+\beta_{3} \mathbf{V} \mathbf{d}_{t}+\beta_{4} \mathbf{x}_{t}+\beta_{5} \mathbf{m}_{t}+\beta_{6} \mathbf{a}_{t}+\mathbf{Z}_{t}^{\kappa} \mathbf{\kappa}+\mathbf{Z}_{t}^{\lambda} \lambda+\mathbf{u}_{t}, \tag{3}
\end{equation*}
$$

where $\mathbf{t}_{t}, \mathbf{x}_{t}, \mathbf{m}_{t}$ and $\mathbf{a}_{t}$ indicate $I J \times 1$ vectors of ones and the observations on the variables Exports, Imports, and Value Added/Employment in period $t$, respectively. $\mathbf{Z}^{\kappa}$ and $\mathbf{Z}^{\lambda}$ are
design matrices consisting of host-country- and industry-specific indicator variables, respectively, and $\kappa$ and $\lambda$ are the corresponding fixed effect parameter vectors. By assumption, neither $\mathbf{Z}^{\kappa}$ and $\mathbf{Z}^{\lambda}$ nor $\boldsymbol{\kappa}$ and $\lambda$ vary over time. All variables denoted by lowercase letters with subscript $t$ in equation (3) are $I J \times 1$ vectors, $\mathbf{Z}^{\kappa}$ is an $I J \times I$ matrix and $\mathbf{Z}^{\lambda}$ is of dimension $I J \times J, \boldsymbol{\kappa}$ is an $I \times 1$ vector, and $\boldsymbol{\lambda}$ is of dimension $J \times 1$. In terms of equation (1), $\mathbf{X}_{t}=\left[\mathbf{t}_{t}, \mathbf{d}_{t}, \mathbf{H d}_{t}, \mathbf{V d}_{t}, \mathbf{x}_{t}, \mathbf{m}_{t}, \mathbf{a}_{t}, \mathbf{Z}^{\kappa}, \mathbf{Z}^{\lambda}\right]$ and $\boldsymbol{\beta}=\left[\beta_{0}, \ldots, \beta_{6}, \boldsymbol{\kappa}^{\prime}, \boldsymbol{\lambda}^{\prime}\right]^{\prime}$. We estimate alternative variants of that model and report the results in Table 1.

Table 1. Estimation results for model (1)

|  | d = output |  | d = apparent consumption |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $\begin{gathered} \text { LS } \\ \text { (1a) } \end{gathered}$ | FGLS <br> (1b) | $\begin{gathered} \text { LS } \\ \text { (2a) } \end{gathered}$ | FGLS <br> (2b) |
| d | $\begin{aligned} & 0.681^{* * *} \\ & (0.083) \end{aligned}$ | $\begin{gathered} 0.253^{* *} \\ (0.119) \end{gathered}$ | $\begin{aligned} & 0.655^{* * *} \\ & (0.086) \end{aligned}$ | $\begin{gathered} 0.132 \\ (0.122) \end{gathered}$ |
| Vd |  | $\begin{aligned} & 0.769^{* * * *} \\ & (0.223) \end{aligned}$ |  | $\begin{aligned} & 0.781^{* * * *} \\ & (0.226) \end{aligned}$ |
| Hd |  | $\begin{gathered} 0.518^{* *} \\ (0.215) \end{gathered}$ |  | $\begin{gathered} 0.4333^{* *} \\ (0.203) \end{gathered}$ |
| m | $\begin{aligned} & -1.703^{* * *} \\ & (0.129) \end{aligned}$ | $\begin{aligned} & -0.556^{* * *} \\ & (0.102) \end{aligned}$ | $\begin{aligned} & -2.045^{* * *} \\ & (0.123) \end{aligned}$ | $\begin{aligned} & -0.667^{* * *} \\ & (0.100) \end{aligned}$ |
| $\mathbf{x}$ | $\begin{gathered} 0.073 \\ (0.275) \end{gathered}$ | $\begin{gathered} 0.531^{* *} \\ (0.211) \end{gathered}$ | $\begin{gathered} 0.488^{*} \\ (0.265) \end{gathered}$ | $\begin{aligned} & 0.677^{* * *} \\ & (0.220) \end{aligned}$ |
| a | $\begin{aligned} & 0.685^{* * *} \\ & (0.081) \end{aligned}$ | $\begin{gathered} 0.275^{* *} \\ (0.122) \end{gathered}$ | $\begin{aligned} & 0.693^{* * *} \\ & (0.081) \end{aligned}$ | $\begin{aligned} & 0.353^{* * * *} \\ & (0.122) \end{aligned}$ |
| $\bar{R}^{2}$ | 0.730 | 0.758 | 0.728 | 0.756 |
| SEE | 1.831 | 1.893 | 1.835 | 1.895 |
| Error process |  |  |  |  |
| $\rho_{\text {H }}$ |  | 0.021 |  | 0.09 |
| $\rho_{\mathrm{v}}$ |  | 0.454 |  | 0.394 |
| $\sigma_{\omega}^{2}$ |  | 0.612 |  | 0.621 |
| $\sigma_{1}^{2}$ |  | 44.992 |  | 45.012 |

Dependent variable is log of foreign affiliate sales (y). All models include country and industry dummies and are based on a balanced panel with 2016 observations (cross-section dimension: 16 countries, 7 industries; time dimension: 1983-2000). In columns (1b) and (2b) the $\bar{R}^{2}$ is calculated from the squared correlation between actual and predicted values; the standard error of estimation (SEE) refers to feasible generalized least squares (FGLS) estimates. The GM estimates of $\rho_{\mathrm{V}}$ and $\rho_{\mathrm{H}}$ are based on least squares residuals.

Table 1 consists of four panels of results. Those on the left-hand side are based upon gross output as a measure of local demand in a host country, while the ones on the right-hand-side use apparent consumption instead. The two panels at the top of the table report parameter estimates from the main specification given by equation (2). The two panels at the bottom summarize model characteristics as well as estimates of the parameters $\rho_{\mathrm{H}}$ and $\rho_{\mathrm{V}}$, reflecting the intensity of horizontal and vertical interdependence of FAS across host countries and industries with respect to unobservable variables.

The specifications in columns (1a) and (2a) include only four explanatory variables: Demand (gross output or apparent consumption), Exports, Imports, and Value Added/Employment. In terms of equation (2) they assume $\beta_{2}=\beta_{3}=0, \rho_{\mathrm{H}}=\rho_{\mathrm{V}}=0$, and are estimated by ordinary least squares (OLS). The specifications in columns (1b) and (2b) relax these restrictions, correspond to equation (2), and are estimated using feasible generalized least squares (FGLS).

The results may be summarized as follows. The explanatory power of the models is quite high across the board. Demand and Value Added/Employment exhibit a positive impact on bilateral FAS which is significantly different from zero. The elasticities for the two variables are quantitatively similar: a one percent increase in Demand or Value Added/Employment leads to an increase in bilateral FAS by about 0.25 percent in the specifications in columns (1b) and (2b). The corresponding elasticities are higher in the restricted specifications in columns (1a) and (2a) by almost three orders of magnitude, but these specifications are rejected against their less parsimonious counterparts. ${ }^{9}$ The absolute values of the point estimates for the parameters of Exports and Imports are very similar. In fact, the results suggest that one could use the difference between these two variables as a single regressor instead of including them independently. An increase in Exports of a particular country and industry leads to an influx of FAS by the U.S. and an increase in Imports exerts the opposite effect. After controlling for weighted Demand abroad (market potential) through $\mathbf{H d}_{t}$ and $\mathbf{V d}_{t}$, and for Value Added/Employment through $\mathbf{a}_{t}$, these variables may capture time-variant political, geographical, or industry-specific impediments favorable to foreign trade. The positive impact of a country and industry's Exports and the negative one of Imports on FAS suggest that U.S. MNEs prefer locating their plants in markets with less import competition. This result also indicates that export platforms-either of the horizontal or the vertical type-seem important.

[^6]Our primary interest is whether horizontal or vertical interdependence across markets (host countries and industries) is relatively more important. Results speak a clear language: on the one hand, vertical linkages of FAS related to Demand $\left(\mathbf{V d}_{t}\right)$ enter positively and are more important than horizontal linkages $\left(\mathbf{H d}_{t}\right)\left(\beta_{2}, \beta_{3}>0\right.$ and $\left.\beta_{2}>\beta_{3}\right)$; similarly, vertical linkages related to unobservable variables ( $\mathbf{V} \mathbf{u}_{t}$ ) enter positively and are more important than horizontal linkages $\left(\mathbf{H} \mathbf{u}_{t}\right)\left(\rho_{\mathrm{H}}, \rho_{\mathrm{V}}>0\right.$ and $\left.\rho_{\mathrm{V}}>\rho_{\mathrm{H}}\right)$. These findings suggest that host markets are interrelated through trade in intermediate goods, ${ }^{10}$ creating vertical interdependence in FAS across host countries and industries, and that the underlying vertical motives for MNE activity are relatively more important than horizontal ones. Given that our sample comprises a set of fairly homogeneous, highly developed host countries, this is a particularly strong finding.

## 3. Sensitivity analysis

It is the aim of this section to assess the sensitivity of the above results in various regards. In particular, we undertake the following sensitivity checks for Models 2 and 4 and summarize the findings in Table 2 (the left-hand side of the table pertains to variants of Model 2 and the right-hand side to variants of Model 4). First, we use predicted rather than actual values for horizontal and vertical linkages captured by $\mathbf{H}$ and $\mathbf{V}$ to illustrate that a possible dependence of their elements on the dependent variable (FAS of U.S. MNEs) is not a concern here. In particular, we estimate gravity-type models which include industry- and country-specific fixed effects as well as industry-pair-specific effects of bilateral distance to predict the crosssectional entries of $\mathbf{H}$ and $\mathbf{V}$, respectively (see Appendix C for details). In column (1a), gross output is used measure of Demand (associated with the $I J \times 1$ vector $\mathbf{d}_{t}$ for period $t$ ), whereas apparent consumption is used in column (2a). The results suggest that there is no qualitative difference as to our key conclusions about the estimates of the parameters $\beta_{2}, \beta_{3}, \rho_{\mathrm{H}}$, and $\rho_{\mathrm{V}}$ compared with Table 1. ${ }^{11}$

[^7]Table 2. Sensitivity analysis

|  | d = output |  |  |  |  | d = apparent consumption |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | (1a) | (1b) | (1c) | (1d) | (1e) | (2a) | (2b) | (2c) | (2d) | (2e) |
| d | $\begin{aligned} & 0.346^{* * *} \\ & (0.123) \end{aligned}$ | $\begin{aligned} & 0.275^{* *} \\ & (0.117) \end{aligned}$ | $\begin{aligned} & 0.232^{*} \\ & (0.119) \end{aligned}$ | $\begin{aligned} & 0.210^{*} \\ & (0.121) \end{aligned}$ | $\begin{aligned} & 0.254^{* *} \\ & (0.119) \end{aligned}$ | $\begin{aligned} & 0.155 \\ & (0.128) \end{aligned}$ | $\begin{aligned} & 0.155 \\ & (0.119) \end{aligned}$ | $\begin{aligned} & 0.103 \\ & (0.122) \end{aligned}$ | $\begin{aligned} & 0.082 \\ & (0.124) \end{aligned}$ | $\begin{aligned} & 0.133 \\ & (0.122) \end{aligned}$ |
| Vd | $\begin{aligned} & 0.560^{* *} \\ & (0.253) \end{aligned}$ | $\begin{aligned} & 0.814^{* * *} \\ & (0.224) \end{aligned}$ | $\begin{aligned} & 0.986 * * * \\ & (0.201) \end{aligned}$ | $\begin{aligned} & 0.950^{* * *} \\ & (0.197) \end{aligned}$ | $\begin{aligned} & 0.768^{* * *} \\ & (0.223) \end{aligned}$ | $\begin{aligned} & 0.661^{* *} \\ & (0.262) \end{aligned}$ | $\begin{aligned} & 0.852^{* * *} \\ & (0.225) \end{aligned}$ | $\begin{aligned} & 0.935^{* * *} \\ & (0.206) \end{aligned}$ | $\begin{aligned} & 0.954^{* * *} \\ & (0.209) \end{aligned}$ | $\begin{aligned} & 0.779^{* * *} \\ & (0.226) \end{aligned}$ |
| Hd | $\begin{aligned} & 0.335 \\ & (0.237) \end{aligned}$ | $\begin{aligned} & 0.540^{* * *} \\ & (0.209) \end{aligned}$ | $\begin{aligned} & 0.125 \\ & (0.119) \end{aligned}$ | $\begin{aligned} & 0.023 \\ & (0.047) \end{aligned}$ | $\begin{aligned} & 0.520^{* *} \\ & (0.214) \end{aligned}$ | $\begin{aligned} & 0.516^{* *} \\ & (0.229) \end{aligned}$ | $\begin{aligned} & 0.519^{* * *} \\ & (0.195) \end{aligned}$ | $\begin{aligned} & 0.152 \\ & (0.117) \end{aligned}$ | $\begin{aligned} & 0.027 \\ & (0.047) \end{aligned}$ | $\begin{aligned} & 0.439^{* *} \\ & (0.203) \end{aligned}$ |
| m | $\begin{aligned} & -0.517^{* * *} \\ & (0.103) \end{aligned}$ | $\begin{aligned} & -0.540^{* * * *} \\ & (0.100) \end{aligned}$ | $\begin{aligned} & -0.544^{* * *} \\ & (0.101) \end{aligned}$ | $\begin{aligned} & -0.522^{* * * *} \\ & (0.100) \end{aligned}$ | $\begin{aligned} & -0.556^{* * *} \\ & (0.102) \end{aligned}$ | $\begin{aligned} & -0.663^{* * * * *} \\ & (0.102) \end{aligned}$ | $\begin{aligned} & -0.676^{* * *} \\ & (0.100) \end{aligned}$ | $\begin{aligned} & -0.651^{* * *} \\ & (0.101) \end{aligned}$ | $\begin{aligned} & -0.617^{* * *} \\ & (0.099) \end{aligned}$ | $\begin{aligned} & -0.668^{* * * *} \\ & (0.100) \end{aligned}$ |
| x | $\begin{aligned} & 0.505^{* *} \\ & (0.219) \end{aligned}$ | $\begin{aligned} & 0.519^{* *} \\ & (0.212) \end{aligned}$ | $\begin{aligned} & 0.524^{* *} \\ & (0.207) \end{aligned}$ | $\begin{aligned} & 0.554^{* * *} \\ & (0.210) \end{aligned}$ | $\begin{aligned} & 0.532^{* *} \\ & (0.211) \end{aligned}$ | $\begin{aligned} & 0.659^{* * *} \\ & (0.227) \end{aligned}$ | $\begin{aligned} & 0.663^{* * *} \\ & (0.220) \end{aligned}$ | $\begin{aligned} & 0.667^{* * *} \\ & (0.214) \end{aligned}$ | $\begin{aligned} & 0.665^{* * *} \\ & (0.218) \end{aligned}$ | $\begin{aligned} & 0.677^{* * *} \\ & (0.220) \end{aligned}$ |
| a | $\begin{aligned} & 0.084 \\ & (0.128) \end{aligned}$ | $\begin{aligned} & 0.243^{* *} \\ & (0.122) \end{aligned}$ | $\begin{aligned} & 0.378^{* * *} \\ & (0.120) \end{aligned}$ | $\begin{aligned} & 0.361 * * * \\ & (0.120) \end{aligned}$ | $\begin{aligned} & 0.274^{* *} \\ & (0.122) \end{aligned}$ | $\begin{aligned} & 0.224^{*} \\ & (0.126) \end{aligned}$ | $\begin{aligned} & 0.321^{* * *} \\ & (0.122) \end{aligned}$ | $\begin{aligned} & 0.480^{* * *} \\ & (0.120) \end{aligned}$ | $\begin{aligned} & 0.472^{* * *} \\ & (0.119) \end{aligned}$ | $\begin{aligned} & 0.352^{* * *} \\ & (0.122) \end{aligned}$ |
| $\bar{R}^{2}$ | 0.739 | 0.758 | 0.748 | 0.743 | 0.758 | 0.739 | 1.000 | 0.746 | 0.741 | 0.756 |
| SEE | 2.096 | 1.884 | 1.867 | 1.879 | 1.893 | 1.983 | 1.885 | 1.880 | 1.885 | 1.895 |
| Error process |  |  |  |  |  |  |  |  |  |  |
| $\rho_{\text {H }}$ | 0.154 | 0.523 | -0.089 | 0.042 | 0.022 | 0.179 | 0.843 | -0.051 | 0.065 | 0.089 |
| $\rho_{\mathrm{v}}$ | 0.625 | 0.960 | 0.476 | 0.414 | 0.454 | 0.518 | 0.827 | 0.406 | 0.346 | 0.396 |
| $\sigma_{\omega}^{2}$ | 0.595 | 0.613 | 0.593 | 0.590 | 0.612 | 0.598 | 0.624 | 0.598 | 0.597 | 0.621 |
| $\sigma_{1}^{2}$ | 51.030 | 44.726 | 48.698 | 48.982 | 45.002 | 50.543 | 44.924 | 48.329 | 48.809 | 45.046 |

Notes: See also Table 1. All columns report FGLS estimates. The GM estimates of $\rho_{\mathrm{V}}$ and $\rho_{\mathrm{H}}$ are based on least squares residuals. The specifications in the columns are as follows: (a) predicted weight matrices $\hat{\mathbf{V}}$ and $\hat{\mathbf{H}}$ are used instead of $\mathbf{V}$ and $\mathbf{H}$. (b) $\mathbf{V}$ and $\mathbf{H}$ in error process are maximum-normalized. (c) $\mathbf{V}$ and $\mathbf{H}$ were truncated, such that the smallest 10 percent of the non-zero entries were set to zero. (d) $\mathbf{V}$ and $\mathbf{H}$ were truncated, such that the smallest 20 percent of the non-zero entries were set to zero. (e) $\mathbf{V}$ and $\mathbf{H}$ based on imports and use data rather than imports plus exports and use plus delivery data.

Second, we change the normalization of the entries in $\mathbf{H}$ and $\mathbf{V}$ by using the maximum row sum (i.e., a scalar) rather than each row's sum (i.e., a row vector) to normalize the entries of the underlying matrices. While the row-normalization employed in the specifications in Table 1 implies that only relative horizontal or vertical interdependence matters between host countries and industries, maximum row sum normalization postulates that the absolute level of horizontal or vertical goods trade shares matters rather than the relative share. Again, the results are suggestive: while the estimates of $\rho_{\mathrm{H}}$ and $\rho_{\mathrm{V}}$ under row-normalization were in the permissible parameter space, the ones under maximum row-normalization in columns (1b) and (2b) of Table 2 are not. This result indicates that maximum row-sum normalization of the interdependence matrices $\mathbf{H}$ and $\mathbf{V}$ is less appropriate than row-normalization for the data and model at hand.

Third, we consider two alternative versions for a cut-off value of the entries of the unnormalized interdependence matrices underlying $\mathbf{H}$ and $\mathbf{V}$. So far, we assumed that (unnormalized) interdependence declines linearly with less horizontal and vertical trade, respectively. In the sensitivity checks summarized in columns (1c) and (2c), we assume that unnormalized interdependence is equal to zero for the smallest 10 percent of positive horizontal and vertical trade flows as a share of gross output each. In columns (1d) and (2d), we set the smallest 20 percent of the horizontal and vertical trade flows to zero instead. This establishes a non-monotonic decay function of interdependence, suggesting that some minimal level of trade is necessary to create interdependent FAS across countries and industries. The corresponding estimates in Table 2 indicate that the results obtained so far are qualitatively insensitive to such modifications of the interdependence decay function.

Finally, we change the content of the matrices $\mathbf{H}$ and $\mathbf{V}$ by combining only import trade data with use data from input-output tables rather than export plus import trade data with make and use input-output data. There are two reasons for such a sensitivity check: on the one hand, it is accepted that imports are measured more accurately than export; on the other hand, it seems plausible that at least horizontal interdependence is stronger related to-import competition rather than export competition. For instance, a country which imports a lot from another economy where U.S. FAS are large is likely to be served through export platforms there rather than local FAS by U.S. MNEs. Such interdependence might be less strongly related to export relationships. The corresponding estimates are reported in columns (1e) and (2e) of Table 2. Comparing the results to their counterparts in columns (1b) and (2b) of Table 1 there is no qualitative difference to the original findings: interdependence matters more strongly for vertically linked markets than for horizontally linked ones, irrespective of whether we
consider demand linkages captured by $\mathbf{H d}_{t}$ and $\mathbf{V} \mathbf{d}_{t}$ or linkages with respect to unobservable factors, i.e., $\rho_{\mathrm{H}} \mathbf{H} \mathbf{u}_{t}$ and $\rho_{\mathrm{V}} \mathbf{V} \mathbf{u}_{t}$, respectively.

Overall, we conclude that the results in Table 1 are qualitatively robust and go on to quantify the role of horizontal and vertical interdependence in the sequel, using the preferred specification in column (1b) of Table 1. ${ }^{12}$

## 4. Quantification of the role of vertical versus horizontal interdependence

In the subsequent discussion, it is useful to distinguish between (horizontal and vertical) interdependence related to market size (demand)—created by $\beta_{2} \mathbf{H d}_{t}+\beta_{3} \mathbf{V} \mathbf{d}_{t}$ in equation (3)—on the one hand, and interdependence related to unobservable variables-created by $\mathbf{u}_{t}=\left(\mathbf{I}-\rho_{\mathrm{H}} \mathbf{H}+\rho_{\mathrm{V}} \mathbf{V}\right)^{-1}\left(\boldsymbol{\mu}+\boldsymbol{\omega}_{t}\right)$ through equation (1)—on the other hand. For a quantification of the impact of linkage effects, note that a shock in $\mathbf{d}_{t}$ triggers immediate effects only, while a shock in the unobservable variables $\left(\boldsymbol{\mu}+\boldsymbol{\omega}_{t}\right)$ leads to direct and indirect effects through the linkage ‘multiplier' $\left(\mathbf{I}-\rho_{\mathrm{H}} \mathbf{H}-\rho_{\mathrm{V}} \mathbf{V}\right)^{-1}$.

A unitary shock in Demand across all countries and industries ( $\mathbf{t}_{t}$ ) creates a horizontal linkage effect of $\beta_{2}$ and a vertical one of $\beta_{3}$. Since $\mathbf{d}_{t}$ is expressed in logarithmic form, $\beta_{2}$ and $\beta_{3}$ reflect demand linkage elasticities. This is due to the fact that $\mathbf{H}$ and $\mathbf{V}$ are rownormalized in Model 2 and a unitary change in $\mathbf{d}_{t}$ always translates into a change in FAS of $\left(\beta_{2}+\beta_{3}\right) \mathbf{t}_{t}$. Hence, we may conclude that the vertical demand linkage elasticity is almost twice as large as the horizontal one.

Linkage effects through the unobservable variables generate more complex, non-linear effects. Again, the normalization of both $\mathbf{H}$ and $\mathbf{V}$ helps in the formulation, since a unitary shock in $\left(\boldsymbol{\mu}+\boldsymbol{\omega}_{t}\right)$ translates into an effect on FAS of $\left(\mathbf{I}-\rho_{\mathrm{H}} \mathbf{H}-\rho_{\mathrm{V}} \mathbf{V}\right)^{-1} \mathbf{l}_{t}$. The average effect associated with such a shock on a host-country-industry-dyad's FAS of the U.S. is then $(1 / I J) \mathbf{\imath}_{t}^{\prime}\left(\mathbf{I}-\rho_{\mathrm{H}} \mathbf{H}-\rho_{\mathrm{V}} \mathbf{V}\right)^{-1} \mathbf{\iota}_{t}$, which amounts to $1 /\left(1-\rho_{\mathrm{H}}-\rho_{\mathrm{V}}\right)$ with row-normalized matrices $\mathbf{H}$ and $\mathbf{V}$. Hence, our estimates suggest that a unitary shock in $\left(\boldsymbol{\mu}+\boldsymbol{\omega}_{t}\right)$ leads to a

[^8]change in average bilateral FAS of 1.94 percent, of which the lion's share is made up by vertical linkages according to the estimates of $\rho_{\mathrm{H}}$ and $\rho_{\mathrm{V}}$ in Table 1. Unlike with demand linkages, however, a linear decomposition of the 'impact multiplier' ( $\left.\mathbf{I}-\rho_{\mathrm{H}} \mathbf{H}-\rho_{\mathrm{V}} \mathbf{V}\right)^{-1}$ is infeasible due to the non-linear and intertwined propagation of incipient horizontal ( $\rho_{\mathrm{H}} \mathbf{H}$ ) and vertical interdependence effects ( $\rho_{\mathrm{V}} \mathbf{V}$ ).

## IV. Concluding remarks

This paper analyzes the role of horizontal versus vertical linkage effects in multinational activity across host countries and industries. We combine bilateral trade and input-output data for 16 countries and 7 industries to construct measures of horizontal and vertical linkages across host countries and industries in foreign affiliate sales (FAS) of U.S. MNEs. We distinguish between interdependence related to market size (demand) and other, not further specified interdependence related to unobservable factors. Using a panel data set covering the years 1983-2000, we find that vertical demand linkage effects are more important than horizontal ones by one order of magnitude; vertical linkage effects in unobservable variables are more important than horizontal ones by several orders of magnitude.

Our findings are based on a sample of fairly homogeneous, highly developed host countries. They indicate that vertical motives of multinational activity even among such countries may be much more important than previously thought. In particular, the results suggest that small factor cost and endowment differences among developed countries alone are insufficient to interpret previous evidence about multinational activity as pointing to a dominance of horizontal relationships across host countries and affiliates.
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## Appendix A. Estimation of model (1): Econometric issues

## A1. GM estimation of second order spatial regressive error process with panel data

## A1.1 General remarks and notation

To estimate the spatial regressive error process in model (1), we utilize the GM estimation approach introduced by Kelejian and Prucha (1999) in the context of a cross-section model. Kapoor, Kelejian, and Prucha (2007) have extended this estimator to the case of a panel data error components model with a first order spatial regressive process. In order to estimate model (1), which specifies a second order spatial regressive process, we rely on recent work by Badinger and Egger (2008), who have extended the estimator by Kapoor, Kelejian, and Prucha (2007) to the general case of an $R$-th order spatial regressive process. In the following we outline the application of this estimator to model (1). ${ }^{13}$

Stacking observations by time period, model (1) reads as follows:

$$
\begin{equation*}
\mathbf{y}=\mathbf{X} \boldsymbol{\beta}+\mathbf{u} . \tag{A.1}
\end{equation*}
$$

For simplicity of notation, define the index $n=1, \ldots, N=I J$. Then $\mathbf{y}=\left[\mathbf{y}_{1}^{\prime}, \ldots, \mathbf{y}_{T}^{\prime}\right]^{\prime}$ is the $N T \times$ 1 vector of observations on the dependent variable in period $t$ and the $N T \times K$ regressor matrix is given by $\mathbf{X}=\left[\mathbf{X}_{1}^{\prime}, \ldots, \mathbf{X}_{T}^{\prime}\right]^{\prime}$.

The spatial regressive error process reads

$$
\begin{equation*}
\mathbf{u}=\rho_{\mathrm{H}}\left(\mathbf{I}_{T} \otimes \mathbf{H}\right) \mathbf{u}+\rho_{\mathrm{V}}\left(\mathbf{I}_{T} \otimes \mathbf{V}\right) \mathbf{u}+\boldsymbol{\varepsilon}, \tag{A.2}
\end{equation*}
$$

where $\mathbf{u}=\left[\mathbf{u}_{1}^{\prime}, \ldots, \mathbf{u}_{T}^{\prime}\right]^{\prime}$ and $\mathbf{I}_{T}$ is an $T \times T$ identity matrix. The $N T \times 1$ vector $\boldsymbol{\varepsilon}$ of error terms consists of two components:

$$
\begin{equation*}
\boldsymbol{\varepsilon}=\left(\mathbf{e}_{T} \otimes \mathbf{I}_{N}\right) \boldsymbol{\mu}+\boldsymbol{\omega}, \tag{A.3}
\end{equation*}
$$

where $\mathbf{e}_{T}$ is a unit vector of dimension $T \times 1, \boldsymbol{\mu}=\left[\mu_{1}, \mu_{2}, \ldots, \mu_{N}\right]^{\prime}$ is the $N \times 1$ vector of unit specific error components, which are assumed to be independently and identically distributed

[^9]with mean zero and variance $\sigma_{\mu}^{2}$. Finally, $\boldsymbol{\omega}$ is the $N T \times 1$ vector of innovations $\omega_{n, t}$, which are assumed to be independent of $\mu$ and independently and identically distributed with zero mean and variance $\sigma_{\omega}^{2}$.

As a consequence, the variance-covariance matrix of the stacked error term $\varepsilon$ is given by

$$
\begin{equation*}
\boldsymbol{\Omega}_{\varepsilon}=E\left[\boldsymbol{\varepsilon} \boldsymbol{\varepsilon}^{\prime}\right]=\sigma_{\mu}^{2}\left(\mathbf{J}_{T} \otimes \mathbf{I}_{N}\right)+\sigma_{\omega}^{2} \mathbf{I}_{N T}, \tag{A.4}
\end{equation*}
$$

where $\mathbf{J}_{T}=\mathbf{e}_{T} \mathbf{e}_{T}^{\prime}$ is a $T \times T$ matrix with unit elements and $\mathbf{I}_{N T}$ is an identity matrix of dimension $N T \times N T$. Equation (4) can also be written as

$$
\begin{equation*}
\mathbf{\Omega}_{\varepsilon, N}=\sigma_{\omega}^{2} \mathbf{Q}_{0}+\sigma_{1}^{2} \mathbf{Q}_{1}, \tag{A.5}
\end{equation*}
$$

where $\sigma_{1}^{2}=\sigma_{\omega}^{2}+T \sigma_{\mu}^{2}$. The two matrices $\mathbf{Q}_{0}$ and $\mathbf{Q}_{1}$ which are central to the estimation of error component models and the moment conditions of the GM estimator, are defined as

$$
\begin{align*}
& \mathbf{Q}_{0}=\left(\mathbf{I}_{T}-\frac{\mathbf{J}_{T}}{T}\right) \otimes \mathbf{I}_{N}, \text { and }  \tag{A.6}\\
& \mathbf{Q}_{1}=\frac{\mathbf{J}_{T}}{T} \otimes \mathbf{I}_{N}, \text { where } \mathbf{J}_{T}=\mathbf{e}_{T} \mathbf{e}_{T}^{\prime} . \tag{A.7}
\end{align*}
$$

Both $\mathbf{Q}_{0}$ and $\mathbf{Q}_{1}$ are of order $N T \times N T$, symmetric, idempotent, orthogonal to each other and sum up to $\mathbf{I}_{N T}$.

For later reference, note that

$$
\begin{equation*}
\boldsymbol{\varepsilon}=\mathbf{u}-\rho_{\mathrm{H}}\left(\mathbf{I}_{T} \otimes \mathbf{H}\right) \mathbf{u}-\rho_{\mathrm{V}}\left(\mathbf{I}_{T} \otimes \mathbf{V}\right) \mathbf{u}, \tag{A.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{u}=\left[\mathbf{I}_{T} \otimes\left(\mathbf{I}_{N}-\rho_{\mathrm{H}} \mathbf{H}-\rho_{\mathrm{V}} \mathbf{V}\right)^{-1}\right] \varepsilon . \tag{A.9}
\end{equation*}
$$

It follows that the variance-covariance matrix of $\mathbf{u}$ is given by

$$
\begin{equation*}
\boldsymbol{\Omega}_{u}=E\left[\mathbf{u u}^{\prime}\right]=\left[\mathbf{I}_{T} \otimes\left(\mathbf{I}_{N}-\rho_{\mathrm{H}} \mathbf{H}-\rho_{\mathrm{V}} \mathbf{V}\right)^{-1}\right] \boldsymbol{\Omega}_{\varepsilon}\left[\mathbf{I}_{T} \otimes\left(\mathbf{I}_{N}-\rho_{\mathrm{H}} \mathbf{H}-\rho_{\mathrm{V}} \mathbf{V}\right)^{-1}\right] . \tag{A.10}
\end{equation*}
$$

## A1.2 Moment conditions

Kapoor, Kelejian, and Prucha (2007) use 6 moment conditions to estimate the spatial regressive parameter of a first order spatial regressive parameter. These moment conditions are based on quadratic forms of the vector $\boldsymbol{\varepsilon}$ in the spatial weighting matrix (and $\mathbf{Q}_{0}$ and $\mathbf{Q}_{1}$ ). In our case of the second order process, the GM estimates of $\rho_{\mathrm{H}}$ and $\rho_{\mathrm{V}}$ can be obtained by recognizing that the moment conditions given by Kapoor, Kelejian, and Prucha (2007), involving the spatial weighting matrix, must hold for both matrices $\mathbf{H}$ and $\mathbf{V}$.

Define

$$
\begin{equation*}
\overline{\boldsymbol{\varepsilon}}_{\mathrm{H}}=\left(\mathbf{I}_{T} \otimes \mathbf{H}\right) \boldsymbol{\varepsilon}=\left(\mathbf{I}_{T} \otimes \mathbf{H}\right)\left(\mathbf{u}-\rho_{\mathrm{H}}\left(\mathbf{I}_{T} \otimes \mathbf{H}\right) \mathbf{u}-\rho_{\mathrm{V}}\left(\mathbf{I}_{T} \otimes \mathbf{V}\right) \mathbf{u}\right) . \tag{A.11}
\end{equation*}
$$

Associated with matrix $\mathbf{H}$ we have the following moment conditions:

$$
\begin{align*}
& \mathrm{M}_{1, \mathrm{H}} E\left[\frac{1}{N(T-1)} \overline{\boldsymbol{\varepsilon}}_{\mathrm{H}}^{\prime} \mathbf{Q}_{0} \overline{\boldsymbol{\varepsilon}}_{\mathrm{H}}\right]=\sigma_{\omega}^{2} \frac{1}{N} \operatorname{tr}\left(\mathbf{H}^{\prime} \mathbf{H}\right),  \tag{A.12}\\
& \mathrm{M}_{2, \mathrm{H}} E\left[\frac{1}{N(T-1)} \overline{\boldsymbol{\varepsilon}}_{\mathrm{H}}^{\prime} \mathbf{Q}_{0} \mathbf{\varepsilon}\right]=0, \\
& \mathrm{M}_{3, \mathrm{H}} E\left[\frac{1}{N} \overline{\boldsymbol{\varepsilon}}_{\mathrm{H}}^{\prime} \mathbf{Q}_{1} \overline{\boldsymbol{\varepsilon}}_{\mathrm{H}}\right]=\sigma_{1}^{2} \frac{1}{N} \operatorname{tr}\left(\mathbf{H}^{\prime} \mathbf{H}\right), \\
& \mathrm{M}_{4, \mathrm{H}} E\left[\frac{1}{N} \overline{\boldsymbol{\varepsilon}}_{\mathrm{H}}^{\prime} \mathbf{Q}_{1} \boldsymbol{\varepsilon}\right]=0 . .^{14}
\end{align*}
$$

Next define
$\overline{\boldsymbol{\varepsilon}}_{\mathrm{V}}=\left(\mathbf{I}_{T} \otimes \mathbf{V}\right) \boldsymbol{\varepsilon}=\left(\mathbf{I}_{T} \otimes \mathbf{V}\right)\left(\mathbf{u}-\rho_{\mathrm{V}}\left(\mathbf{I}_{T} \otimes \mathbf{H}\right) \mathbf{u}-\rho_{\mathrm{H}}\left(\mathbf{I}_{T} \otimes \mathbf{V}\right) \mathbf{u}\right)$.

Associated with matrix $\mathbf{V}$, we have the following moment conditions:

$$
\begin{align*}
& \mathrm{M}_{1, \mathrm{~V}} E\left[\frac{1}{N(T-1)} \overline{\boldsymbol{\varepsilon}}_{\mathrm{V}}^{\prime} Q_{0} \overline{\boldsymbol{\varepsilon}}_{\mathrm{v}}\right]=\sigma_{\omega}^{2} \frac{1}{N} \operatorname{tr}\left(\mathbf{V}^{\prime} \mathbf{V}\right),  \tag{A.14}\\
& \mathrm{M}_{2, \mathrm{~V}} E\left[\frac{1}{N(T-1)} \overline{\boldsymbol{\varepsilon}}_{\mathrm{v}}^{\prime} Q_{0} \mathbf{\varepsilon}\right]=0,
\end{align*}
$$

[^10]\[

$$
\begin{aligned}
& \mathrm{M}_{3, \mathrm{~V}} E\left[\frac{1}{N} \overline{\mathbf{\varepsilon}}_{\mathrm{V}}^{\prime} Q_{1} \overline{\mathbf{\varepsilon}}_{\mathrm{V}}\right]=\sigma_{1}^{2} \frac{1}{N} \operatorname{tr}\left(\mathbf{V}^{\prime} \mathbf{V}\right), \\
& \mathrm{M}_{4, \mathrm{~V}} E\left[\frac{1}{N} \overline{\mathbf{z}}_{\mathrm{V}}^{\prime} Q_{1} \mathbf{\varepsilon}\right]=0
\end{aligned}
$$
\]

Finally, there are two moment conditions that do not depend on the weighting matrices:

$$
\begin{equation*}
\mathrm{M}_{\mathrm{a}} \quad E\left[\frac{1}{N(T-1)} \boldsymbol{\varepsilon}^{\prime} \mathbf{Q}_{0} \mathbf{\varepsilon}\right]=\sigma_{\omega}^{2}, \tag{A.15}
\end{equation*}
$$

$\mathrm{M}_{\mathrm{b}} \quad E\left[\frac{1}{N} \boldsymbol{\varepsilon}^{\prime} \mathbf{Q}_{1} \boldsymbol{\varepsilon}\right]=\sigma_{1}^{2}$, where $\sigma_{1}^{2}=\sigma_{\omega}^{2}+T \sigma_{\mu}^{2}$.

## A1.3 Definition of GM estimator

Substituting (A.11) into the 10 moment conditions given by (A.12), (A.14), (A.15) and (A.16) yields a 10 equation-system, given by

$$
\begin{equation*}
\gamma-\Gamma \alpha=0 . \tag{A.17}
\end{equation*}
$$

The parameter vector $\boldsymbol{\alpha}=\left(\rho_{\mathrm{H}}, \rho_{\mathrm{V}}, \rho_{\mathrm{H}}^{2}, \rho_{\mathrm{V}}^{2}, \rho_{\mathrm{H}} \rho_{\mathrm{V}}, \sigma_{\omega}^{2}, \sigma_{1}^{2}\right)^{\prime}$ is of dimension $7 \times 1 ; \boldsymbol{\gamma}$ is a $10 \times 1$ vector with elements [ $\gamma_{r}$ ], with $r=1, \ldots, 10$, and $\Gamma$ is a $10 \times 7$ matrix with elements [ $\gamma_{r, c}$ ] with $r=1, \ldots, 10, c=1, \ldots, 7$.

The GM estimates of $\rho_{\mathrm{V}}, \rho_{\mathrm{H}}, \sigma_{\omega}^{2}$, and $\sigma_{1}^{2}$ are then obtained as

$$
\begin{equation*}
\left(\tilde{\rho}_{\mathrm{H}}, \tilde{\rho}_{\mathrm{V}}, \tilde{\sigma}_{\omega}^{2}, \tilde{\sigma}_{1}^{2}\right)=\underset{\rho_{\mathrm{H}}, \rho_{\mathrm{V}}, \sigma_{\omega}^{2}, \sigma_{1}^{2}}{\arg \min }\left[(\tilde{\boldsymbol{\gamma}}-\tilde{\boldsymbol{\Gamma}} \boldsymbol{\alpha})^{\prime} \boldsymbol{\Lambda}(\tilde{\boldsymbol{\gamma}}-\tilde{\boldsymbol{\Gamma}} \boldsymbol{\alpha})\right], \tag{A.18}
\end{equation*}
$$

where the vector $\tilde{\gamma}$ and the matrix $\tilde{\Gamma}$ are the sample counterparts of $\boldsymbol{\gamma}$ and $\boldsymbol{\Gamma}$, obtained by suppressing the expectations operator in the expressions below and replacing $\mathbf{u}$ by consistent estimates $\tilde{\mathbf{u}}$. The matrix $\Lambda$ is an arbitrary weighting matrix, which will be discussed more in detail below. Define

$$
\begin{align*}
& \overline{\mathbf{u}}_{\mathrm{H}}=\left(\mathbf{I}_{T} \otimes \mathbf{H}\right) \mathbf{u}, \overline{\mathbf{u}}_{\mathrm{V}}=\left(\mathbf{I}_{T} \otimes \mathbf{V}\right) \mathbf{u}, \overline{\overline{\mathbf{u}}}_{\mathrm{H}}=\left(\mathbf{I}_{T} \otimes \mathbf{H}\right)\left(\mathbf{I}_{T} \otimes \mathbf{H}\right) \mathbf{u}=\left(\mathbf{I}_{T} \otimes \mathbf{H}^{2}\right) \mathbf{u}  \tag{A.19}\\
& \overline{\mathbf{u}}_{\mathrm{V}}=\left(\mathbf{I}_{T} \otimes \mathbf{V}\right)\left(\mathbf{I}_{T} \otimes \mathbf{V}\right) \mathbf{u}=\left(\mathbf{I}_{T} \otimes \mathbf{V}^{2}\right) \mathbf{u}, \overline{\overline{\mathbf{u}}}_{\mathrm{HV}}=\left(\mathbf{I}_{T} \otimes \mathbf{H}\right)\left(\mathbf{I}_{T} \otimes \mathbf{V}\right) \mathbf{u}=\left(\mathbf{I}_{T} \otimes \mathbf{H V}\right) \mathbf{u}  \tag{A.20}\\
& \overline{\overline{\mathbf{u}}}_{\mathrm{VH}}=\left(\mathbf{I}_{T} \otimes \mathbf{V}\right)\left(\mathbf{I}_{T} \otimes \mathbf{H}\right) \mathbf{u}=\left(\mathbf{I}_{T} \otimes \mathbf{V} \mathbf{H}\right) \mathbf{u} \tag{A.21}
\end{align*}
$$

In Table A1, we define the elements of $\boldsymbol{\gamma}$ and $\boldsymbol{\Gamma}$, grouped the underlying moment condition and the corresponding rows in equation system (A.17).

Table A. Definition of the elements of $\gamma$ and $\boldsymbol{\Gamma}$ in equation system (A.17)

| Moment condition $\mathbf{M}_{1, \mathrm{H}}($ row 1$)$ | Moment condition $\mathbf{M}_{2, \mathrm{H}}($ row 2) |
| :---: | :--- |
| $\gamma_{1}=\frac{1}{N(T-1)} E\left[\overline{\mathbf{u}}_{\mathrm{H}}^{\prime} \mathbf{Q}_{0} \overline{\mathbf{u}}_{\mathrm{H}}\right]$ | $\gamma_{2}=\frac{1}{N(T-1)} E\left[\overline{\mathbf{u}}_{\mathrm{H}}^{\prime} \mathbf{Q}_{0} \mathbf{u}\right]$ |
| $\gamma_{1,1}=\frac{2}{N(T-1)} E\left[\overline{\mathbf{u}}_{\mathrm{H}}^{\prime} \mathbf{Q}_{0} \overline{\mathbf{u}}_{\mathrm{H}}\right]$ | $\gamma_{2,1}=\frac{1}{N(T-1)} E\left[\overline{\overline{\mathbf{u}}}_{\mathrm{H}}^{\prime} \mathbf{Q}_{0} \mathbf{u}+\overline{\mathbf{u}}_{\mathrm{H}}^{\prime} \mathbf{Q}_{0} \overline{\mathbf{u}}_{\mathrm{H}}\right]$ |
| $\gamma_{1,2}=\frac{2}{N(T-1)} E\left[\overline{\mathbf{u}}_{\mathrm{H}}^{\prime} \mathbf{Q}_{0} \overline{\overline{\mathbf{u}}}_{\mathrm{HV}}\right]$ | $\gamma_{2,2}=\frac{1}{N(T-1)} E\left[\overline{\overline{\mathbf{u}}}_{\mathrm{HV}}^{\prime} \mathbf{Q}_{0} \mathbf{u}+\overline{\mathbf{u}}_{\mathrm{H}}^{\prime} \mathbf{Q}_{0} \overline{\mathbf{u}}_{\mathrm{V}}\right]$ |
| $\gamma_{1,3}=-\frac{1}{N(T-1)} E\left[\overline{\overline{\mathbf{u}}}_{\mathrm{H}}^{\prime} \mathbf{Q}_{0} \overline{\overline{\mathbf{u}}}_{\mathrm{H}}\right]$ | $\gamma_{2,3}=-\frac{1}{N(T-1)} E\left[\overline{\overline{\mathbf{u}}}_{\mathrm{HH}}^{\prime} \mathbf{Q}_{0} \overline{\mathbf{u}}_{\mathrm{H}}\right]$ |
| $\gamma_{1,4}=-\frac{1}{N(T-1)} E\left[\overline{\overline{\mathbf{u}}}_{\mathrm{HV}}^{\prime} \mathbf{Q}_{0} \overline{\overline{\mathbf{u}}}_{\mathrm{HV}}\right]$ | $\gamma_{2,4}=-\frac{1}{N(T-1)} E\left[\overline{\overline{\mathbf{u}}}_{\mathrm{HV}}^{\prime} \mathbf{Q}_{0} \overline{\mathbf{u}}_{\mathrm{V}}\right]$ |
| $\gamma_{1,5}=-\frac{2}{N(T-1)} E\left[\overline{\overline{\mathbf{u}}}_{\mathrm{H}}^{\prime} \mathbf{Q}_{0} \overline{\overline{\mathbf{u}}}_{\mathrm{HV}}\right]$ | $\gamma_{2,5}=-\frac{1}{N(T-1)} E\left[\overline{\overline{\mathbf{u}}}_{\mathrm{HV}}^{\prime} \mathbf{Q}_{0} \overline{\mathbf{u}}_{\mathrm{H}}+\overline{\overline{\mathbf{u}}}_{\mathrm{H}}^{\prime} \mathbf{Q}_{0} \overline{\mathbf{u}}_{\mathrm{V}}\right]$ |
| $\gamma_{1,6}=\frac{1}{N} \operatorname{tr(\mathbf {H}^{\prime }\mathbf {H})}$ | $\gamma_{2,6}=0$ |
| $\gamma_{1,7}=0$ | $\gamma_{2,7}=0$ |

Moment condition $\mathrm{M}_{1, \mathrm{~V}}$ (rows 5) Moment condition $\mathrm{M}_{2, \mathrm{~V}}$ (rows 6)

$$
\begin{array}{ll}
\gamma_{5}=\frac{1}{N(T-1)} E\left[\overline{\mathbf{u}}_{\mathrm{V}}^{\prime} \mathbf{Q}_{0} \overline{\mathbf{u}}_{\mathrm{V}}\right] & \gamma_{6}=\frac{1}{N(T-1)} E\left[\overline{\mathbf{u}}_{\mathrm{V}}^{\prime} \mathbf{Q}_{0} \mathbf{u}\right] \\
\gamma_{5,1}=\frac{2}{N(T-1)} E\left[\overline{\mathbf{u}}_{\mathrm{V}}^{\prime} \mathbf{Q}_{0} \overline{\overline{\mathbf{u}}}_{\mathrm{VH}}\right] & \gamma_{6,1}=\frac{1}{N(T-1)} E\left[\overline{\overline{\mathbf{u}}}_{\mathrm{VH}}^{\prime} \mathbf{Q}_{0} \mathbf{u}+\overline{\mathbf{u}}_{\mathrm{V}}^{\prime} \mathbf{Q}_{0} \overline{\mathbf{u}}_{\mathrm{H}}\right] \\
\gamma_{5,2}=\frac{2}{N(T-1)} E\left[\overline{\mathbf{u}}_{\mathrm{V}}^{\prime} \mathbf{Q}_{0} \overline{\overline{\mathbf{u}}}_{\mathrm{V}}\right] & \gamma_{6,2}=\frac{1}{N(T-1)} E\left[\overline{\overline{\mathbf{u}}}_{\mathrm{V}}^{\prime} \mathbf{Q}_{0} \mathbf{u}+\overline{\mathbf{u}}_{\mathrm{V}}^{\prime} \mathbf{Q}_{0} \overline{\mathbf{u}}_{\mathrm{V}}\right] \\
\gamma_{5,3}=-\frac{1}{N(T-1)} E\left[\overline{\overline{\mathbf{u}}}_{\mathrm{VH}}^{\prime} \mathbf{Q}_{0} \overline{\overline{\mathbf{u}}}_{\mathrm{VH}}\right] & \gamma_{6,3}=-\frac{1}{N(T-1)} E\left[\overline{\overline{\mathbf{u}}}_{\mathrm{VH}}^{\prime} \mathbf{Q}_{0} \overline{\mathbf{u}}_{\mathrm{H}}\right] \\
\gamma_{5,4}=-\frac{1}{N(T-1)} E\left[\overline{\overline{\mathbf{u}}}_{\mathrm{V}}^{\prime} \mathbf{Q}_{0} \overline{\overline{\mathbf{u}}}_{\mathrm{V}}\right] & \gamma_{6,5}=-\frac{1}{N(T-1)} E\left[\overline{\overline{\mathbf{u}}}_{\mathrm{V}}^{\prime} \mathbf{Q}_{0} \overline{\mathbf{u}}_{\mathrm{V}}\right] \\
\gamma_{5,5}=-\frac{2}{N(T-1)} E\left[\overline{\overline{\mathbf{u}}}_{\mathrm{V}}^{\prime} \mathbf{Q}_{0} \overline{\mathbf{u}}_{\mathrm{H}}+\overline{\overline{\mathbf{u}}}_{\mathrm{VH}}^{\prime} \mathbf{Q}_{0} \overline{\mathbf{u}}_{\mathrm{V}}\right] \\
\gamma_{5,6}=\frac{1}{N} \operatorname{tr}\left(\mathbf{V}^{\prime} \mathbf{V}\right), & \left.\overline{\overline{\mathbf{u}}}_{\mathrm{VH}}^{\prime} \mathbf{Q}_{0} \overline{\overline{\mathbf{u}}}_{\mathrm{V}}\right]
\end{array}
$$

Table A (continued). Definition of the elements of $\gamma$ and $\boldsymbol{\Gamma}$ in equation system (A.17)

Moment condition $\mathrm{M}_{3, \mathrm{H}}$ (row 3)

$$
\begin{aligned}
& \gamma_{3}=\frac{1}{N} E\left[\overline{\mathbf{u}}_{\mathrm{H}}^{\prime} \mathbf{Q}_{1} \overline{\mathbf{u}}_{\mathrm{H}}\right], \\
& \gamma_{3,1}=\frac{2}{N} E\left[\overline{\mathbf{u}}_{\mathrm{H}}^{\prime} \mathbf{Q}_{1} \overline{\overline{\mathbf{u}}}_{\mathrm{H}}\right] \\
& \gamma_{3,2}=\frac{2}{N} E\left[{\left[\mathbf{u}_{\mathrm{H}}^{\prime} \mathbf{Q}_{1} \overline{\overline{\mathbf{u}}}_{\mathrm{HV}}\right]}^{\gamma_{3,3}=-\frac{1}{N} E\left[\overline{\overline{\mathbf{u}}}_{\mathrm{H}}^{\prime} \mathbf{Q}_{1} \overline{\mathbf{u}}_{\mathrm{H}}\right]}\right. \\
& \gamma_{3,4}=-\frac{1}{N} E\left[\overline{\overline{\mathbf{u}}}_{\mathrm{HV}}^{\prime} \mathbf{Q}_{1} \overline{\overline{\mathbf{u}}}_{\mathrm{HV}}\right] \\
& \gamma_{3,5}=-\frac{2}{N} E\left[\overline{\mathbf{u}}_{\mathrm{H}}^{\prime} \mathbf{Q}_{1} \overline{\mathbf{u}}_{\mathrm{HV}}\right] \\
& \gamma_{3,6}=0 \\
& \gamma_{3,7}=\frac{1}{N} \operatorname{tr}\left(\mathbf{H}^{\prime} \mathbf{H}\right)
\end{aligned}
$$

Moment condition $\mathrm{M}_{4, \mathrm{H}}$ (row 4)

$$
\begin{aligned}
& \gamma_{4}=\frac{1}{N} E\left[\overline{\mathbf{u}}_{\mathrm{H}}^{\prime} \mathbf{Q}_{1, N} \mathbf{u}\right] \\
& \gamma_{4,1}=\frac{1}{N} E\left[\overline{\overline{\mathbf{u}}}_{\mathrm{H}}^{\prime} \mathbf{Q}_{1} \mathbf{u}+\overline{\mathbf{u}}_{\mathrm{H}}^{\prime} \mathbf{Q}_{1} \overline{\mathbf{u}}_{\mathrm{H}}\right] \\
& \gamma_{4,2}=\frac{1}{N} E\left[\overline{\overline{\mathbf{u}}}_{\mathrm{HV}}^{\prime} \mathbf{Q}_{1} \mathbf{u}+\overline{\mathbf{u}}_{\mathrm{H}}^{\prime} \mathbf{Q}_{1} \overline{\mathbf{u}}_{\mathrm{V}}\right] \\
& \gamma_{4,3}=-\frac{1}{N} E\left[\overline{\mathbf{u}}_{\mathrm{H}}^{\prime} \mathbf{Q}_{1} \overline{\mathbf{u}}_{\mathrm{H}}\right] \\
& \gamma_{4,4}=-\frac{1}{N} E\left[\overline{\overline{\mathbf{u}}}_{\mathrm{HV}}^{\prime} \mathbf{Q}_{1} \overline{\mathbf{u}}_{\mathrm{V}}\right] \\
& \gamma_{4,5}=-\frac{1}{N} E\left[\overline{\mathbf{u}}_{\mathrm{HV}}^{\prime} \mathbf{Q}_{1} \overline{\mathbf{u}}_{\mathrm{H}}+\overline{\overline{\mathbf{u}}}_{\mathrm{H}}^{\prime} \mathbf{Q}_{1} \overline{\mathbf{u}}_{\mathrm{V}}\right] \\
& \gamma_{4,6}=0 \\
& \gamma_{4,7}=0
\end{aligned}
$$

Moment condition $\mathrm{M}_{3, \mathrm{~V}}$ (row 7)
Moment condition $\mathrm{M}_{4, \mathrm{~V}}$ (row 8)

$$
\begin{aligned}
& \gamma_{7}=\frac{1}{N} E\left[\overline{\mathbf{u}}_{\mathrm{V}}^{\prime} \mathbf{Q}_{1} \overline{\mathbf{u}}_{\mathrm{V}}\right], \\
& \gamma_{7,1}=\frac{2}{N} E\left[\overline{\mathbf{u}}_{\mathrm{v}}^{\prime} \mathbf{Q}_{1} \overline{\overline{\mathbf{u}}}_{\mathrm{VH}}\right] \\
& \gamma_{7,2}=\frac{2}{N} E\left[\overline{\mathbf{u}}_{\mathrm{V}}^{\prime} \mathbf{Q}_{1} \overline{\mathbf{u}}_{\mathrm{v}}\right] \\
& \gamma_{7,3}=-\frac{1}{N} E\left[\overline{\overline{\mathbf{u}}}_{\mathrm{VH}}^{\prime} \mathbf{Q}_{1} \overline{\mathbf{u}}_{\mathrm{VH}}\right] \\
& \gamma_{7,4}=-\frac{1}{N} E\left[\overline{\overline{\mathbf{u}}}_{\mathrm{V}}^{\prime} \mathbf{Q}_{1} \overline{\overline{\mathbf{u}}}_{\mathrm{v}}\right] \\
& \gamma_{7,5}=-\frac{2}{N} E\left[\overline{\overline{\mathbf{u}}}_{\mathrm{vH}}^{\prime} \mathbf{Q}_{1} \overline{\mathbf{u}}_{\mathrm{v}}\right] \\
& \gamma_{7,6}=0 \\
& \gamma_{7,7}=\frac{1}{N} \operatorname{tr}\left(\mathbf{V}^{\prime} \mathbf{V}\right)
\end{aligned}
$$

Table A (continued). Definition of the elements of $\gamma$ and $\boldsymbol{\Gamma}$ in equation system (A.17)

| Moment condition $\mathrm{M}_{\mathrm{a}}($ row 9$)$ | Moment condition $\mathrm{M}_{\mathrm{b}}$ (row 10) |  |  |
| ---: | :--- | ---: | :--- |
| $\gamma_{9}$ | $=\frac{1}{N(T-1)} E\left[\mathbf{u}^{\prime} \mathbf{Q}_{0} \mathbf{u}\right]$, | $\gamma_{10}$ | $=\frac{1}{N(T-1)} E\left[\mathbf{u}^{\prime} \mathbf{Q}_{1} \mathbf{u}\right]$ |
| $\gamma_{9,1}$ | $=\frac{2}{N(T-1)} E\left[\overline{\mathbf{u}}_{\mathrm{H}}^{\prime} \mathbf{Q}_{0} \mathbf{u}\right]$ | $\gamma_{10,1}$ | $=\frac{2}{N} E\left[\overline{\mathbf{u}}_{\mathrm{H}}^{\prime} \mathbf{Q}_{\mathbf{1}} \mathbf{u}\right]$ |
| $\gamma_{9,2}$ | $=\frac{2}{N(T-1)} E\left[\overline{\mathbf{u}}_{\mathrm{V}}^{\prime} \mathbf{Q}_{0} \mathbf{u}\right]$ | $\gamma_{10,2}$ | $=\frac{2}{N} E\left[\overline{\mathbf{u}}_{\mathrm{V}}^{\prime} \mathbf{Q}_{1} \mathbf{u}\right]$ |
| $\gamma_{9,3}$ | $=-\frac{1}{N(T-1)} E\left[\overline{\mathbf{u}}_{\mathrm{H}}^{\prime} \mathbf{Q}_{0} \overline{\mathbf{u}}_{\mathrm{H}}\right]$ | $\gamma_{10,3}$ | $=-\frac{1}{N} E\left[\overline{\mathbf{u}}_{\mathrm{H}}^{\prime} \mathbf{Q}_{1} \overline{\mathbf{u}}_{\mathrm{H}}\right]$ |
| $\gamma_{9,4}$ | $=-\frac{1}{N(T-1)} E\left[\overline{\mathbf{u}}_{\mathrm{V}}^{\prime} \mathbf{Q}_{0} \overline{\mathbf{u}}_{\mathrm{V}}\right]$ | $\gamma_{10,4}$ | $=-\frac{1}{N} E\left[\overline{\mathbf{u}}_{\mathrm{V}}^{\prime} \mathbf{Q}_{1} \overline{\mathbf{u}}_{\mathrm{V}}\right]$ |
| $\gamma_{9,5}$ | $=-\frac{2}{N(T-1)} E\left[\overline{\mathbf{u}}_{\mathrm{H}}^{\prime} \mathbf{Q}_{0} \overline{\mathbf{u}}_{\mathrm{V}}\right]$ | $\gamma_{10,5}$ | $=-\frac{2}{N} E\left[\overline{\mathbf{u}}_{\mathrm{H}}^{\prime} \mathbf{Q}_{1} \overline{\mathbf{u}}_{\mathrm{V}}\right]$ |
| $\gamma_{9,6}$ | $=1$ | $\gamma_{10,6}$ | $=0$ |
| $\gamma_{9,7}$ | $=0$ | $\gamma_{10,7}$ | $=1$ |

## A.1.4 Consistency and optimal weighting

It follows as a special case of Badinger and Egger (2008), that the GM estimator defined by (A.18) is consistent under fairly general conditions, provided that the elements of $\gamma$ and $\boldsymbol{\Gamma}$ are based on consistent estimates of $\mathbf{u} .{ }^{15}$ That is

$$
\left(\tilde{\rho}_{\mathrm{H}}, \tilde{\rho}_{\mathrm{V}}, \tilde{\sigma}_{v}^{2}, \tilde{\sigma}_{1}^{2}\right) \xrightarrow{P}\left(\rho_{\mathrm{H}}, \rho_{\mathrm{V}}, \sigma_{v}^{2}, \sigma_{1}^{2}\right) \text { as } N \rightarrow \infty .
$$

This result holds for any weighting matrix $\boldsymbol{\Lambda}$ in (A.18). However, it is well known from the literature on GMM estimation that it is optimal to use the inverse of the (properly normalized) variance covariance matrix of the moment vector, evaluated at the true parameter values, as weight in (A.18). Define the $10 \times 1$ vector $\mathbf{m}$ that includes the left hand side of the moment conditions given in (A.12), (A.14), (A.15), and (A.16) with the expectations operator suppressed. The optimal weighting matrix is then given as

$$
\boldsymbol{\Lambda}^{o p t}=\left\{N E\left[\mathbf{m m}^{\prime}\right]\right\}^{-1}
$$

[^11]Notice that the matrix $\Lambda^{\text {opt }}$ is symmetric and of order $10 \times 10$. Its elements are derived by substituting (A.11) and (A.9) into the moment conditions and using the result that $\operatorname{Cov}\left(\boldsymbol{\eta}^{\prime} \mathbf{A \eta}, \boldsymbol{\eta}^{\prime} \mathbf{B} \boldsymbol{\eta}^{\prime}\right)=2 \operatorname{tr}\left(\mathbf{A} \boldsymbol{\Omega}_{\eta} \mathbf{B} \boldsymbol{\Omega}\right)$ for two non-negative definite symmetric matrices $\mathbf{A}$ and $\mathbf{B}$ and $\boldsymbol{\eta} \sim N\left(0, \boldsymbol{\Omega}_{\eta}\right)$ ) (e.g., Amemiya, 1971, p. 5). The elements are obtained as special case of Badinger and Egger (2008) with $R=2$. For the sake of brevity, we do not report the elements of the weighting matrix here.

Since the optimal weighting matrix $\boldsymbol{\Lambda}^{\text {opt }}$ depends on on $\sigma_{\omega}^{2}$ and $\sigma_{1}^{2}$, initial estimates of the parameters $\rho_{\mathrm{H}}, \rho_{\mathrm{V}}, \sigma_{v}^{2}$ and $\sigma_{\omega}^{2}$ are required. As suggested by Kapoor, Kelejian, and Prucha (2007), these are obtained using a subset of the moment conditions ((A.12), (A.14), (A.15), (A.16)) and the identity matrix as weight in (A.18). ${ }^{16}$

## A2. FGLS estimation of model (1)

Having obtained an estimate of the spatial regressive parameter and the variances of the error components, model (1) can be estimated using a feasible generalized least squares (FGLS) procedure. The true GLS estimator of model (1) is defined as

$$
\hat{\beta}^{G L S}=\left\{\mathbf{X}\left[\boldsymbol{\Omega}_{u}^{-1}\left(\rho_{\mathrm{H}}, \rho_{\mathrm{V}}, \sigma_{\omega}^{2}, \sigma_{1}^{2}\right)\right] \mathbf{X}\right\}^{-1} \mathbf{X}\left[\boldsymbol{\Omega}_{u}^{-1}\left(\rho_{\mathrm{H}}, \rho_{\mathrm{V}}, \sigma_{\omega}^{2}, \sigma_{1}^{2}\right)\right] \mathbf{y} .
$$

The feasible generalized least squares (FGLS) estimator is obtained by replacing the true parameters $\rho_{\mathrm{H}}, \rho_{\mathrm{V}}, \sigma_{\omega}^{2}$, and $\sigma_{1}^{2}$ by their estimates. As demonstrated by Kapoor, Kelejian, and Prucha (2007) and by Badinger and Egger (2008) for the higher order case, the GLS and FGLS estimators are asymptotically equivalent. As a consequence $\hat{\beta}_{N}^{\text {FGLS }}$ is asymptotically normally distributed under standard assumptions.

## Appendix B. Data description

## B1. List of countries and industries

Our sample is made up of a balanced panel of 2016 observations. The cross-section consists of 16 countries and 7 industries. The time period ranges from 1983 to 2000.

[^12]The following countries are included: Austria, Belgium (and Luxembourg), Denmark, Finland, France, Germany, Greece, Irland, Italy, Netherlands, Norway, Portugal, Spain, Sweden, Switzerland, United Kingdom.
The following industry classification is used: Food and kindred products (ISIC Rev3: 15-22), Chemicals and allied products (23-26), Basic metals \& fabricated metal products (27-28), Machinery \& equipment, not elsewhere classified (29), Electric and electronic equipment (3033), Transport equipment (34-35), Manufacturing not elsewhere classified (36-37).

## B2. Construction of horizontal and vertical Interdependence matrices $\mathbf{H}$ and $V$

The cross-section dimension comprises country-industry pairs $i j$, where index $i$ refers to countries and index $j$ to industries. The elements of the matrices $\mathbf{V}=\left[v_{i j, l m}\right]$ and $\mathbf{H}=\left[h_{i j, l m}\right]$ thus reflect vertical and horizontal relations between country $i$ 's industry $j$ and country l's industry $m$.

Horizontal linkages are measured by final goods trade between the same industries (in terms of imports or imports plus exports of final goods as share of gross output), i.e.,

$$
h_{i j, l m}=\frac{T_{i j, m}^{\text {Final }}}{P R O D_{i j}} \text { for } i \neq l \text { and } j=m \text {, and } 0 \text { otherwise. }
$$

Vertical linkages are measured by intermediate goods trade both within and between countries (imports or imports plus exports of intermediaries as share of gross output), i.e.,

$$
v_{i j, l m}=\frac{T_{i j, l m}^{I O}}{P R O D_{i j}} \text {, for } i \neq l \text { or } j \neq m \text {, and } 0 \text { for } i=l \text { and } j=m \text {. }
$$

## Horizontal interdependence (H)

Bilateral (international) imports of all goods (intermediate and final) for the countries of our sample by industry are available from the OECD STAN Bilateral Trade Database. These values are total imports from industry $j$ of country $l$ but we there is no information to which domestic industries they are delivered. As an approximation we assume that trade in final goods shows the same pattern as that of domestic I-O flows between industries, i.e., country $i$ 's imports of goods from country $l$ and industry $m$ are assigned to country $i$ 's industries $j$ according to the share that a particular industry $j$ uses from the total deliveries of (domestic) industry $m$ to all other domestic industries. The case relevant here is $j=m$ and $i \neq l$.

## Vertical Interdependence (V)

Input-output flows within countries are available from the OECD Input-Output Database for each industry pair (domestic use). It also provides information on the imports of intermediaries (international use) for each industry pair, although not by trading partner. As an approximation, imports of intermediate goods from industry $m$ are thus assumed to exhibit the same bilateral pattern as total imports from industry $m .^{17}$ In particular, the level of imported intermediate goods (i.e., international use of intermediates) of country i’s industry $j$ from country l's industry $m$ is obtained by multiplying the total international use of country $i$ 's industry $j$ from all countries' industries $m$ (available from OECD I-O Database) with the share of country i's imports of (intermediate and final) goods coming from country $l$. This approach exploits the country-pair specific variation in total imports and the industry-pair specific variation in intermediate goods use to obtain both country-and industry-pair specific measures of intermediates goods use of country $i$ 's industry $j$ from country l's industry $m$.

This yields two matrices of dimension $I J \times I J$. Define $\mathbf{T}^{\text {M,Total }}$ as matrix reflecting total imports with nonzero elements only where industry $j=m$ and $i \neq l$, and $\mathbf{T}^{\mathrm{M}, \mathrm{IO}}$ as matrix of the (domestic and international) use of intermediates where all elements could in principle take nonzero values. The main diagonal elements of both matrices are set to zero. Obviously, the matrix ( $\mathbf{T}^{\text {M,Total }}-\mathbf{T}^{\mathrm{M}, \mathrm{IO}}$ ), with nonzero elements for industry $j=m, i \neq l$ only, then reflects horizontal imports of final goods $\left(\mathbf{T}^{\text {M,Final }}\right) .^{18}$ The corresponding matrices with the levels of exports of final goods ( $\mathbf{T}^{\mathrm{X}, \text { Final }}$ ) and domestic and international delivery of intermediate goods ( $\mathbf{T}^{\mathrm{X}, \mathrm{IO}}$ ) are obtained by taking the transpose of $\mathbf{T}^{\mathrm{M}, \mathrm{Final}}$ and $\mathbf{T}^{\mathrm{M}, \mathrm{IO}}$ respectively. Summing up the import (use) and export (delivery) matrices, i.e., $\mathbf{T}^{\mathrm{MX}, \text { Final }}=\mathbf{T}^{\mathrm{M}, \text { Final }}+\mathbf{T}^{\mathrm{X}, \text { Final }}$ and $\mathbf{T}^{\mathrm{MX}, I \mathrm{I}}=\mathbf{T}^{\mathrm{M}, \mathrm{IO}}+\mathbf{T}^{\mathrm{X}, \mathrm{IO}}$, and expressing each element as share of gross output of country 's industry $j\left(P R O D_{i j}\right)$ yields the (unnormalized) matrices $\mathbf{H}^{0}$ and $\mathbf{V}^{0}$. Finally, the matrices $\mathbf{H}$ and $\mathbf{V}$ are obtained by row-normalizing $\mathbf{H}^{0}$ and $\mathbf{V}^{0}$, i.e.,

[^13]dividing each element by the respective row sum, i.e. $h_{i j, m l}=h_{i j, m l}^{0} / \sum_{m l} h_{i j, m l}^{0}$ and $v_{i j, m l}=v_{i j, m l}^{0} / \sum_{m l} v_{i j, m l}^{0}$.

## B3. Descriptive statistics of main variables

Table B. Descriptive Statistics of Main Variables

|  | Mean | Std. Dev. | Minimum | Maximum |
| :--- | ---: | ---: | ---: | ---: |
| Foreign affiliate sales | 3708.694 | 9120.316 | 0.002 | 159962.700 |
| Output | 63822.120 | 112650.400 | 158.293 | 1120897.000 |
| Apparent consumption | 61719.800 | 101578.100 | 269.000 | 928142.000 |
| Imports | 0.598 | 0.491 | 0.034 | 5.941 |
| Exports | 0.476 | 0.281 | 0.013 | 2.884 |
| Value added/employment | 20.170 | 20.079 | 0.025 | 224.420 |

Foreign affiliate sales, output, and apparent consumption are expressed in 1000 US-\$. Imports and exports expressed as fraction of gross output. Value added/employment is expressed in real 1000 US-\$ per employee.

## Appendix C. Construction of predicted interdependence matrices $\hat{\mathbf{H}}$ and $\hat{\mathbf{V}}$

Considering the matrix of horizontal interdependences $\mathbf{H}$ first, the following gravity type model is estimated:

$$
\begin{equation*}
\ln h_{i j, m l}^{0}=\kappa_{i, m}+\eta_{j, l}+\gamma_{j, l} \ln D I S T_{i, m}+\omega_{i j, m l}, \tag{C.1}
\end{equation*}
$$

where $h_{i j, m l}^{0}$ is an element of the (unnormalized) matrix $\mathbf{H}^{0}$, reflecting international final goods imports plus exports as a share of gross output, $\kappa_{i, m}$ is a set of country-pair dummies ( $i, m=1, \ldots, 16$ ) and $\eta_{j, l}$ is a set of industry-pair dummies ( $j, l=1, \ldots, 7$ ). $D I S T_{i, m}$ denotes average distance between countries $i$ and $m$ (or, for $i=m$, internal distance defined as $\operatorname{DIST}_{i, i}=0.67 \sqrt{\operatorname{AREA} / \pi}$ ); its parameter is allowed to vary across industry-pairs. The data source for distance ( $D I S T_{i, m}$ ) is the CEPII database (see Mayer and Zignago, 2006).

For horizontal interdependences, model in (A.14) is estimated for observations with $j=l$ only. Of the potentially 1680 observations, there are 1358 nonzero entries ${ }^{19}$; the model has

[^14]potentially 254 parameters. With an adjusted $R^{2}$ of 0.748 the model explains a substantial part of the variation in horizontal final goods trade intensity across countries and industries. Hence, model (C.1) serves our purpose well, given our goal to generate exogenous weights from predicted values.

The parameter estimates of model (C.1) are then used to generate the predicted weights matrix as follows:

$$
\begin{equation*}
\hat{h}_{i k, j l}^{0}=\exp \left(\hat{\kappa}_{i, m}+\hat{\eta}_{j, l}+\hat{\gamma}_{j, l} \ln D I S T_{i, m}\right) .^{20} \tag{C.2}
\end{equation*}
$$

For observations with a zero entry, the predictions are set to zero as well. The predicted values $\hat{h}_{i m, j l}^{0}$ are then used to set up the unnormalized predicted weights matrix $\hat{\mathbf{H}}^{0}=\left[\hat{h}_{i j, m l}^{0}\right]$, which is row-normalized to obtain the final predicted weights matrix $\hat{\mathbf{H}}$.

The construction of the vertical interdependence matrix $\hat{\mathbf{V}}$ proceeds in the same way. Here, the full set of 12432 nonzero observations is available and the model has potentially 354 parameters. Again the gravity model performs reasonably well with an adjusted $R^{2}$ of 0.888 .
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[^0]:    ${ }^{1}$ The role of bilateral as well as third-country variables is well-established in the literature on the determinants of bilateral trade flows in so-called gravity models (see Eaton and Kortum, 2002; Anderson and van Wincoop, 2003). However, while interdependence may be treated in a closed form in gravity models for goods flows, current models of both MNE activity and trade only deliver reduced-form specifications. Accordingly, our contribution belongs to the latter type of research.

[^1]:    ${ }^{2}$ In Helpman (1985), Markusen (2002, ch. 7), and Grossman, Helpman, and Szeidl (2007), intermediate goods demand is strictly within firms. However, a similar type of complementarities across host markets may arise with arms-length (i.e., outside the firm) trade in intermediate goods as in Bergstrand and Egger (2008).

[^2]:    ${ }^{3}$ These models are referred to as ones of spatial interdependence since they originate from applications in geography, where interdependence literally occurs in space. In general, 'space’ can be non-geographical, as will often be the case in economic applications. Existing panel data models for spatial dependence are based on first-order interdependence (spatially autoregressive residuals, SAR1). One of the novelties of this paper is to derive moment conditions that allow for second-order interdependence to capture horizontal and vertical interdependence of FAS simultaneously.

[^3]:    ${ }^{4}$ We adopt the standard convention to refer to vectors and matrices by acronyms in boldface.

[^4]:    ${ }^{5}$ Use the symbol $\mathbf{d}_{\mathrm{t}}$ to denote the vector of demand in all countries and industries for year $t$. Then, in analogy to interdependence in the disturbances we may express horizontal and vertical market potentials as $\mathbf{H d}$ and $\mathbf{V d}$, respectively.
    ${ }^{6}$ The econometrics literature on spatial interdependence relies on maximum likelihood (Anselin, 1988; Lee, 2004) or generalized moments estimation (Kelejian and Prucha, 1999; Kapoor, Kelejian, and Prucha, 2007). Generalized moments estimation seems advantageous for various reasons. In any case, large data-sets with more than a single channel of interdependence would preclude the application of maximum likelihood estimators.

[^5]:    ${ }^{7}$ Hence, we have to abstract from within-country-and-within-industry interdependence. Yet, this would be of minor interest in an international economics and industry-level study as ours.
    ${ }^{8}$ Other variables such as labor compensation per employee are also available. However, it turns out that the wage cost variable does not enter significantly different from zero due to its correlation with variables in the model (such as labor productivity or import openness). Hence, the suggested parsimonious model is preferable to the less parsimonious one. Also, using value added instead of gross output as a measure of demand does not change the results qualitatively.

[^6]:    ${ }^{9}$ For instance, the values of the (generalized) adjusted $R^{2}$ in columns (1b) and (2b) are higher by more than two percentage points than those in columns (1a) and (2a), respectively. Also, Wald statistics on the joint significance of the parameters of $\mathbf{H d _ { t }}$ and $\mathbf{V d}_{t}$ are significantly different from zero.

[^7]:    ${ }^{10}$ See Eaton and Kortum (2002) for such an assumption, and Bergstrand and Egger (2008) and Jabbour (2008) for evidence on the relative importance of intermediate goods trade flows among the industrialized economies.
    ${ }^{11}$ Notice that the results in Models 2a and 4a take the predicted entries of $\mathbf{H}$ and $\mathbf{V}$ as data and ignore their imprecision. One could use bootstrap methods to take the latter into account but this would eventually be demanding with regard to computing time. Since the predictive power of the associated models was fairly good, we argue that the downward bias of the standard errors in Models 2a and 4a may be ignored here.

[^8]:    ${ }^{12}$ Comparing the coefficients with those in column (2b) of Table 1, it is evident that the quantitative implications of these two specifications considered in the next section are very similar.

[^9]:    ${ }^{13}$ For details on this estimator and the proof of consistency the reader is referred to Badinger and Egger (2008).

[^10]:    ${ }^{14}$ The expression $t r$ denotes the trace operator.

[^11]:    ${ }^{15}$ See Badinger and Egger (2008) for the full set of assumptions required and the proofs.

[^12]:    ${ }^{16}$ Kapoor, Kelejian, and Prucha (2007) show, using a Monte Carlo study, that this 'initial GM estimator' performs better than the alternative to use an unweighted estimation based on all moment conditions in the first step.

[^13]:    ${ }^{17}$ A similar approach is used by Feenstra and Hanson (1999), who combine data on imports of final goods with data on total input purchases, to obtain a breakdown of imported intermediate inputs by industry for U.S. data. Bergstrand and Egger (2008) provide evidence that at least aggregate trade among the OECD countries in intermediate goods behaves remarkably similar to final goods trade.
    ${ }^{18}$ Since intermediate goods trade is a substantial share of total trade and since the bilateral approximation is not perfect, some values turned out negative. We regard this as evidence for negligible trade in final goods and set these values to zero.

[^14]:    ${ }^{19}$ One could avoid losing observations by employing a Poisson quasi-maximum likelihood model as suggested by Santos Silva and Tenreyro (2006). However, the latter obtains very similar effects in our case.

[^15]:    ${ }^{20}$ The conditional expectation of $w$ is equal to $\exp \left(\hat{\kappa}_{i, m}+\hat{\eta}_{j, l}+\hat{\gamma}_{j, l} \ln D I S T_{i, k}\right)$ times $E\left[\exp \left(\omega_{i m, j l}\right)\right]$. Under normality $E\left[\exp \left(\omega_{i m, j l}\right)\right]=\exp \left[\left(\sigma_{i m, j l}^{2} / 2\right)\right]$, where $\sigma_{i m, j l}^{2}$ is the variance of $\omega_{i m, j l}$. Since $\omega$ is modelled as homoskedastic, this correction factor is the same for all observations and can be dropped without consequences for the results regarding the final rowstandardized weights matrix.

