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Abstract

This paper proposes a pair-wise approach to testing for output convergence that considers all
N(N-1)/2 possible pairs of log per capita output gaps across N economies. A general
probabilistic definition of output convergence is also proposed, which suggests that all such
output gap pairs must be stationary with a constant mean. The approach is compatible with
individual output series having unit roots, does not involve the choice of a reference country
in computation of output gaps, and can be applied when N is large relative to T (the time
dimension of the panel). The proposed test is applied to output series in the Penn World
Tables over 1950-2000, as well as to Maddion’s historical series over 1870-2000. Overall, the
results do not support output convergence, and suggest that the findings of convergence clubs
in the literature might be spurious. However, significant evidence of growth convergence is
found, a result which is reasonably robust to the choice of the sample period and country
groupings. Non-convergence of log per capita outputs combined with growth convergence
suggests that while common technological progress seems to have been diffusing reasonably
widely across economies, there are nevertheless important country-specific factors (for
example, wars, famines, revolutions, regime and institutional changes) that render output gaps
highly persistent, such that we can not be sure that the probability for the output gaps to lie
within a fixed range will be non-zero.
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1 Introduction

The issue of whether per capita output of different countries or regions have
been converging or are likely to converge in the future has played a central role
in the recent empirical growth literature as well as in the debates surrounding
European integration and its sustainability’ In the growth literature the notion
of convergence has been used in a number of different contexts. The so called
beta-convergence considers the speed with which output (measured by logarithm
of per capita Gross Domestic Product) of a given country (region) converges
over time to its steady state (evolving equilibrium) value. This notion refers
to convergence within an economy and is only loosely related to the problem
of output convergence across countries. Even if the analysis of convergence
is confined to the evolution of a given economy over time, beta-convergence
as motivated in the literature by Barro and Sala-i-Martin (1995), pre-assumes
a deterministic growth process and as demonstrated by Binder and Pesaran
(1999) can be inappropriate if the process of technological progress is in fact
stochastic. For example, in the case where shocks to technology follow a random
walk process, per capita output will fail the beta-convergence test even though
the underlying stochastic process of the economy is convergent and ergodic.
Therefore, beta-convergence is not a useful concept either for the analysis of
output convergence within a given economy or for the analysis of cross-country
output convergence once the stochastic nature of the technological process is
taken into account. Another important empirical implication being that unit
root tests applied to per capita output series either individually or in their panel
forms are not informative about within or cross country convergence, either.
Since it is not possible to rule out a unit root in the process of technological
process on a priori grounds, testing for unit roots in per capita output will not
be much help in shedding light on the problem of within country convergence.
See Lee, Pesaran and Smith (1997, 1998) for further analysis and an empirical
investigation.

However, formal tests of cross-country convergence can be developed by fo-
cussing on pair-wise output gaps (or output deviations), irrespective of whether
the technological process is deterministic, stochastic, and/or contains a random
walk component. Bernard and Durlauf (1995, 1996) were the first to define
cross-country output convergence in terms of the limit of expected output gaps
which allow for the possibility of unit roots in per capita outputs. Based on this
definition they propose testing for cross-country convergence using cointegration
techniques. In their empirical application they consider output series from 15
OECD countries over the period 1900-1987 and apply multivariate cointegra-
tion techniques to all the 15 series, a subset of 11 European series and a smaller
subset of 6 European series. The cointegration tests are applied to all the indi-
vidual output series as well as to output deviations computed with respect to
the US output for the 15 OECD sample, and with respect to French output for

! For excellent surveys of empirical growth literature see Durlauf and Quah (1999), Temple
(1999), and Islam (2003).



the two sub-samples. Overall, the convergence hypothesis is rejected.

The use of multivariate cointegration techniques to test for cross country
convergence is limited as it can not be applied to more than a small subset of
countries in the global economy. This is particularly so if one attempts to go
beyond the set of 15 OECD countries studied by Bernard and Durlauf, or the
GT countries recently investigated by Luginbuhl and Koopman (2003) for which
reliable long output series do not exist. Application of unit root tests to output
gaps is more practical, but is not invariant to the choice of the benchmark
country and as a result can lead to misleading conclusions.

In this paper we propose a probabilistic version of the output convergence
concept which is valid generally, and does not require the converging economies
to be identical in all respects (saving rates, population growths and initial en-
dowments). We derive necessary and sufficient conditions for cross country
output convergence, and in particular show that for two countries to be conver-
gent it is necessary that their output gap is stationary with a constant mean.
This is valid irrespective of whether the individual country output series are
trend stationary and/or contain unit roots. Therefore, cointegration is neces-
sary for convergence but not sufficient if the underlying series are trend sta-
tionary. Convergence requires the output series to be co-trended, in addition
to being cointegrated with the cointegrating vector of the form (1,-1). To
analyze output convergence across a large number of countries without being
subject to the pitfalls that surround the use of output gaps measured relative to
a particular country benchmark, we examine the unit-root and trending prop-
erties of all N(N — 1)/2 possible log real per capita output gaps, y;: — y;z, for
t=1,...N =1, and j =i+ 1,...., N. We also consider a number of average
measures of log-output dispersions defined as simple or weighted averages of
the absolute (log) output gap pairs, |y, — yj¢| or their squares, (y;; — yjt)Q. We
show that when abstracting from within country output differences, it is ap-
propriate to weight the output gaps by relative population sizes. We also note
that the use of absolute output gap pairs lead to the mean difference coefficient
which is the numerator of the Gini coefficient. It is shown that under the null of
(log) output convergence the output gaps, y — y,¢, as well as the multi-country
average measures of dispersions are stationary with a constant mean. We pro-
pose the use of pair-wise as well as multi-country measures of output dispersions
in the analysis of output convergence. As compared to cross section or panel
techniques used for the analysis of convergence, the pair-wise approach has the
added advantage that it relates more naturally to the club convergence litera-
ture advanced in the literature by Durlauf and Johnson (1995), Quah (1996a,
1996b, 1997), Galor (1996) and examined further by Bianchi (1997), Hobijn and
Franses (2000), Canova (2001) and many others. In principle, the convergence
results from the analysis of pair-wise output gaps can be used to form “conver-
gence clubs”, but special care must be taken in dealing with the specification
search bias that such a strategy would entail.

The pair-wise approach and the multi-country measures are applied to the
output series in the Penn World Tables over the 1950-2000 period, as well as
to Maddison’s historical series now available over the period 1870-2000 for 17



advanced economies. Overall, the results do not support the output conver-
gence hypothesis. For example, using PWT data over the period 1961-2000,
the unit root hypothesis was rejected at most in the case of 370 out of 4851
possible output gap pairs, just around 7.6%, which is very close to the nominal
significance level of 5% used for the test. The 370 outcomes, although seem-
ingly large in absolute numbers, could have arisen out of pure chance. The
evidence is slightly more favourable to output convergence if the null hypoth-
esis being tested is stationarity rather than unit root, or when the Maddison
data is used. Nevertheless, overall the results do not support the output con-
vergence hypothesis and suggest that the identification of club convergence by
some investigators might be due to pure chance, not to mention the usual sam-
ple selection biases associated with statistical grouping procedures often used
in the literature. Furthermore, even if one accepts that such convergence clubs
exist, their membership tends to undergo important changes over time. The
main reason for this non-convergent result seems to be the existence of country-
specific unobserved factors that tend to be highly persistent. However, at the
same time we find significant evidence of growth convergence, a result which
is reasonably robust to the choice of the sample period and country groupings.
Non-convergence of log per capita outputs combined with growth convergence
suggests that while common technological progress seems to have been diffusing
reasonably widely across economies, there are nevertheless important country-
specific factors (for example, wars, famines, revolutions, regime and institutional
changes) that render output gaps highly persistent, such that we cannot be sure
that the probability for the output gaps to lie within a fixed range will be
non-zero.

The plan of the paper is as follows. Sections 2 reviews the implications of
the stochastic Slow growth model for cross country output convergence. Section
3 proposes a probabilistic definition of pair-wise output convergence. Section
4 considers the issue of multi-country convergence. Tests of pair-wise output
convergence are discussed in Section 5, and the multi-country average measures
are set out in Section 6. Empirical evidence on output and growth convergence
are discussed in Sections 7 and 8, respectively. Some concluding remarks are
provided in Section 9.

2 The Neoclassical Growth Model and Conver-
gence

It is important that the analysis of output convergence is carried out with re-
spect to an appropriate theoretical framework. The growth model often used
for this purpose is the deterministic version of the Solow-Swan model. See,
for example, Barro and Sala-i-Martin (1995), Mankiw, Romer and Weil (1992)
and Islam (1995). However, as argued in Binder and Pesaran (1999) and Lee,
Pesaran and Smith (1997), the use of the deterministic version in empirical
research can lead to misleading conclusions. For example, presence of a unit



root in the output process might wrongly be interpreted as evidence against
the neoclassical growth model, whilst as we shall see below such an outcome is
perfectly compatible with a stochastic version of the neoclassical growth model
that allows the technological process to have a unit root.

Following Lee, Pesaran and Smith (LPS) suppose that real output of country
1 at time t, Yy, is produced by the Cobb-Douglas production function

Y = Kioé (AitLit)lia, O<a< 1,

with
Ky=Li1+1—-6)K;41,

Iiy = 8;Yy,

where K is the physical capital, L;; the number of workers employed, A;; the
level technological progress. It is assumed that all countries have access to the
same production function (« is the same across countries) and are subject to
the same rate of capital depreciation, 6. However, they might differ in techno-
logical and labour force endowments, and their saving rate, s;, assumed fixed.
Technology and employment are assumed to evolve in a stochastic manner:

A = ln(Ait) =a;0 +9;t + Ust, (1)

lir =In(Lit) = Lio + nit + va, (2)

where a;0 = E(a40), lio = E(lLig) are assumed fixed, g; and n; are the steady state
growth rates of technology and employment, and w;;and vy are the stochastic
components of technology and employment. In what follows we assume that wu;;
and v;; are general integrated processes of orders at most equal to unity, I(1),
such that A(us + v;) is strictly stationary and ergodic.

In terms of capital per effective labour units, k;; = K /ALy we have

Aln(ki) = —(9s + ns) — Awir + vir) +1n (Sik;,t(ifa) +1-— 5) .

Under certain assumptions on u;; + v4, and assuming that 0 < «, 6 < 1, Binder
and Pesaran (1999) show that k;; converges to a time-invariant distribution
for each i. As a result y; = log(Yi/Li) also converges to a steady state
distribution, whose evolution is given by

yit = aig + aln(kiy),

and y;; will be having the same limiting time series properties as a;. For
example, y;; will have a unit root if and only if a;; has a unit root. Based on
the derivations in LPS, a log-linearized solution for y;; is given by

Yit = Ci + git + Ui + 1y (3)
_ aly; —n; — g

i = a0 + ————, 4

Ci = Q0 + 1- 4)



i = —a > (1= N) (Auyj + Avig ), (5)
j=0

and the parameters v, and A; are related to the structural coefficients through
the following approximate relations

N = 17(176)(ni+gi+6fhi),0</\i<1, (6)
vi = (ni+gi —hi)+ (ni+gi + 6+ h) [In(s;) — In(n; + g + 6 — hy)],
where

hi=n; +¢; —In {Sie—(l—a)E[ln(k;,,oo)] +1-— 5} , (7)

and k; o denotes the limit of k;; as ¢ — oo.

Equation (3) provides a convenient decomposition of log per capita output
into a fixed effect, ¢;, a deterministic trend component, g;t, and two stochastic
components, u; and &;, defined by (4) and (5). This decomposition helps clarify
a number of important issues in the analysis of within and cross country output
convergence.

1. There is an asymmetry in the way supply and demand shocks affect output
per capita. Whilst a unit root in technology results in a unit root in per
capita output, the same is not true of employment process. A unit root in
employment demand does not cause per capita output to be a unit root
process.

2. In general, the stochastic version of the neoclassical growth model is com-
patible with per capita output being a trend-stationary or a unit root
process. Therefore, presence of a unit root in per capita output by itself
does not provide evidence against the theory.

3. Although the neoclassical theory (in its deterministic or stochastic forms)
does not explicitly address the issue of cross-country output convergence,
it could be argued that in an inter-related global economy technology will
inevitably be diffused across economies either directly or through trade
in investment goods, and it is therefore unlikely that g;t and w; (the de-
terministic and stochastic components of technology) could differ across
countries in a systematic manner. To capture the idea that all economies
have access, possibly with different degrees, to the same pool of techno-
logical knowledge we write u;; as the following multi-factor model

wir = 0;f + e, (8)

where f; is the m x 1 vector common components, 8; are the associated
vector of factor loadings and &4 is the idiosyncratic component, assumed
to be specific to country i. More complicated multi-factor models can
also be considered, but they add little to our analysis and will not be
attempted here. In principle, both components, f; and &;; could contain
unit roots. But as we shall see below for cross country output convergence



it is necessary (although by no means sufficient) that the idiosyncratic
components, €;;, are stationary. Without any loss of generality we shall
assume that f; and ¢;; are independently distributed with zero means.

4. Due to the strong possibility that y;; process might contain a unit root
through a unit root in w;;, empirical analysis of within-country convergence
is best carried out in terms of output growth, g;; = Ay, rather than levels
of per capita output, y;;. Using (3) and (5) we have

1

it = Gi + Augyp — o | ———
git = gi + Ay a(lﬁiL

> (A%u + APvyy), 9)
where L is a back-ward lag operator, and 8; = 1 — \;, which leads to the
following dynamic equation in growth rates:

git = (1=8,)gi+ 8,911+ (1 — @) Aug+ (o — B;) Aug g1 —aA?vy. (10)

Since Au;; and Awvy are stationary irrespective of whether u;; and/or vy
have unit roots, the growth process is stationary and ergodic and can be
analyzed by standard time series techniques. Equation (10) could also be
used to identify the relative quantitative importance of demand and sup-
ply shocks on output growth by augmenting it with equations for employ-
ment demand and technological innovations using direct measures such as
patent or R&D time series data.

We now turn our attention to the issue of cross-country convergence, which
is our primary focus in this paper.

3 Cross-Country Output Convergence

Consider the problem of output convergence in a sample of N countries, and
suppose that the logarithm of real per capita output of country ¢ at time, y;;, for
i=1,2,..., N, satisfies the decomposition (3) with u; given by the multi-factor
model (8), namely

Yit = ¢ + git + 04f, + g5 + 1y, fori=1,2,...,N. (11)

According to Bernard and Durlauf’s Definition 2.1, countries 7 and j converge
if
klim E (Yi t+k — Yj+k | Zt) = 0, at any fixed time ¢, (12)

where Z; is the information set at time ¢, which contains at least the current
and past output series y;;—s, for i« = 1,2,...,n and s = 0,1,2,.... Based on
this definition Bernard and Durlauf (BD) state that for countries ¢ and j to
converge it is necessary that their outputs are cointegrated with cointegrating
vector (1,—1). However, as we shall demonstrate below cointegration is not
sufficient for (12) to hold.



Making use of the output processes in (11) we have

E Witk — Vi | L) = (ci—cj)+ (9 — g;)(t + k) + (0; — 0;) E (fryr | To)
+E(citrk — iprk | o) + EMigin — Mjovr | Lt)- (13)

Under our assumptions 7; ;. — 71,45 iS a stationary process, irrespective of
whether the technology and demand shocks are I(1) or I(0). Hence

k:h—>nolo E (m,t+k — Njt+k | It) =F (nit - njt) =0.

Also the case where the idiosyncratic component of u;, namely € is I(1) can
be ruled out, since in that case limy_.oc E(€; 14k — €504k | Zt) # 0.

Consider now the two remaining cases where 0;f, ~ I(0) or 0;f; ~ I(1).
Under the former countries 4 and j converge in the sense of BD, if?

¢i = ¢, (14)

and
9i = gj- (15)
Under @f; ~ I(1) in addition to the above conditions it is also required that?

Out of the above three conditions the first, ¢; = ¢;, is the most unlikely to be
satisfied as it requires the two economies to be identical almost in every respects,
including their saving rates and initial endowments. See (4). A less stringent
definition of convergence can be formulated in terms of the (conditional) prob-
ability of the output gap, yi: — y;:, falling outside a pre-defined interval.

Definition 1 (Pair-wise Convergence) Countries i and j converge if for some
finite positive constant C, and a tolerance probability measure m > 0,

Pr{|yit+s — Yjers| <C | L} >, (17)
at all horizons, s = 1,2, ..., 00.

Applied to (11), this definition clearly rules out deterministic as well as
stochastic trends in the output gap process. Unless (15) and (16) are both
satisfied, it is easily seen that

i Pr{[yicie =y <O L} =0, (18)

2For an elaboration of Bernard and Durlauf’s definitions also see Hobijn and Franses (2000,
pp. 61-62).

3Intermediate cases could also arise where the m X 1 vector of common factors, fi are
I(1) but admit r cointegrating relations with r < m. However, we would still have the two
possibilities considered, namely 0%f; could either be I(0) or I(1), depending on whether all
the country-specific factor loadings lie in the cointegrating space of f;. These considerations
complicate the analysis without adding much substance to our arguments or results and will
not be pursued further.



for all finite positive constants, C, and the output gap diverges. However, it is
important to note that the above probabilistic definition does not necessarily
require that ¢; = ¢;. Therefore, it allows convergent economies to have different
endowments, saving rates or population growth rates.

In a cointegrating framework, the conditions (15) and (16) are in fact the
familiar cointegrating and co-trending restrictions, respectively.* The former
is relevant only if it is known that the underlying output processes, y;; and
yj+ are both I(1). In practice, the cointegration approach would involve certain
degree of pre-testing as the individual output series are first tested for unit roots.
However, the pre-testing problem can be avoided by directly testing the output
gap, ¥it — Yjt, for the absence of unit roots and linear deterministic trends.

Under (15) and (16), the output gap is stationary with mean ¢; — ¢; and

Jim Pr{[girs = Yjeasl < C L} =Pr{=C—(ci = ¢j) <ty <C = (ci = ¢j)},
where

Yijr = €it — €5t + Mg — Mjg- (19)
Denoting the variance of ¢, ;, by w?j, and for illustrative purposes assuming that
the shocks are normally distributed we have

. C—(ci—cj —C—(ei—¢
Im Pri{fyices —yjers| <Ol L) = @ (M> - <#>

wij wij
_ (D(C(czcj)>+<b<c+(clcj)>l7
wij wij

where ®(.) is the cumulative distribution function of the standard normal vari-
able. Therefore,

Sliglo Pr {‘yi,t+s - yj,t+s| <C | Zt} > 07 (20)

so long as C' > |¢; — ¢;|. ° It is clear that our notion of convergence does allow
for the two countries to have different initial endowments, saving rates or rates
of population growths.

4 Multi-country Convergence

So far we have focussed on tests of output convergence applied to two coun-
tries. The extension to more countries pose new technical difficulties. For two
countries testing for convergence is relatively simple and can be carried out by
testing the hypothesis that the output gap, yi: — y;¢, is stationary with a fixed
mean. Also as noted earlier such a test has the additional advantage that it does
not require pre-testing for the presence of unit roots in the individual output
series. In a multi-country setting two approaches have been advanced in the
literature by Bernard and Durlauf (1995) and followed by many others.® One

1For a detailed discussion of co-trending restrictions in a multivariate cointegrating frame-
work see, for example, Pesaran, Smith and Shin (2000).

"Recall that ®(a) > 1/2 for a > 0.

6See, for example, Oxley and Greasley (1995), and Camarero, Flores and Tamarit (2002).



approach assumes (often with pre-testing) that the individual output series. yi.,
i=1,2,...,N are I(1) and applies the system cointegrating techniques directly
to these series and tests for the existence of N — 1 cointegrating vectors of the
form (1,—1) amongst these N series. As our theoretical analysis shows, under
this approach it is important that the underlying model allows for the possi-
bility of deterministic trends, with the cointegrating relations (if any) tested
for co-trending. The appropriate null hypothesis for multicounty convergence is
the simultaneous existence of N — 1 cointegrating and co-trending relations of
the form (1,—1). A second procedure considers testing for unit roots in N — 1
output gaps measured with respect to a benchmark country. Using country 1
(for example) as the benchmark the output gaps y; —yq; for i =2,3,..., N are
tested for unit roots. Once again this is not sufficient and one also needs to test
that the output gaps do not contain deterministic trends. This procedure is
simpler to implement and has the advantage that it does not involve pre-testing
of the individual series for unit roots. However, it is dependent on the choice of
the benchmark country and could yield misleading results. For example, in a
three country setting with country 1 used as the benchmark, countries 2 and 3
could be convergent even if the output gaps, yor —y1: and y3; —y1¢ are divergent,
namely contain unit roots and/or deterministic trends. In terms of conditions
(15) and (16), this case could arise if

92 = g3, 92 # 91, and/or O = 03, O, # 6.

For analysis of multi-country convergence all country combinations must be
considered. Accordingly, we suggest the following definition:

Definition 2 (Multi-country Convergence) Countries i = 1,2,..., N are said
to converge if for some finite positive constant C, and a tolerance probability
measure ™ > 0,

Pr{Ni=1,...,N—1, jmit1,,...N |[Yit+s — Yji+s| < C | L} >, (21)
at all horizons, s =1,2,...,00.

Therefore, what is required for multi-country convergence is pair-wise con-
vergence across all country combinations. The system cointegrating approach
accommodates this definition of multi-country convergence, since it considers
all linear combinations of individual output series and hence all linear combi-
nations of pair-wise output gaps. However, its scope is limited in practice as
it can efficiently handle only a small number of countries simultaneously. As a
result many investigators have confined the application of the system approach
to a handful of countries. Bernard and Durlauf using a relatively large span of
time series covering the period 1900-1987 consider a maximum number of 15
countries in their empirical investigation.” In their analysis Oxley and Greasley
(1995), Camarero et al. (2002) consider 3 and 7 countries, respectively. None

"Use of long time series could increase the likelihood of structural breaks in the underlying
processes that could bias the results of the cointegration analysis.
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of these studies allow for deterministic trends and therefore do not consider the
possibility that output series that cointegrate might not be co-trending.

To be able to analyze the convergence properties of a large number of coun-
tries, whilst at the same time avoiding the pitfalls that surround the use of a
given benchmark, in this paper we consider two approaches: a pair-wise ap-
proach that considers the unit-root and trending properties of all N(N —1)/2
possible output gaps, y;: — yj¢, for i =1,...., N =1, and j =i+ 1,..., N, and
a multivariate approach which aims at providing an overall index of output
convergence. The pair-wise approach is likely to be more informative for in-
vestigating the hypothesis of “club convergence” advanced in the literature by
Quah (1996a,1996b, 1997), and allows for the possibility of forming country
clusters (if any) from the test outcomes.

5 Tests of Pair-wise Output Convergence

Consider any two countries, ¢ and j, and denote their log per-capita output
gap by yit — yj. According to our definition, these two countries are (output)
convergent if y;; — y;; is an I(0) process with a constant mean. Accordingly,
for each 7 and j we adopt a sequential procedure where in the first stage d;;; =
yit—Y;¢ 1S tested for unit roots using augmented Dickey-Fuller (ADF) regressions
with an intercept and a linear trend:

Pij
Adiji = aji + Bij(9i — gj)t + Bijdije—1 + Y 6ijsldiji—s + Vjir, (22)

s=1

The order of the ADF' regressions, p;;, can be chosen using model selection
criteria such as the Akaike Information Criterion (AIC). In our empirical ap-
plications we report test results for p;; = 1,2,3 and 4, as well as for the AIC
selected augmentation orders. If the unit root hypothesis is rejected we then
consider testing the hypothesis that g; = g;, namely y;; — y;; is not trended.

An alternative approach would be to take the “stationarity” as the null
hypothesis, and use the test developed by Kwiatkowski, Phillips, Schmidt and
Shin (KPSS, 1992). The test is based on the idea that the variance of the
partial sum series

¢ T
~ ~ - = -1
Sijt = E €ije, where €50 = (dijo — dyj), dij =T E dije,
= =

would be relatively small under stationarity as compared to the non-stationary
unit root hypothesis. The KPSS test statistic is defined by

7257 2
KPSSUT(K) — 7§:t*1 S”t

SijT(@ 7 (23)

11



where sij(ﬁ) is the estimate of the long-run variance of s;, given by

¢ T
E Wi E €ijtiji—k | | »

k=1 t=k+1

ZJT E

¢, is the lag window often approximated by 0.757"/3, and

k
wg =1 1 k=1,2,...,¢.

Both tests would be applied to all output pairs, namely a total of N(N —1)/2
tests would be carried out and the results summarized by different regions. Al-
though, the test outcomes across the different output pairs are clearly depen-
dent, the proportion of output pairs that meet the stationarity conditions can
still be estimated consistently for IV sufficiently large. However, the outcome
of pair-wise tests could be contradictory. Consider, for example, the two out-
put gaps, y1: — y2¢ and y1; — y3¢ and suppose that by application of the KPSS
test (or the two-stage ADF based test discussed above) to these output gaps
it is concluded that y1; — y2; and y1; — y3; are both stationary with constant
means. It would then follow logically that the output gap, yo; — y3;: should also
be stationary with a constant mean. But, in small samples there is no guarantee
that if the KPSS or the ADF tests are applied to yo; — y3¢ the outcome would
necessarily be stationary. Such occurrences should be viewed as an implication
of the low power of testing for unit roots or stationarity, and not a logical defect
of the pair-wise procedure.

6 Average Measures of Convergence/Divergence

It is also possible to construct “average” measures of convergence/divergence
using the output gaps, ¥z — yj¢, ¢ = 1,..,N =1, j =7+ 1,...,N. The squares
or absolute values of the output gaps can be averaged across country pairs as
simple or weighted averages.

6.1 Unweighted Measures of Dispersions

Using squares and a simple average we have

Df Z Z yztfyjt y

=1 j=1i+1
But since
N-1 N N N
D Wi —yi)? =1/2)) 0 (i — i)
=1 j=1+1 =1 j=1
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it is easily seen that

1 N N
D = —— it — —
t N(N —1) ZZ Yir — Jt) — Wt — Ge)]
=1 j=1
N _
— 9 > im1 (Wit — Z/t) — 942
N _ 1 t»
where 7, = N1 Zj\;l y;t- Namely, D, is proportional to the cross section

standard deviation of y;; across i, used extensively in the literature to examine
the cross country output convergence referred to as “o convergence”. Derivation
of s; from a simple average of output gaps allows us to link it to the underlying
log-linearlized solution of the stochastic Solow model given by (3) and (11).
Under the null hypothesis that countries ¢ and j converge we must have

Yit — Yjt = Ci — Cj T €t — Ejt T Nyg — Mjg (24)

where ¢; is a fixed constant defined by ( ) and e;; — €5t +1;, —1nj, 1s a stationary
process with mean zero and variance w . Therefore, under the null hypothesis

E(s7) = 71 Z Z _CJ 71 Z Z ‘Uua

=1 j=i+1 =1 j=1+1

which does not vary with time. In contrast, E(s?) will be trended upward if
output diverges across two or more countries. As an illustration consider (11),
and suppose that 8; = 0; but allow g; # g;. In this case we have

N
B(sf) = Z > (-’ + =g pOp I
11]z+1 11j1+1
N N
,122 ZZ%
=1 j=1+1 =1 j=1+1

which is dominated by a quadratic trend, the sme of which depends on the
dispersion of growth rates as measured by Z ZJ —it1 (9 — g;)° /N(N=1) =

Zi:l (9 —5)° /(N —1). A similar result obtalns if g; = g;, but 0; # 6; with
0:f, ~ I(1), although in this case the dominant trend in E(s?) will be linear.
The above analysis provides a theoretical justification for using s; as an
overall measure of convergence. It further shows that a sustained trend in s?
is not compatible with cross country output convergence. Similar conclusions
can also be reached using other overall measures of dispersion. One particularly
important measure would be to use the simple average of the absolute output

gaps as given by
9 N-1 N
At:m;;\yit—yﬁ\- (25)
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This is known as the “mean difference” coefficient and forms the numerator of
the well known Gini coefficient. The mean difference measure, A, has certain
theoretical attractions, although it is more difficult to compute and analyze as
compared to s?. Our interest in using it lies in the fact that it provides a link
between the regression approaches to convergence and the cross-country analysis
of distribution dynamics advocated by Quah (1996b). Like E (s;), the expected
value of the mean difference coefficient, E (A;), will be time invariant under the
null hypothesis of pair-wise convergence. An exact expression for E (A;), can
be obtained if it is further assumed that y;; — y;; is also normally distributed.
Under this assumption we have

2\ y25)? ¢ —¢j
ij

where @ (.) is the cumulative distribution function of a standard normal variate.

It is also worth noting that due to the possible presence of unit roots and/or
deterministic trends in y;;, and hence in g;, the Gini coefficient defined by
Gi = Ay/¥i, could display downward trends even under output convergence.®
Clearly, A, is a more appropriate measure of the evolution of cross-country out-
put convergence as compared to its scaled version, Gy. It also relates directly to
the pair-wise output gaps that underlie a multivariate analysis of convergence.

6.2 Weighted Measures of Dispersions

The two dispersion measures, s; and Ay, discussed so far attach equal weights
to all pairs of output gaps and might yield a misleading results when applied
to countries with very different population sizes. Denote the population of
country i at time t by Py, and abstract from within country income disparities.
A population weighted measure of output-gap between countries ¢ and j is given
by PitPji | yit — yj¢ |, and the population weighted counterparts of D; and A,
may be defined as

N-1 N 2
Dict Zj:i-{-l P Pji (yir — yjt)

D*2 _
t N-1 N
Zi:1 Zj:i+1 PitPjt

and

N—1 N
o 2imt 2jeipr PPyt | yie — yje |
t = N—1 <N :
21:1 Zj:i-{-l P Pjy

8Note that in the analysis of size distribution of income, Gini coefficient is usually applied
to individual or household incomes and not to their logarithms as it is done here. But in the
analysis of cross country output convergence, due to the preferred Cobb-Douglas form of the
production function, the use of log per capita output is clearly more appropriate than the per
capita outputs.
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It is easily verified that these weighted measures reduce to D; and A, if Py = P;
for all 7 and j. Since

N .
where P, = > ;" Py, the above measures can also be written as

N _ N2
D*2 — 2 21:1 Wi (yit - yu)t)

t N 2 )
1=>00 wi

and

Sy S0l wiwse | i — Yt |
I - Z’f\;l w; 7

wi; = Pyt /Py is the share of i*" country population in the country grouping un-

der consideration, and g, = Zivzl wiyie- Accordingly, a population-weighted

version of s; is given by

A} =

(26)

ZN wig (Yir — ywt)Q
sy =+/1/2Df = =1 : (27)

N
=3 wzzt

The trend properties of E (Af) and E(sy) are the same as the ones obtained for
their unweighted versions, under the assumption that the processes generating
the population weights, wy;, are stationary. However, in general the time pro-
files of A} and s; would be influenced by output disparities as well as by the
differences in population growths across countries.

7 Empirical Evidence on Output Convergence

Output convergence can be examined at global or regional levels. Since it is
possible for some countries to be divergent within a given region but converge
across regions, it is important that the investigation of output convergence starts
at a global level. Primary sources of data for such an exercise are the annual
output series from the Penn World Table (PWT) and the Maddison output
series. In this study we use the Purchasing Power Parity adjusted Real GDP
per capita in constant prices from the most recent Version 6.1 of PWT, and
Maddison’s (2003) latest per capita output series available from his home page
(http:/ /www.eco.rug.nl/%7EMaddison/). Both sets of data provide reasonably
comparable measurements of per capita output across countries.!® The Maddi-
son series has a much longer coverage, spanning the years 1870-2000, 1923-2000

9The PWT code for the series is RGDPL, and is constructed in international dollars, with
1996 as the reference year. For further details see Heston, Summers and Aten (2002).

10Some investigators using PWT series have also employed output per worker, arguing that
it relates more closely to the underlying production processes. But we decided to focus on per
capita output series that are more comparable across countries and relate more readily to the
debate on trends on world income distribution.
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and 1900-2000 for advanced, South Europe and Latin American economies, re-
spectively. The PWT series begin in 1951, but covers a wider set of countries,
particularly if the start of the sample is brought forward to 1961. There is a
trade off between the number of countries (N) and the sample period (T') used
in the analysis.'’ Accordingly, for the PWT data set we considered three sample
periods: 1951-2000 (7' = 50), 1961-2000 (T' = 40) and 1971-200 (T" = 30). The
number of countries with a full set of output series across these periods turned
out to be 56, 99, and 101, respectively. The lists of countries (by regions) for
the Maddison and the PWT data sets are provided in Tables la and 1b. The
time plot of the log per capita output series for the PWT data are displayed in
Figures 1-6 (the “world” and five country groupings), and for Maddison’s data
set they are given in Figures 7-9. These figures show a wide variety of patterns,
with different convergence/divergence episodes for different country groups.

7.1 Evidence on Output Convergence Using PWT Series

We begin by considering the unit root properties of all output gap pairs, yi: —y;1,
in the world economy over the three periods 1951-2000 (7' = 50, N = 56), 1961-
2000 (T =40, N =99) and 1971-2000 (T" = 30, N = 101). The number of such
output gap pairs over these three sample periods are 1540, 4851 and 5050, re-
spectively. For each output gap series we compute three different unit root test
statistics, namely the standard Augmented Dickey-Fuller statistic, ADF(p), the
ADF-GLS(p) statistic proposed by Elliot et al. (1996) that makes use of more
efficient estimates of deterministics, and the ADF weighted symmetric (ADF-
WS) test which is due to Park and Fuller (1995) and attempts to increase the
power of the unit root test by making use of the fact that any stationary autore-
gressive process can be given a forward as well as a backward representation.'?
The results for all the possible output gap pairs are summarized in Table 2,
for the three sample periods. This table reports the proportions of the output
gap pairs for which the unit root hypothesis is rejected at 10% and 5% signifi-
cance levels, using the three unit root testing procedures set out above, and for
different orders of augmentation, including the order selected using the Akaike
Information Criterion (AIC). Although the test results are likely to be correlated
across the different output gap pairs, the estimated proportions are neverthe-
less consistently estimated for N sufficiently large. The results are uniformly
against the convergence hypothesis. The proportion of the output gap pairs for
which the unit root hypothesis is rejected matches the significance level of the
ADF test, a result which is reasonably robust to the order of augmentation or
the particular version of the ADF test being used. The rejection frequencies are
slightly higher if the ADF-WS test is employed, possibly reflecting the higher

11 Alternatively, one could use an unbalanced panel approach where the sample periods differ
across a fixed maximum number of countries. Given the heterogeneous nature of the output
processes across countries and the importance of the time series dimension for the performance
of the tests that we shall be considering we decided not to follow this approach.

12Details of the computation of the ADF-GLS and the ADF-WS test statistics, together
with their 5% and 10% critical values for the sample sizes considered in this paper are given
in the Appendix.
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power of this test as compared to the other two versions of the test.!> The test
results are also robust to the sample period being considered.

Conditioning on those output gap pairs for which the unit root hypothesis
is rejected, the number of output gap pairs with insignificant (at the 5% level)
linear trends are reported in Table 3 for the different sample periods and the
ADF type tests. The numbers of output gap pairs that meet both criteria and
can be viewed as being stationary with a constant mean are very small; and in
no case exceed 3.8% of the total number of possible output gap pairs.

Very similar results are also obtained across different country groupings.
The unit root test results for the five country groups are summarized in Table
4.1 Once again the ADF-WS test shows slightly higher rejection frequencies as
compared with the other two tests. Nevertheless, the proportion of output gap
pairs for which the unit root hypothesis is rejected is very close to the chosen
significance levels for all country groups, except possibly for Group 5 (the rest
of the world). However, even in the case of this group the number of output gap
pairs that meet both the unit root and the co-trending tests is at most 6.6%.
This is obtained when the ADF-WS(p) test is applied at the 10% level with the
augmentation order, p, selected by the AIC. See Table 5.

Some of the negative results obtained so far on output convergence could be
attributable to the known low power of the ADF type tests in small samples.
As noted earlier, a possible alternative would be to use the K PSS(¢) test given
by (23). In application of this test the choice of the lag window, ¢, is very
important and need to be chosen carefully in relation to the sample size T
Here we follow the time series literature and use £ ~ 0.757'/3. Accordingly, we
computed the K PSS statistic for all output pairs over the three sample periods
and by different country groups. The test results are summarized in Table 6
and report the proportions of output gap pairs for which the null of stationarity
is rejected. These results are marginally more favourable to the convergence
hypothesis. For the “world” as a whole and over the period 1961-2000, the
stationarity hypothesis is not rejected in the case of 20% (14%) of the output
gap pairs if the KPSS test is carried out at the 5% (10%) significance level.
Similar results are also obtained for other periods. However, the test results
disaggregated by country groups are more mixed; with the Middle East and
North Africa having the highest proportion of stationary output gap pairs and
Asia, Australia and New Zealand (group 3) having the lowest proportions. For
example, over the period 1961-2000 and using the 5% significance level, only
11% of the output gap pairs turned out to be stationary for Asia, Australia
and New Zealand group, whilst for the countries in the Middle East and North
Africa this proportion turned out to be around 53%. These differences, however,
need to be viewed with caution, since the number of countries in the country
groupings differ markedly. For example, over the 1961-2000 period there are
9 countries in the Middle East and North African region as compared to 15
countries in Asia, Australia and New Zealand group, and 23 countries in the

13 For a comparative small sample power analysis of the unit root tests see Smith, Leybourne,
Kim, and Newbold (2004) and references cited therein.
14The membership of the different country groups is given in Table 1.
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North and Latin American region.

Overall, the KPSS test results are more favourable to the output convergence
hypothesis as compared to the results based on ADF type tests. Although, at
the world level the evidence for output convergence is still rather week. The
results by country groups are somewhat stronger and provide some support for
the hypothesis of “club convergence”.

7.1.1 Overall Measures of Output Convergence

Similar conclusions can be reached if overall dispersion measures, such as the
mean difference (MD) coefficients defined by (25) or its population weighted
counterpart, (26), are used.'> The estimates of A; and Aj computed over
the period 1961-2000 for the “world” and the five different country groups are
displayed in Figure 10. As note earlier, under the null of output convergence
none of these measures should have unit roots or exhibit a deterministic trends.
The results of the various unit root tests applied to A; and A} are summarized
in Tables 7 and 8. Using Ay, the unit root hypothesis is rejected in the case
of groups 4 and 5, whilst if we use A} the unit root hypothesis is not rejected
for any of the country groups if the ADF-WS test is applied and is rejected
in the case of groups 1 and 4 if the standard ADF test is applied. But, as
can be seen from Figure 1, the time plots of A; and A; show clear trends
with the possible exception of the measures for the Middle East and North
Africa. Although, the trends in the equal weighted and the population weighted
dispersion measures can be markedly different. This is most noticeable in the
case of the dispersion measures computed for the “world” where the un-weighted
measure, A, is trended upward, whilst the population weighted measure, A},
starts to trend downwards from early 1980’s, largely reflecting the significant
economic growth of the populous countries in South East Asia and particularly
China.

7.2 Evidence on Output Convergence Using Maddison Se-
ries

Given the relatively short sample sizes of most output series in the PWT data
set, it would be of interest to see if our main conclusions are much affected by
using the longer series that are compiled by Maddison. Maddison’s longer series
should help with power of the tests, but are limited in the number of countries
that they cover, and are likely to be subject to important measurement errors.
As before, initially we started our investigation by testing for the presence of unit
roots in the log per capita output gaps across all country pairs disaggregated
into three country groups: advanced countries (N = 17), the countries in South
Europe (N = 5), and the Latin American economies (N = 8). The results of
these tests are summarized in Table 9. We shall focus on the group of advanced
economies, since the numbers of output gap pairs in the other two groups are

- - - L .
15Other dispersion measures, such as the standard deviation of log per capita output, also
lead to very similiar conclusions and to save space will not be discussed here.
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rather small. For the advanced economies the ADF-WS test yields the highest
rejection rates, possibly reflecting its higher small sample power as discussed
above. The order of augmentation is much more critical for the test outcomes,
since Maddison’s series cover a much wider range of events and are likely to
show a higher degree of serial correlations. The tests based on the orders of
augmentation selected by AIC (namely pasc) are likely to be most reliable as
it is unlikely that the ADF regressions for all the seventeen series in the group
could have the same order. At the 5% significance level, the unit root hypothesis
in the output gap pairs is rejected for 36 out of the 136 possible output gap pairs,
or 26.5% of the sample. This figure rises to 39% (53 out of 136) if we conduct the
tests at the 10% level. These are substantially above the 5% and 10% nominal
levels. However, as before we also need to test for co-trending and check to see
how many of the 36 (or 53) output gap pairs have a constant mean. Table 10
summarizes the results of testing these 1(0) output gap pairs for the presence
of linear deterministic trends. According to these results the number of output
gap pairs that survive both tests are 13 and 19, depending on whether the first
stage unit root test has been carried out at 5% or 10% levels. Note that the
significance level of the second stage test (that tests for the presence of a linear
trend) is set at 5%. Therefore, only 10-14% of the 136 output gap pairs can be
regarded as convergent.

Although the power aspect of the above testing procedure might have been
enhanced by the much longer series being used, the two-stage nature of the
test is likely to bias the test in favour of non-stationary outcomes. Once again
the KPSS test could be relevant here. Table 11 provides the KPSS test results
applied to the Maddison series. The results are very similar to the ones obtained
using the ADF-based two stage procedure. According to the KPSS test around
7-12% of the 136 output pair gaps in the group of advanced economies pass
the convergence test. This could suggest some degree of convergence, but the
percentage of the output gap pairs that pass the test is still very low and could
have arisen by chance.

8 Evidence on Growth Convergence

Having find little evidence in support of output convergence, it might be of
interest to consider the weaker hypothesis of growth convergence. Within the
framework of the stochastic Slow growth model, the country-specific growth
rates are given by (9) which yield the following “growth gap” equations:

9it — it = 9i — 95 + Eijes (28)
where &, is given by

1 1
fz’jt = (Auit*Ath)*a { <m) (Azuit + AQUit) - (m) (AQth + AQth)} .

Under the stochastic Slow growth model for all ¢ and j, §;;, will follow a mean
zero stationary process even if there are unit roots in the processes generating
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technology or employment. Therefore, the growth convergence hypothesis
Hge: gi =g;, for all 7 and j,

can be tested using the following AR(p;;) approximations of (28):

Dij
9it — gjt = Gij + Z Pij (Gi—s = Git—s) T Vijt, (29)

s=1

where g;; = g; — g4, and p;; is selected empirically using selection criteria such
as AIC. The growth convergence hypothesis forms a subset of the output con-
vergence hypothesis defined by (15) and (16).

Tests of the growth convergence hypothesis can now be carried out by testing
the insignificance of the short-run or the long-run intercept terms in the growth
gap regressions defined by (29). These intercept terms, respectively, are given
by g;; and

- E—
R 521 Pij
The results of these tests applied to PWT and Maddison series for the various
sub-periods and country groupings are summarized in Tables 12 and 13. These
tables give the proportions of statistically insignificant (at the 5% level) short-
run and long-run intercept terms. Once again recall that these proportions are
estimated consistently for sufficiently large T' and N, even though the errors
v;j are cross sectionally correlated.

Overall, the results are quite favourable to the growth convergence hypoth-
esis, with the Maddison series being particularly supportive of the hypothesis.
It is also interesting that the results are quite robust to the sample periods or
whether the short-run or the long-run intercept terms are used in the test. For
the PWT series the growth convergence hypothesis is not rejected for around
72% of the country pairs, irrespective of the sample period considered. For the
Maddison growth series this figure is above 95%, quite a conclusive outcome.
The PWT series also show some interesting geographical variations, with the
growth convergence hypothesis being more wide spread across the countries in
group 4 and 5 (Middle East North Africa and the Rest of the World), and less
so in the case of countries in group 3 (Asia, Australia and New Zealand).

9 Concluding Remarks

In this paper we have highlighted the importance of using log per capita output
gaps in the analysis of output or growth convergence. We have also illustrated
how such pair-wise measures of divergence between any two given economies,
when suitably averaged, can be linked to measures of output inequality such as
the mean difference coefficient, which is the numerator of the Gini coefficient
routinely used in studies of income inequality within across countries. Seen
from this perspective, the pair-wise output gaps form the basic building blocks
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of the stochastic processes of income distribution dynamics which has been the
subject of extensive research in the literature on club convergence. However, it
is important to make a distinction between log per capita output gaps and per
capita output gaps, with the former being relevant for the analysis of output
convergence in the context of stochastic Slow type growth models, whilst the
latter being more appropriate for cross country studies of income inequality.'%

The focus of our empirical analysis has been on the unit root and trending
properties of log per capita output gaps across different countries in a global con-
text, as well as in specific geographical regions. Using both PWT and Maddison
data sets we have found little evidence of log per capita output convergence at
a global level, although there seems to be some evidence of club convergence,
so long as the concept of a “club” is loosely defined to mean countries with
pair-wise output gaps that are stationary with a constant mean. This concept
does not, of course, rule out the possibility of the club membership to change
over time, which renders it more of historical interest rather than immediate
relevance for policy analysis. Further analysis of the nature of the clubs and the
characteristics of their membership would be needed for a better understanding
of the growth process for policy analysis. Such an endeavour is beyond the scope
of the present paper.

Finally, the approach of this paper can be readily applied to the analysis
of income inequality, by considering the unit root and trending properties of
per capita output gaps. Such an analysis will be more closely linked to overall
measure of income inequality such as the Gini coefficient, and suggest that in
using the Gini coefficient the choice of the denominator need to be approach
more carefully under the possibility of unit roots in per capita outputs.

16Trends in global income inequality have been recently investigated by Bourguignon and
Morrison (2002) and Sala-i-Martin (2002a ,2002b).
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A Appendix: ADF-GLS and ADF-WS Unit Root
Tests

The ADF-GLS test is proposed by Elliott, Rothenberg and Stock (1996) and is
argued that in general has better power characteristics than the standard ADF
test. Although, Pantula et al. (1994) and Leybourne (1995) provide Monte
Carlo evidence suggesting that the MAX-ADF test proposed by Leybourne and
the ADF-WS test of Park and Fuller (1995) could be more powerful than the
ADF-GLS test.

A.1 ADF-GLS Unit Root Test

Consider the ordered series x4, t = 1,2,...,7 and make the following transfor-
mations:

Tp1 = 1,
Tpp = Ty — pri_y,fort=2,..T,

where p is a fixed coefficient to be set by the tester (see below). Similarly

zm(p) = 1
zi(p) = (A —p), fort=2,..,T,
and
z(p) = 1
zo1(p) = t—pt—1), fort=2,..,T.

A.1.1 Models with intercepts but without trend

Compute the OLS regression of x,; on z1:(p)

pomtd=p) Yoo (0 — pri1)
’ 1+ (1 =p3(T 1) ’

and then deviations

Wy = Xy —ﬁp, fort=1,2,..,T
and carry out ADF(p) test applied to w;. It is recommended that p is set
tol—"7/T.

A.1.2 Models with an intercept and a linear trend

Compute the OLS regression coefficients of z,; on z14(p), and z2:(p), and denote
these coefficients by 3, and [§,, and then compute

Wy = Ty —ﬁlp —Bth, fort=1,2,..,T
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and then apply the ADF(p) procedure to wy, with
p = 1-— %", for models with intercept only
p = 1-— %, for models with intercept and linear trend

We follow Elliott et al.’s recommendation and use the following parameter values
in the application of the ADF-GLS test to the output gaps:

¢y =17, ¢ =135

A.2 The ADF-WS Unit Root Test

The Weighted Symmetric ADF (WS-ADF) has been proposed by Park and
Fuller (1995) and analyzed further (using Monte Carlo simulations) by Pantula
et al. (1994). A detailed discussion is also provided by Fuller (1996, Section
10.1.3).The WS-ADF attempts to increase the power of the unit root test by
making use of the fact that any stationary autoregressive process can be given
a forward as well as a backward representation. An estimator of the autoregres-
sive parameters that take account of this property is generally known as WS
estimators. Consider the p'" order (backward) ADF regression

p
Tt = PTi_q -+ Z(SJAJJt_J + Eg,

i=1

then under stationarity we also have

p
T = prigr — 3 60T 4 + ef.
=1

The WS estimator of p is obtained by solving the following weighted least squares
problem

2
T P
Q(p,0) = Z wy | — pry1 — Z%‘Awtﬂ' +
t=p+2 j=1
T P 2
Z (1 —we—p) |Tt—p—1 — pT1—p + Z 6jAzi_pij|
t=p+2 j=1
or equivalently
2
T p
Q(p,0) = Z wy | T — pTy-1 — Z@'Aﬂctﬂ' +
t=p+2 Jj=1
T—p—1 P 2
> (U —wy) |@—proga+ Y 6 AT |
t=1 j=1
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where
0,for1 <t<p+1,
wy = t;f;;,forp+1<t§T—p,
LforT—p<t<T,

and assuming that 7' > 2(p + 1).

Let pand & = (31,, s Sp)’ be the estimators of p and § that minimize Q(p, §).

Then the WS-ADF(p) statistic is given by

where

52 = M for a model with intercept,
T—p—2

52 = M for a model with a linear trend,
T—-p—-3

and a,, is the element (1,1) in the inverse of 02Q(p, §)/0006’, where 8 =

A.2.1 An Explicit Solution

Let Zpt — (:L‘tfl, A:L‘tfl, ceey A:L‘t,p)/ and Zft = (:L‘t+1, —A:L‘t+2, —Axt+3,

then it is easily seen that

0=A7 by,
where
T T—p—1
Ar = Z Wizt Zpy + Z (1 — witq) thZ}t,
t=p+2 t=1
T T—p—1
bT = Z WZp Ty + Z (1 - U)t+1) ZfiZy.
t=p+2 t=1
Also 82Q( 5)
P,
—=\BT) A
9606’ o
and

Var (@) = AQA;I.

(p,6)".

s —ATypy1)

The output gap series are de-trended before computing the ADF-WS statistics.
The critical values of the ADF, ADF-GLS and ADF-WS tests for the sam-
ple sizes and the augmentation orders relevant to the present application are

provided in Table A.
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Table 1a: Composition of Country Groups by Geographical Regions for the
Different Sample Periods in the Penn World Tables (PWT)

A: Sample period: 1951-2000

Country group

Composition

Group1
Europe (EU15 + Switzerland +

Norway) (16)

Group?2
North and Latin America (21)

Group 3
Asia + Australia + New Zealand (8)

Group 4
Middle East and North Africa (4)

Group 5
Rest of the World (7)

Austria, Belgium, Switzerland, Denmark, Spain, Finland, France,
Greece, Ireland, Italy, Luxembourg, Netherlands, Norway, Portugal,
Sweden, United Kingdom

Argentina, Bolivia, Brazil, Canada, Chile, Colombia, Costa Rica,
Dominican Republic, Ecuador, Guatemala, Honduras, Mexico,
Nicaragua, Panama, Peru, Paraguay, El Salvador, Trinidad & Tobago,

Uruguay, USA, Venezuela

Australia, India, Japan, Sri Lanka, New Zealand, Pakistan, Philippines,
Thailand

Israel, Egypt, Morocco, Turkey

Ethiopia, Iceland, Kenya, Mauritius, Nigeria, Uganda, South Africa

B: Sample period: 1961-2000

Country group

Composition

Group1
Europe (EU15 + Switzerland +

Norway) (16)

Group?2
North and Latin America (23)

Group 3
Asia + Australia + New Zealand
(15)

Group 4
Middle East and North Africa (9)

Group 5
Rest of the World (36)

Austria, Belgium, Switzerland, Denmark, Spain, Finland, France,
Greece, Ireland, Italy, Luxembourg, Netherlands, Norway, Portugal,
Sweden, United Kingdom

Argentina, Barbados, Bolivia, Brazil, Canada, Chile, Colombia,
Costa Rica, Dominican Republic, Ecuador, Guatemala, Honduras,
Jamaica, Mexico, Nicaragua, Panama, Peru, Paraguay, El Salvador,
Trinidad & Tobago, Uruguay, USA, Venezuela

Australia, Bangladesh, China, Hong Kong, Indonesia, India, Japan,
Korea, Malaysia, Nepal, New Zealand, Pakistan, Philippines,
Sri Lanka, Thailand

Algeria, Egypt, Iran, Israel, Jordan, Morocco, Syria, Tunisia, Turkey

Burundi, Benin, Burkina Faso, Cote d'lvoire, Cameroon, Congo,
Comoros, Cape Verde, Ethiopia, Gabon, Ghana, Guinea, Gambia,
Guinea-Bissau, Equatorial Guinea, Iceland, Kenya, Lesotho,
Madagascar, Mali, Mozambique, Mauritius, Malawi, Niger, Nigeria,
Romania, Rwanda, Senegal, Seychelles, Chad, Togo, Tanzania,
Uganda, South Africa, Zambia, Zimbabwe

C: Sample period: 1971-2000

The same as those listed under the sample period 1961-2000 with Germany and Hungary added

to Group 1 and Group 5, respectively. The numbers in brackets are the total number of countries in each grou




Table 1b: Composition of Country Groups for Maddison’s Data Set’

Country group Composition

Advanced countries (17)
1870-200 Australia, Austria, Belgium, Canada, Denmark, Finland, France,

Germany, ltaly, Japan, Netherlands, New Zealand, Norway, Sweden,
Switzerland, United Kingdom, USA

South Europe (5)
1923-2000 Greece, Ireland, Portugal, Spain, Turkey

Latin America (8)
1900-2000 Argentina, Brazil, Chile, Colombia, Mexico, Peru, Venezuela, Uruguay

Note: ' The numbers in brackets are the total number of countries in each group. The sample
periods are 1870-2000, 1923-2000, and 1900-2000 for Advanced countries, South Europe, and
Latin America, respectively.



Table 2: Proportions of Output Gap Pairs for which the Unit Root
Hypothesis are Rejected - PWT Series

(per cent)
ADF (p)
p=1 9.94 5.84 11.05 5.50 12.22 6.30
p=2 6.30 2.60 7.11 3.28 8.89 4.48
p=3 7.34 3.31 9.09 4.74 11.70 6.36
p=4 5.06 1.75 8.80 4.54 9.98 5.70
p(AIC) 10.06 6.04 12.10 6.20 13.84 7.68
ADF-GLS (p)
p=1 11.04 6.43 8.72 5.13 8.46 3.98
p=2 7.21 4.22 5.24 2.70 4.77 1.98
p=3 7.47 3.44 6.78 3.50 7.13 3.49
p=4 3.77 1.75 6.99 3.24 4.93 2.44
p(AIC) 11.04 6.56 9.67 5.81 9.76 4.95
ADF-WS (p)
p=1 14.03 7.73 11.75 6.80 13.29 7.33
p=2 9.16 5.45 8.74 4.25 8.95 4.06
p=3 11.88 591 10.31 5.98 14.10 7.33
p=4 7.60 2.73 11.89 6.78 11.31 5.45
p(AIC) 13.96 7.92 13.01 7.63 14.83 8.53

1. The unit root tests are based on augmented Dickey-Fuller (ADF) regressions with
an intercept and a linear trend, and are carried out at the 10% and 5%
significance levels. ADF(p) denotes the standard ADF test of order p. ADF-GLS
is due to Elliot et al. (1996) that corrects for trends, and ADF-WS is the weighted
symmetric version of the ADF test proposed by Park and Fuller (1995). See
Appendix A for computational details and the critical values.




Table 3: Numbers of 1(0) Output Gap Pairs with Insignificant Linear Trend
Coefficients - PWT Series

Sample Period 1951-2000 (T=50) 1961-2000 (T=40) 1971-2000 (T=30)
Number of N=56 N=99 N=101
Countries

Number of Country 1540 4851 5050
Pairs
Tests/Significant 10% 5% 10% 5% 10% 5%
Level
ADF (p)
p=1 26(153) | 13(90) | 105(536) | 42(267)| 127(617) | 70(318)
p=2 14(97) 5(40) | 52(345) | 26(159)| 77(449)| 31(226)
p=3 16(113) 751) | 71(441)| 43(230)| 91(591)| 43(321)
p=4 12(78) 327) | 83(427)| 45(220)| 79(504) | 46(288)
p(AIC) 24(155) | 12(93) | 117(587) | 49(301) | 144(699) | 80(388)
ADF-GLS (p)
p=1 40(170) | 17(99) | 103(423) | 37(249) | 102(427) | 50(201)
p=2 23(111) | 10(65)| 46(254)| 21(131)| 55(241)| 23(100)
p=3 22(115) 6(53) | 67(329)| 30(170)| 73(360) | 29(176)
p=4 12(58) 527)| 76(339) | 35(157)| 60(249) | 30(123)
p(AIC) 38(170) | 16(101) | 116(469) | 47(282) | 117(493) | 62(250)
ADF-WS (p)
p=1 49(216) | 24(119) | 139(570) | 68(330) | 170(671) | 89(370)
p=2 28(141) | 14(84)| 85(424) | 36(206) | 102(452) | 37(205)
p=3 32(183) | 15(91) | 105(500) | 48(290) | 169(712) | 59(370)
p=4 23(117) 6(42) | 140(577) | 65(329) | 151(571) | 55(275)
p(AIC) 48(215) | 23(122) | 154(631)| 80(370) | 191(749) | 100(431)

1. The numbers in brackets are the total number of country pairs for which the unit root
hypothesis were rejected at the specified significance levels. These are the rejection
frequencies in Table 2 multiplied by the number of country pairs. Tests of the
significance of linear trends are conducted at the 5% significance level.




Table 4: Proportion of Output Gap Pairs for which the Unit Root Hypothesis

is Rejected by Country Groups - PWT Series

(per cent)
Sample period 1951-2000 (T=50) 1961-2000 (T=40) 1971-2000 (T=30)
Tests/Significant level 0% | 5% 0% | 5% 0% | 5%
Group 1
Number of countries 16 16 17
Number of country pairs 120 120 136
ADF(p)
p=1 6.67 417 7.50 1.67 13.24 4.41
p=2 5.00 1.67 417 1.67 7.35 2.21
p=3 5.00 3.33 5.00 3.33 11.03 5.88
p=4 5.83 0.83 417 1.67 8.82 2.94
p(AIC) 6.67 4.17 7.50 1.67 14.71 5.15
ADF-GLS(p)
p=1 6.67 3.33 5.00 1.67 10.29 5.88
p=2 5.00 0.00 0.83 0.00 6.62 2.94
p=3 5.00 1.67 5.00 2.50 16.18 8.09
p=4 3.33 0.83 417 0.00 5.15 2.94
p(AIC) 5.83 3.33 5.00 1.67 18.38 11.03
ADF-WS(p)
p=1 8.33 417 6.67 3.33 15.44 9.56
p=2 6.67 1.67 5.83 0.00 8.82 4.41
p=3 8.33 1.67 7.50 417 13.97 5.88
p=4 417 1.67 8.33 5.00 7.35 1.47
p(AIC) 9.17 4.17 6.67 3.33 18.38 11.76
Group 2
Number of countries 21 23 23
Number of country pairs 210 253 253
ADF(p)
p=1 6.19 3.33 7.91 3.16 7.51 5.14
p=2 5.24 1.43 5.53 1.19 3.95 1.58
p=3 7.14 2.38 5.14 1.58 7.51 2.37
p=4 6.67 417 2.37 0.40 3.16 0.79
p(AIC) 7.14 3.81 7.91 3.56 8.30 5.53
ADF-GLS(p)
p=1 6.19 3.33 6.32 1.98 9.88 2.77
p=2 4.76 2.86 4.35 1.19 3.56 0.79
p=3 6.19 2.86 5.53 1.98 5.93 3.16
p=4 4.76 3.33 3.56 0.79 2.77 1.19
p(AIC) 7.14 4.29 7.51 2.37 10.67 3.16
ADF-WS(p)
p=1 7.62 3.81 9.49 5.53 12.65 7.51
p=2 5.71 2.38 7.11 3.16 10.67 2.77
p=3 9.52 3.33 10.67 5.53 13.04 7.11
p=4 7.62 3.81 9.09 2.77 7.91 3.95
p(AIC) 8.57 4.76 10.67 6.32 14.23 8.30




Table 4 (continued): Proportion of Output Gap Pairs for which the Unit Root

Hypothesis is Rejected by Country Groups - PWT Series

Sample period

1951-2000 (T=50)

1961-2000 (T=40)

1971-2000 (T=30)

Tests/Significant level 0% | 5% 0% | 5% 0% | 5%
Group 3
Number of countries 8 15 15
Number of country pairs 28 105 105
ADF(p)
p=1 3.57 3.57 6.67 3.81 6.67 3.81
p=2 7.14 0.00 6.67 4.76 12.38 3.81
p=3 7.14 3.57 8.57 4.76 17.14 10.48
p=4 3.57 0.00 6.67 1.90 14.29 6.67
p(AIC) 7.14 7.14 7.62 4.76 9.52 7.62
ADF-GLS(p)
p=1 3.57 3.57 2.86 0.95 1.90 0.95
p=2 7.14 3.57 4.76 1.90 1.90 0.95
p=3 10.71 7.14 5.71 1.90 5.71 4.76
p=4 7.14 0.00 2.86 0.95 0.95 0.95
p(AIC) 3.57 3.57 4.76 1.90 2.86 1.90
ADF-WS(p)
p=1 0.00 0.00 2.86 1.90 9.52 2.86
p=2 3.57 3.57 6.67 1.90 6.67 2.86
p=3 17.86 14.29 11.43 6.67 9.52 5.71
p=4 7.14 0.00 9.52 6.67 10.48 1.90
p(AIC) 3.57 3.57 4.76 2.86 10.48 2.86
Group 4
Number of countries 4 9 9
Number of country pairs 6 36 36
ADF(p)
p=1 0.00 0.00 2.78 0.00 11.11 5.56
p=2 16.67 0.00 0.00 0.00 11.11 8.33
p=3 16.67 16.67 8.33 0.00 22.22 8.33
p=4 16.67 0.00 5.56 0.00 13.89 8.33
p(AIC) 0.00 0.00 2.78 0.00 13.89 8.33
ADF-GLS(p)
p=1 16.67 0.00 5.56 2.78 11.11 8.33
p=2 16.67 16.67 5.56 0.00 11.11 2.78
p=3 16.67 16.67 16.67 2.78 11.11 8.33
p=4 16.67 16.67 11.11 5.56 11.11 5.56
P(AIC) 16.67 0.00 8.33 2.78 13.89 8.33
ADF-WS(p)
p=1 33.33 0.00 2.78 2.78 2.78 2.78
p=2 16.67 16.67 2.78 0.00 2.78 2.78
p=3 33.33 16.67 16.67 8.33 11.11 5.56
p=4 16.67 16.67 16.67 5.56 11.11 5.56
P(AIC) 33.33 0.00 5.56 2.78 5.56 2.78




Table 4 (continued): Proportions of Output Gap Pairs for which the Unit
Root Hypothesis are Rejected by Country Groups - PWT Series

Sample period

1951-2000 (T=50)

1961-2000 (T=40)

1971-2000 (T=30)

Tests/Significant level 0% | 5% 0% | 5% 0% | 5%
Group 5
Number of countries 7 36 37
Number of country pairs 21 630 666
ADF(p)
p=1 28.57 23.81 17.94 10.48 16.22 8.71
p=2 14.29 9.52 11.11 6.03 8.86 3.15
p=3 14.29 4.76 14.13 8.10 10.21 5.41
p=4 0.00 0.00 13.81 6.67 9.31 5.56
P(AIC) 28.57 23.81 19.05 11.27 16.97 9.61
ADF-GLS(p)
p=1 28.57 28.57 13.81 9.52 11.71 5.86
p=2 14.29 9.52 8.73 3.65 4.80 1.35
p=3 14.29 4.76 8.25 4.76 6.16 2.25
p=4 9.52 0.00 7.62 4.29 5.86 3.00
P(AIC) 28.57 28.57 14.76 10.00 12.61 6.16
ADF-WS(p)
p=1 33.33 23.81 17.30 11.90 18.77 11.41
p=2 19.05 19.05 14.44 7.78 10.06 5.26
p=3 23.81 9.52 13.17 8.41 15.47 7.81
p=4 9.52 0.00 13.17 8.10 12.31 7.81
P(AIC) 33.33 23.81 18.25 12.70 19.67 12.61

1. See the notes to Table 2. For the definitions of country groups see Table 1a.




Table 5: Numbers of Stationary Output Gap Pairs with Insignificant Linear

Trend Coefficients by Country Groups — PWT Series

Sample period

1951-2000 (T=50)

1961-2000 (T=40)

1971-2000 (T=30)

Tests/Significant level

|

| 5%

Group 1
Number of countries 16 16 17
Number of country pairs 120 120 136
ADF(p)
p=1 1(6)
p=2 1(3)
p=4 0(4)
P(AIC) 1(7)
ADF-GLS(p)
p=3 1(11)
p=4 0(4)
P(AIC) 4(15)
ADF-WS(p)
p=1 4(13)
p=2 1(6)
P(AIC) 5(16)
Group 2
Number of countries 21 23 23
Number of country pairs 210 253 253
ADF(p)
p=1 2(13)
p=2 0(4)
P(AIC) 2(14)
ADF-GLS(p)
p=3 0(8)
p=4 1(3)
P(AIC) 1(8)
ADF-WS(p)
p=1 5(19)
p=2 0(7)
p=3 1(18)
p=4 1(10)
P(AIC) 5(21)




Table 5 (continued): Numbers of Stationary Output Gap Pairs with
Insignificant Linear Trend Coefficients by Country Groups — PWT Series

Sample period

1951-2000 (T=50)

1961-2000 (T=40)

1971-2000 (T=30)

Tests/Significant level 0% | 5% 0% | 5% 0% | 5%
Group 3
Number of countries 8 15 15
Number of country pairs 28 105 105
ADF(p)
p=1 0(1) 0(1) 0(7) 0(4) 0(7) 0(4)
p=2 0(2) 0(0) 0(7) 0(5) 0(13) 0(4)
p=3 0(2) 0(1) 0(9) 0(5) 1(18) 1(11)
p=4 0(1) 0(0) 0(7) 0(2) 1(15) 1(7)
P(AIC) 0(2) 0(2) 0(8) 0(5) 1(10) 1(8)
ADF-GLS(p)
p=1 0(1) 0(1) 0(3) 0(1) 1(2) 0(1)
p=2 1(2) 0(1) 0(5) 0(2) 0(2) 0(1)
p=3 0(3) 0(2) 0(6) 0(2) 0(6) 0(5)
p=4 0(2) 0(0) 0(3) 0(1) 0(1) 0(1)
P(AIC) 0(1) 0(1) 0(5) 0(2) 1(3) 0(2)
ADF-WS(p)
p=1 0(0) 0(0) 0(3) 0(2) 1(10) 1(3)
p=2 0(1) 0(1) 0(7) 0(2) 1(7) 0(3)
p=3 1(5) 0(4) 0(12) 0(7) 0(10) 0(6)
p=4 0(2) 0(0) 0(10) 0(7) 0(11) 0(2)
P(AIC) 0(1) 0(1) 0(5) 0(3) 1(11) 1(3)
Group 4
Number of countries 4 9 9
Number of country pairs 6 36 36
ADF(p)
p=1 0(0) 0(0) 1(1) 0(0) 1(4) 1(2)
p=2 0(1) 0(0) 0(0) 0(0) 1(4) 1(3)
p=3 0(1) 0(1) 1(3) 0(0) 2(8) 1(3)
p=4 0(1) 0(0) 1(2) 0(0) 1(5) 0(3)
P(AIC) 0(0) 0(0) 1(1) 0(0) 1(5) 1(3)
ADF-GLS(p)
p=1 1(1) 0(0) 2(2) 1(1) 3(4) 2(3)
p=2 0(1) 0(1) 2(2) 0(0) 4(4) 1(1)
p=3 0(1) 0(1) 3(6) 1(1) 3(4) 2(3)
p=4 0(1) 0(1) 3(4) 2(2) 2(4) 1(2)
P(AIC) 1(1) 0(0) 3(3) 1(1) 3(5) 2(3)
ADF-WS(p)
p=1 2(2) 0(0) 1(1) 1(1) 1(1) 1(1)
p=2 0(1) 0(1) 1(1) 0(0) 1(1) 1(1)
p=3 1(2) 0(1) 3(6) 1(3) 3(4) 1(2)
p=4 0(1) 0(1) 5(6) 1(2) 1(4) 1(2)
P(AIC) 2(2) 0(0) 2(2) 1(1) 1(2) 1(1)




Table 5 (continued): Numbers of Stationary Output Gap Pairs with
Insignificant Linear Trend Coefficients by Country Groups — PWT Series

Sample period

1951-2000 (T=50)

1961-2000 (T=40)

1971-2000 (T=30)

Tests/Significant level 0% | 5% 0% | 5% 0% | 5%
Group 5
Number of countries 7 36 37
Number of country pairs 21 630 666
ADF(p)
p=1 1(6) 0(5) 28(113) 17(66) 33(108) 16(58)
p=2 0(3) 0(2) 18(70) 11(38) 13(59) 6(21)
p=3 0(3) 0(1) 15(89) 12(51) 10(68) 7(36)
P=4 0(0) 0(0) 19(87) 8(42) 13(62) 5(37)
P(AIC) 1(6) 0(5) 29(120) 18(71) 34(113) 16(64)
ADF-GLS(p)
P=1 1(6) 1(6) 24(87) 9(60) 22(78) 11(39)
P=2 0(3) 0(2) 11(55) 5(23) 8(32) 4(9)
P=3 0(3) 0(1) 7(52) 5(30) 8(41) 3(15)
P=4 0(2) 0(0) 9(48) 5(27) 7(39) 4(20)
P(AIC) 1(6) 1(6) 25(93) 10(63) 23(84) 12(41)
ADF-WS(p)
P=1 1(7) 1(5) 30(109) 19(75) 43(125) 25(76)
P=2 0(4) 0(4) 21(91) 11(49) 22(67) 10(35)
P=3 1(5) 0(2) 13(83) 8(53) 28(103) 12(52)
P=4 0(2) 0(0) 17(83) 8(51) 19(82) 9(52)
P(AIC) 1(7) 1(5) 30(115) 19(80) 44(131) 26(84)

1. See the notes to Table 3. For the definitions of country groups see Table 1a.




Table 6: Proportion of Output Gap Pairs for which the Stationarity
Hypothesis is not Rejected using KPSS Test - PWT Series'

(per cent)
Sample period 1951-2000 (T=50) 1961-2000 (T=40) 1971-2000 (T=30)
Significant level 10% 5% 10% 5% 10% 5%
Group 1 19.17 30.00 16.67 27.50 16.91 22.79
Group 2 14.76 24.29 18.18 24.11 18.58 27.27
Group 3 14.29 21.43 6.67 11.43 7.62 12.38
Group 4 50.00 50.00 33.33 52.78 27.78 52.78
Group 5 4.76 19.05 18.25 24.29 19.07 28.38
World 16.17 23.05 14.33 20.74 16.22 23.11

" The KPSS test statistics are computed as set out in Section 4.1 and are applied to
deviations of output gap pairs from a constant mean. The relevant asymptotic critical
values (obtained for the case with an intercept only) are 0.463 and 0.347 for 5% and
10% significant levels, respectively (see Kwiatkowski, Phillips, Schmidt and Shin (1992),

Table 1). The window lags used is chosen approximately as 0.75(3\/?). Thus, for T=30,

40, and 50, the window lags used in the computation of the KPSS test statistic are 2, 3,
and 4, respectively. The total numbers of country pairs are given in Table 4 for country
groups and in Table 2 for the world.



Table 7: Unit Root Tests Applied to the Cross Section Mean Difference of
Output for Different Country Groups - PWT Series, 1961-2000 (T=40)

With intercept and linear trend

Tests/p 0 1 2 3 4 p(AIC)

Group 1

ADF(p) -2.499 -2.329 -2.376 -2.313 -2.232 0

ADF-GLS(p) -0.477 -0.855 -1.090 -1.192 -1.250 0

ADF-WS(p) -0.132 -0.527 -0.821 -1.035 -1.101 0
Group 2

ADF(p) -0.889 -1.248 -1.193 -1.143 -1.104 1

ADF-GLS(p) -0.647 -1.228 -1.262 -1.300 -1.362 1

ADF-WS(p) -0.725 -1.272 -1.274 -1.323 -1.415 1
Group 3

ADF(p) -1.495 -1.564 -1.210 -1.173 -1.162 0

ADF-GLS(p) -0.308 -0.780 -0.700 -0.794 -0.988 0

ADF-WS(p) 0.045 -0.492 -0.452 -0.600 -0.858 0
Group 4

ADF(p) -2.139 -2.079 -2.455 -2.908 -3.834* 4

ADF-GLS(p) -1.498 -1.458 -1.895 -2.348  -3.087* 4
ADF-WS(p) -1.707 -1.479 -2.012 -2.641  -3.593** 4

Group 5
ADF(p) -4.134**  -2.971 -2.691 -2.309 -2.333 0
ADF-GLS(p) | -3.492** -2.373 -2.085 -1.716 -1.751 0
ADF-WS(p) -3.956**  -2.729 -2.368 -2.053 -2.107 0
World
ADF(p) -1.944 -1.649 -1.544 -1.402 -1.772 0
ADF-GLS(p) -1.995 -1.702 -1.603 -1.466 -1.853 0
ADF-WS(p) -2.333 -2.069 -1.964 -1.837 -2.232 0

1. *and ** indicate 10% and 5% significance levels, respectively. The critical
values are given in Table A. The concentration coefficient is computed as

QINN=-D)>> |y, —v,|. whereij= 1.2, .., N.
i




Table 8: Unit Root Tests Applied to the Mean Difference with Population
Weights for Different Country Groups: - PWT Series, 1961-2000 (T=40)

With intercept and linear trend

Tests/p 0 1 2 3 4 p(AIC)

Group 1

ADF(p) -3.412* -3.111 -3.235*  -3.486* -3.990** 4

ADF-GLS(p) | -0.671 -1.141 -1.265 -1.743 -2.520 4

ADF-WS(p) 0.129 -0.416 -0.529 -1.439 -2.497 4
Group 2

ADF(p) -1.137 -1.505 -1.609 -1.419 -1.598 1

ADF-GLS(p) | -0.901 -1.466 -1.664 -1.543 -1.769 1

ADF-WS(p) -0.897 -1.466 -1.655 -1.563 -1.836 1
Group 3

ADF(p) -2.518 -2.866 -2.853 -2.574 -2.520 1

ADF-GLS(p) | -2.506 -2.895 -2.883 -2.587 -2.533 1

ADF-WS(p) -2.470 -2.955 -2.898 -2.613 -2.577 1
Group 4

ADF(p) -2.305 -2.290 -2.565 -3.216* -3.390* 3

ADF-GLS(p) | -1.322 -1.437 -1.718 -2.268 -2.390 3

ADF-WS(p) -1.377 -1.361 -1.625 -2.553 -2.774 3
Group 5

ADF(p) -1.844 -1.344 -0.686 -1.125 -1.485 0

ADF-GLS(p) | -1.966 -1.622 -1.179 -1.616 -1.952 0

ADF-WS(p) -2.201 -1.829 -1.377 -1.834 -2.197 0
World

ADF(p) -2.810 -2.788 -2.901 -2.687 -2.71 0

ADF-GLS(p) | -1.437 -1.564 -1.793 -1.615 -1.795 0

ADF-WS(p) -1.224 -1.375 -1.568 -1.360 -1.668 0

1. * and ** indicate 10% and 5% significance levels, respectively. The critical values are
given in Table A. The Mean Difference is computed as

N N
(1- Zil a’§ )" Z Z ;@ |yit Vi

i=l j=I

, where o, = P,/ P, with P, being the population of

N

country iattime t,and P, =Y~ P,.

i=1" 1



Table 9: Proportion of Output Gap Pairs for which the Unit Root
Hypothesis is Rejected — Maddison Series'

(per cent
Group Advanced Countries South Europe Latin America
Sample period 1870-2000 (T=131) 1923-2000 (T=78) 1900-2000 (T=101)
Tests/Significant Level 10% 5% 10% 5% 10% 5%
Number of countries 17 5 8
Number of country pairs 136 10 28
ADF(p)
p=1 41.18 30.15 30.00 30.00 3.57 3.57
p=2 32.35 22.06 30.00 30.00 0.00 0.00
p=3 33.09 24.26 30.00 30.00 0.00 0.00
p=4 26.47 13.97 30.00 30.00 0.00 0.00
p(AIC) 28.68 16.91 30.00 30.00 0.00 0.00
ADF-GLS(p)
p=1 47.79 36.76 10.00 10.00 7.14 3.57
p=2 43.38 29.41 10.00 10.00 7.14 0.00
p=3 45.59 31.62 20.00 10.00 0.00 0.00
p=4 38.24 25.00 20.00 10.00 0.00 0.00
p(AIC) 35.29 23.53 20.00 10.00 0.00 0.00
ADF-WS(p)
p=1 49.26 38.97 10.00 10.00 14.29 3.57
p=2 44.85 30.88 20.00 10.00 10.71 0.00
p=3 47.06 34.56 20.00 10.00 3.57 0.00
p=4 41.18 27.21 20.00 10.00 3.57 0.00
p(AIC) 38.97 26.47 20.00 10.00 3.57 0.00

' The unit root tests are based on augmented Dickey-Fuller (ADF) regressions with an intercept

and a linear trend, and are carried out at the 10% and 5% significance levels. ADF(p) denotes the
standard ADF test of order p. ADF-GLS is due to Elliot et al. (1996) that corrects for trends, and
ADF-WS is the weighted symmetric version of the ADF test proposed by Park and Fuller (1995).
See Appendix A for computational details and the critical values.




Table 10: Numbers of 1(0) Output Gap Pairs with Insi
Coefficients — Maddison Series

gnificant Linear Trend

Group Advanced South Europe Latin America
Sample period 1870-2000 (T=131) 1923-2000 (T=78) 1900-2000 (T=101)
Tests/Significant Level 10% | 5% 10% | 5% 10% | 5%
Number of countries 17 5 8
Number of country pairs 136 10 28
ADF(p)
p=1 19(56) 16(41) 1(3) 1(3) 0(1) 0(1)
p=2 15(44) 11(30) 1(3) 1(3) 0(0) 0(0)
p=3 14(45) 10(33) 1(3) 1(3) 0(0) 0(0)
p=4 10(36) 6(19) 1(3) 1(3) 0(0) 0(0)
p(AIC) 11(39) 8(23) 1(3) 1(3) 0(0) 0(0)
ADF-GLS(p)
p=1 29(65) 21(50) 1(1) 1(1) 1(2) 0(1)
p=2 25(59) 18(40) 1(1) 1(1) 1(2) 0(0)
p=3 26(62) 18(43) 2(2) 1(1) 0(0) 0(0)
p=4 20(52) 14(34) 2(2) 1(1) 0(0) 0(0)
p(AIC) 18(48) 13(32) 2(2) 1(1) 0(0) 0(0)
ADF-WS(p)
p=1 29(67) 20(53) 1(1) 1(1) 1(4) 0(1)
p=2 25(61) 18(42) 2(2) 1(1) 1(3) 0(0)
p=3 25(64) 18(47) 2(2) 1(1) 0(1) 0(0)
p=4 21(56) 13(37) 2(2) 1(1) 0(1) 0(0)
p(AIC) 19(53) 13(36) 2(2) 1(1) 0o(1) 0(0)

' The numbers in brackets are the total number of country pairs for which the unit root
hypothesis were rejected at the specified significance levels. These are the rejection
frequencies in Table 2 multiplied by the number of country pairs. Tests of the
significance of linear trends are conducted at the 5% significance level.




Table 11: Proportion of Output Gap Pairs for which the Stationarity
Hypothesis is not Rejected using KPSS Test - Maddison Series’

(per cent)
Country group Advanced South Europe Latin America
Sample period 1870-2000 (T=131) 1923-2000 (T=78) 1900-2000 (T=101)

Window lag 4 3 3
Number of countries 17 5 8
Number of country pairs 136 10 28

Significant level 10% 5% 10% 5% 10% 5%

KPSS 7.35 11.76 30.00 20.00 3.57 7.14

' The KPSS test statistics are computed as set out in Section 4.1 and are applied to
deviations of output gap pairs from a constant mean. The relevant asymptotic critical
values (obtained for the case with an intercept only) are 0.463 and 0.347 for 5% and
10% significant levels, respectively (see Kwiatkowski, Phillips, Schmidt and Shin (1992),

Table 1). The window lags used are computed approximately as 0.75(3\5). Thus, for

T=78, 101, and 131, the window lags used in the computation of the KPSS test statistic
are 3, 3, and 4, respectively.




Table 12: Proportion of Insignificant Short run and Long Run Intercept
Terms in the Output Growth Gap Regressions — PWT Series

(per cent)
T=30 T=40 T=50
SR LR SR LR SR LR
World
Total Number of country pairs 5050 4851 1540
p=0 70.50 70.50 69.82 69.82 66.30 66.30
p=1 80.34 76.44 78.46 74.91 80.32 76.43
p=2 81.35 73.66 78.66 73.00 79.16 73.83
p=3 83.92 73.39 81.86 72.81 82.21 74.03
p=4 84.30 71.52 83.01 71.41 78.38 70.78
P(AIC) 72.50 72.08 71.86 71.43 71.10 70.39
Group 1
Total Number of country pairs 136 120 120
p=0 67.65 67.65 65.83 65.83 70.00 70.00
p=1 81.62 77.21 85.00 80.83 81.67 78.33
p=2 86.03 77.21 84.17 76.67 83.33 77.50
p=3 95.59 86.76 92.50 75.83 87.50 79.17
p=4 94.12 81.62 88.33 75.83 85.83 75.83
P(AIC) 70.59 70.59 71.67 70.83 73.33 73.33
Group 2
Total Number of country pairs 253 253 210
p=0 71.54 71.54 70.36 70.36 75.71 75.71
p=1 86.56 83.40 82.21 79.05 86.19 83.81
p=2 86.17 79.84 84.19 79.05 89.05 83.81
p=3 85.77 77.87 84.98 77.87 90.95 81.43
p=4 83.40 75.49 84.58 74.31 89.05 79.05
P(AIC) 74.31 73.52 72.73 72.33 79.05 78.57
Group 3
Total Number of country pairs 105 105 28
p=0 52.38 52.38 48.57 48.57 57.14 57.14
p=1 7714 67.62 62.86 57.14 71.43 67.86
p=2 7714 63.81 69.52 60.00 75.00 71.43
p=3 82.86 67.62 74.29 55.24 85.71 71.43
p=4 81.90 65.71 80.95 55.24 75.00 71.43
P(AIC) 60.00 58.10 57.14 55.24 71.43 67.86
Group 4
Total Number of country pairs 36 36 6
p=0 94.44 94.44 97.22 97.22 100.00 100.00
p=1 91.67 91.67 94.44 94.44 100.00 100.00
p=2 88.89 91.67 97.22 94.44 100.00 100.00
p=3 91.67 91.67 97.22 97.22 100.00 100.00
p=4 91.67 91.67 97.22 97.22 100.00 100.00
P(AIC) 91.67 91.67 97.22 97.22 100.00 100.00
Group 5
Total Number of country pairs 666 630 21
p=0 87.39 87.39 87.94 87.94 85.71 85.71
p=1 88.89 86.94 90.00 87.78 100 95.24
p=2 88.29 85.74 90.00 85.56 85.71 80.95
p=3 90.54 83.93 91.75 86.35 80.95 80.95
p=4 89.94 82.28 90.79 83.33 80.95 80.95
P(AIC) 86.94 86.94 87.30 87.30 85.71 85.71




Table 13: Proportion of Insignificant Short run and Long Run Intercept
Terms in the Output Growth Gap Regressions — Maddison Series

(per cent)
Group Advanced South Europe Latin America
Sample period 1870-2000 (T=131) 1923-2000 (T=78) 1900-2000 (T=101)
Tests/Significant SR LR SR LR SR LR
Level
Number of
countries 17 5 8
Number of country
pairs 136 10 28
p=0 97.79 97.79 100.00 100.00 100.00 96.43
p=1 98.53 98.53 100.00 100.00 96.43 96.43
P=2 97.79 97.79 100.00 100.00 96.43 96.43
P=3 97.79 95.59 100.00 100.00 96.43 96.43
P=4 97.06 97.06 100.00 100.00 100.00 96.43
P(AIC) 97.06 95.59 100.00 100.00 100.00 96.43




Table A: Critical Values for the Unit Root Tests

With intercept only

PWT data Maddison data
Significance level 5%
Tests/Sample Sizes 30 40 50 78 101 131
ADF -2.9637 -2.8976 -2.9008 -2.9532 -2.8814 -2.8901
ADF-GLS -2.3968  -2.3149 -2.2415 -2.1925 -2.1340 -2.0906
ADF-WS -2.6086 -2.5919 -2.5485 -2.6008 -2.5806 -2.5437
Significance level 10%
Tests/Sample Sizes 30 40 50 78 101 131
ADF -2.6353  -2.5829 -2.5760 -2.6215 -2.5927 -2.5924
ADF-GLS -2.0991  -2.0193 -1.9490 -1.8510 -1.8300 -1.7836
ADF-WS -2.2752  -2.2775 -2.2534 -2.2694 -2.2786 -2.2511

With an intercept and a linear trend

PWT data Maddison data
Significance level 5%
Tests/Sample Sizes 30 40 50 78 101 131
ADF -3.5696  -3.5308 -3.5114  -3.4573 -3.429 -3.4569
ADF-GLS -3.4116  -3.2579 -3.1634  -3.0805 -2.9967 -2.9781
ADF-WS -3.4318  -3.3426  -3.2957 -3.2855 -3.2318 -3.2361
Significance level 10%
Tests/Sample Sizes 30 40 50 78 101 131
ADF -3.2282  -3.1898 -3.1697 -3.1656 -3.1340 -3.1556
ADF-GLS -3.0653 -2.9614 -2.8488 -2.7766 -2.7009 -2.6939
ADF-WS -3.0757  -3.0317 -2.9600 -2.9622 -2.9209 -2.9355

Notes: Critical values for the test statistics are computed as follows. For the ADF statistic, the
critical values for the statistic are computed based on the empirical distribution of the t-statistic of
the level variable in the ADF regression of Ax; on x;; , deterministic components, and lagged
values of Ax;, where x; is generated as x; = xzs + £; with ¢~ iidN(0,1). The ADF-GLS
statistic is computed based on the t-statistic of the level variable in the ADF regression applied to
a demeaned or de-trended variable (depending on the case being considered) as proposed in
Elliott, Rothenberg and Stock (1996). For the intercept case, the value of c is set equal to 7, and
13.5 for the case with intercept and linear trend. Note that, for the case when there are no
intercept and trend, the critical values of the ADF and ADF-GLS statistics coincide. The critical
values for the weighted symmetric ADF statistics are computed based on the empirical
distribution of the test statistic as proposed in Park and Fuller (1995), The discussion of the ADF-
GLS and weighted symmetric ADF statistics can be found in the Appendix. The critical values are
computed for the cases where the deterministic components include intercept only, and intercept
and linear trend. The simulations are carried out with 10,000 replications.



Figure 1
Log Real Per Capita Output for the World Economies (PWT Data)
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Figure 2
Log Real Per Capita Output for European Economies (Group 1, PWT Data)
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Figure 3
Log Real Per Capita Output for North and Latin Economies (Group 2, PWT Data)
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Figure 4
Log Real Per Capita Output for Asia, Australia and New Zealand Economies
(Group 3, PWT Data)
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Figure 5
Log Real Per Capita Output for Middle East and North African Economies
(Group 4, PWT Data)
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Figure 6
Log Real Per Capita Output for Rest of the World Economies (Group 5, PWT Data)
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Figure 7
Log Real Per Capita Output for Advanced Economies (Maddison Data)
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Figure 8
Log Real Per Capita Output for South European Economies (Maddison Data)
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Figure 9
Log Real Per Capita Output for Latin American Economies (Maddison Data)
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Figure 10
Equal and Population Weighted Mean Difference Coefficients of Log Per Capita
Output - 1961-2000, PWT Series
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