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[.  Introduction

A positive relationship between defence spending)esonomic growth may be finding in
the developing countries which may be due to the faat military spending provides

peaceful environment for investment and productativities to domestic and foreign

investors. Further, it contributes to economic gfowy engaging resources, particularly
population, in research and development activifpesyiding technical skills, educational
training and generating a necessary infrastructiore sustained level of economic
development [see Benoit (1978), Babin (1986), Agéscand Mueller (1990), Stewart

(1991), Mueller and Atesoglu (1993), Sezgin (200dglicioglu, (2003, 2004) and latter on
Wijeweera and Webb (2009) etc]. However, a negatefationship between defence
spending and economic growth might occur due to fdu that it crowd-outs private

investment by distorting resource allocation angteding resources from productive
ventures to unproductive activities [Mintz and Hgaf1990), Ward and Davis (1992),

Atesoglu (2002), Klein (2004), Kentor and Kick (B)@nd Shahbaz et al. (2011) etc].

There are, broadly, two groups of empirical redeancthe defense economics literature.
The first group consists of those studies whichdusagle regression equations in order to
test the effect of military spending on economiovgih. This single equation framework
based models were based on either Neoclassicalegndsian approaches. Neoclassical
approach based studies includes such as Feder)(1R&8#h (1986), Biswas and Ram
(1986), Alexander (1990), Sezgin (1997) and Murdahal. (1997). Examples of

Keynesian approach based studies include SmithOj128m (1983), Faini et al. (1984),

and Chletsos and Kollias (1995). The basic diffeeeamong these approaches is that the



Neoclassical models are particularly based on tipplg-side (i.e. modernization positive
externalities from infrastructure, technologicainspffs) whereas the Keynesian models are
based on the demand-side (i.e., crowding-out céstment, exports, education, health). The
Neoclassical or supply-side models include the wairkFeder (1982), Ram (1986) and
Biswas and Ram (1986), which is referred to asFéder—Ram model while Keynesian or

demand-side models are based on the work of SaA®B0).

To overcome the problem of single equation by cotreéing on the demand or supply-side
only, models were developed in simultaneous egoaframework with a Keynesian
aggregate demand and supply-side function, inaha bf a growth equation derived from
aggregate production function. Those studies whish simultaneous equation models by
incorporating both the demand and supply side®fadb investigate the effect of military
spending on economic growth, forms the second godugmpirical studies. These models
are known as Deger-type models as these are bastha avork of Deger and Smith (1983)
and Deger (1986). However, from the empirical pahview, it appears that there is no
clear-cut agreement among the researchers abooathee and extent of the growth effects
of military spending. For instance, Halicioglu (3)002004) found positive impact of
defence spending on real output for Turkish econamy same inference was drawn by
Atesoglu, (2009) for US economy while Shahbaz et(2011) reported inverse effect of
military spending on economic growth in case ofiB@ak. Above discussion shows that
defence literature provides inconclusive results tbe relationship between military

spending and economic growth in case country studied is the main motivation for



researchers to probe the relationship betweenamjlispending and economic growth in

case of India.

The current study is a valuable contribution tosBrg literature for four main reasons.
Firstly, the study probes the effect of militaryespling on economic growth using extended
Keynesian model by incorporating trade opennesanasxogenous variable for the period
of 1971-2010 in case of India. Secondly, ARDL baurdsting approach is applied to
examine cointegration among the variables whichasused in the existing literature on
military spending and economic growth in case afidn Thirdly, the study uses two unit
root tests containing information about structimaaks in the series in which one test uses
endogenously determined one structural breaks eoohd test incorporates endogenously
determined two structural breaks. Forth, we analy#tee nonlinearity in the defence
spending and economic growth relationship and e aktimated the turning point after
which effect of more defence spending becomes ivegah economic growth in Indian

economy.

[.I. Indian Context

Defence sector in developing countries like Indiaone of those sectors where major
proportion of budget allocation is allocated evgepr. According to SIPRI Yearbook 2009,
India’s military spending in 2008 was US$ 24,716lion, in constant 2005 price which
ranks among the top 10 in the world. For examplel 988 India’s total military spending
was in 3.82% of GDP US$ which has increased t0%.67 GDP in 2009. This implies that

India spends a huge chunk of her income on militsegtor which might use scarce



resources and crowd out growth-leading spending aadealth and education expenditures
and also might stimulate economic growth by spineffiects. In particular since the trade-
off takes place first and primarily at the govermtleudgetary level, military spending may
crowd-out other types of government spending wtiel direct and bigger productivity
effects. Thus, there is a potential problem andetaff between military security and
human security. In addition, national security g@ndtection of property rights are the sine
qua non of economic development and without theninebtutions can transform a poor

country into a developed one.

Another point is worth mentioning; this is deriviedm the recent literature on the success
of ‘large’ economies in achieving high rates ofwgtio in the era of globalization. Alesina et
al. (2008) claimed that “there are economies olesitathe production of public goods. The
per capita cost of many public goods is lower mgéa countries, where taxpayers pay for
them”. For example defence in case of a larger wpuboth in terms of population and
national product) is less subjective to foreignraggion. Thus, safety is a public good that
increases with country size. Also, and relatedht® gize of government argument above,
smaller countries may have to spend proportionatelye for defence than larger countries
given economies of scale in defence spending. 3isvs that a large country may derive
economies of scale from defence spending whicleptstitself and provides security. This
may be one explanatory factor behind the recenwvtirsuccesses of large developing
countries (often termed BRICS, Brazil, Russia, &ndChina, and South Africa). Yet, India
seems to have suffered a lot due to high militgmgnsling which have been a substantial

part of overall government spending that in turs dapleted resources from government



spending on health, education and infrastructuneugh, expenditure on the defence sector
is treated as unproductive expenditure yet it igued that it provides a number of
opportunities of employment in India and hence gbuates to growth process. However,
from the policy perspective, it is very need toedetine the channels by which defense
spending affects economic growth process as tleetedff defence spending on economic
growth can be either positive or negative. Theefdropens new channels for the policy
makers to apply different strategies to boost esooogrowth and development of the

country in question.

Military expenditure would have both positive arefjative effects on economic growth in
developing countries. Those effects could be dierad indirect. For example, military
expenditure might stimulate India’s economic growitectly by the spin-off from defence
to other sectors in the economy. India’s militarpenditure also might reduce economic
growth indirectly by depressing the savings rat8bme major problems of India’s
economic development such as a low savings ragwers deficits in balance of payment
and lack of public expenditures on health might deteriorated by the high military
spending. So the third hypothesis is that Indialktamy spending has a net negative effect

on economic growth by taking both direct and incieffects together.

The rest of study is organized as following: Seefiiocontains the review of literature on
relationship between defence spending and econgnovth. Modeling framework and

data is explained in Section-lll while Section-I%péains the estimation strategy. The



empirical evidence on relationship between defesigending and economic growth is

discussed in Section-V and conclusions and pofigylications are drawn in final Section.

[I. Literature Review

There are number of studies trying to find an amswieether a rise in defence spending
enhances growth process or not. We can classiethtudies into those that find positive
benefits and therefore support the Keynesian pafintew, those that find negative benefits
refuting the Keynesians and those that concludesthee insignificant linkages between
defence spending and economic growth. The follovisng short summary of some of the
empirical defence literature that has emerged sihee beginning of the last decade.
Initially, Benoit (1978) analyzed the correlationr f44 less developed economies by
concluding that defence spending has positive itnga@conomic growth. Latter on, Babin
(1986) by using data from 88 developing countriezbpd relationship between both the
variables and reported that military stability is Enportant precondition for economic
advancement. Atesoglu and Mueller (1990) used asmator Feder-Ram’s model for the

US economy. They noted a positive effect from dedesector to civilian sector.

Similarly, Stewart (1991) investigated Keynesianmdad function to a group of LDCs.
From empirical analysis, Stewart reported that nefeand non-defence expenditures are
positively linked with economic growth, howevergteffect of non-defence spending is
stronger. Ward et al. (1991) applied a three settodel developed by Feder-Ram with
seperate externality and productivity effects fodid. Their analysis revealed that defence

spending has positive effect on economic growtharAfrom that, Mueller and Atesoglu



(1993) investigated the relationship between mmiitapending and economic growth by
incorporating technological change into a two seEeder-Ram model for the US economy
and noted a positive effect from defence spendingconomic growth. In case of Turkey
and Greece, Sezgin (2001) ran a regression totheseffect of military spending on

economic growth. Their results showed that defepsnding boosts the pace of economic
growth both in long-and-short runs. Later on, Haliu, (2003, 2004) used Atesoglu

(2002) model to analyze the impact of military sfieg on aggregate output and agreed
with findings by Sezgin (2001) in case of Turkegr Sri Lankan economy, Wijeweera and
Webb, (2009) used Keynesian model to investigdtgioaship between military spending

and economic growth in the presence of non-miliexgenditures and real interest. Their
results indicated a positive effect of military sdang on economic growth. Finally, Gupta
et al. (2010) re-investigated the relationship leetmv military expenditures and aggregate
output for US economy. They applied factor augnentector autoregressive (FAVAR)

model and reported positive impact of military sgiey on aggregate output. In case of
North Cyprus, Feridun et al. (2011) reported pwesiteffect of defence expenditures on

economic growth.

In cross-country studies, Bose et al. (2003) cleopanel of thirty developing countries to
test the association between defence spendingambmnic growth and found positive and
significant effect from military expenditures toomomic growth. Similarly, Yildirm et al.

(2005) explored the relationship between militgsgreding and economic growth for OECD
countries using dynamic panel data approach. Taeipirical analysis indicated that

military spending stimulates aggregate output. Mamaand Singh (2007) investigated said



issue for Fiji Islands by incorporating exports asiew variable in production function
within multivariate framework. They found that defe spending has positive impact on
economic growth through exports-enhancing effectpdsitive and significant effect of
defence spending on economic growth was found bgoA(®008) using data for 109

countries, including 30 OECD countries.

On contrary, defence literature also provides swidivhich reported inverse impact of
military spending on economic growth. For instandintz and Huang (1990) used three
equation models for the US economy and noted thigiean defense spending is inversely
linked with economic growth through investment-iteinlg effect. Ward and Davis (1992)
re-investigated the relationship between defenemdipg and economic growth by using
three sectors' Feder-Ram model in case of Unitate&tTheir empirical exercise revealed
an inverse effect of military spending on econogrewth through productivity-declining
effect. Moreover, Atesoglu (2002) probed the rofenalitary spending in economic
performance of US economy by applying models depegldoy Romer, (2000) and Taylor,
(2000). The empirical analysis found that a redurctin military spending improves the
economic performance of United States in long mimell as in short run. In case of South
Africa, Birdi and Dunne, (2002) investigated thiatenship between military spending and
economic growth using model developed by Feder-Rathreported that a rise in military
spending impedes the economic performance for shpan of time with significant

feedback affect.



In case of Peru, Klein (2004) conducted a studynieestigate the impact of defence
spending on economic growth and reported inverfeetedf military spending on the pace
of economic growth. Karagol and Palaz, (2004) raneixed the association between
defence spending and economic growth for Turkistonemy by using Johansen
multivariate approach to cointegration. Their engpir evidence confirmed long run
relationship between the variables and noted thaise in military spending retards
economic growth Kentor and Kick (2008) explored a new dimensiémaditary spending,
military expenditures per soldier, which capturke tapital intensiveness of a country’s
military organization on economic growth. The crossional panel regression analysis
indicated that rise in military spending per saldignibits the growth of per capita GDP and
this effect is the most pronounced in least devedlogconomies. Apart from that Smith and
Tuttle (2008) probed the relationship between amjitspending and economic growth for
US economy by applying Atesoglu (2002) model anghtbthe absence of positive impact
of military spending on economic growth. Tang (20@8ted the effect of military spending
on economic growth in case of Malaysia and repattednverse impact of rise in military
spending on economic growth. In case of PakistaahBaz et al. (2011) reinvestigated the
validation of Keynesian hypothesis regarding thiatienship between military spending
and economic growth. Their empirical evidence iatkd that a rise in military spending
retards the pace of economic growth. The grangesaty analysis further confirmed that

military spending inversely granger-caused econarogvth.
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In cross-country case studies, Cappelen et al.4)1@&amined the effect of military
expenditures on economic growth including manufactu output and investment as
exogenous variables in OECD countries. They foursltive association between military
spending and manufacturing sector output while reeerelation was reported between
military spending and investment. Moreover, thepatoded that overall effect of military
spending is negative on economic growth for threl-groupd. Galvin (2003) applied
2SLS and 3SLS to investigate demand and supply siddels for 64 LDCs. Results
indicated that defence spending has negative affeeiconomic growth by declining public
saving$. Abu-Bader and Abu-Quarn (2003) investigated #lationship between military
spending, government non-military expenditures ecmwhomic growth for Egypt, Israel and
Syria. Their analysis reported that military spewgdimpedes economic growth. Moreover,
Pieroni (2009)investigated the relationship between military sjpeg and economic
growth using cross-country data. Results showedathise in defence spending is retarding
economic growth. Furthermore, Pieroni (2009) argtleat relationship between military
spending and economic growth may be non-linearpaodde different results as compared
to traditional approaches in defense literaturea hery recent study Wijeweera and Webb
(2011) used a panel co-integration approach to aeamhe relationship between military
spending and economic growth in the five South Asiauntries (namely India, Pakistan,
Nepal, Sri Lanka and Bangladesh) for the periodl@88-2007. Wijeweera and Webb
(2011) found that a 1% increase in military spegdircreases real GDP by only 0.04% and
hence they concluded that the substantial amoumubfic expenditure that is currently

used for military purposes in these countries hasgligible impact upon economic growth.
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[ll. Modeling, Methodological Framework and Data Colledbn

The development of empirical research lead us ¢oResler (1983) military spending model
to test the relationship between military spending economic growth in the presence of
investment, interest rate and trade openness. 'Badedel was used by Ram (1986, 1995),
Biswas and Ram (1986) and latter on, Ward et &@91) and Yildrin et al. (2005)
investigated the effect of military spending onremmic growth using Feder (1983) model.
Romer (2000), Taylor (2000) and Atesoglu (2002, Y0Bave examined the association
between both the variables by replacing I1S-LM argtAS models. We have transformed
the series into natural logarithm. Simple lineaedfcation provides inefficient and
unreliable empirical results due to sharpnessnretseries in developing economies like
India (Karagol, 2006). In such situation, use aj-lmear specification is better option for
time series analysis which directly produces atdgti Also, log-linear specification
provides better and unbiased empirical evidencediBe 2004). In the light of above

discussion, our empirical equation is modeled He\is:

InG, =a, +a,M, +a,K, +a,R +a,T, + 14, (1)

Where G, is real GDP per capita proxy for economic growkh, is for per capita military
spending, K, indicates investment per capit® is real interest rate],is showing trade

openness per capita apdis residual term is assumed to be normally distetu
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[I.I: Unit root tests

Traditional unit root tests such as ADF (Dicky drdller, 1979), P-P (Philip and Perron,
1988) and DF-GLS (Elliot et al. 1996) are usednd but integrating order of the variables.
However, these tests are argued to give misleaisigits when data series exhibits socks.
Therefore, attempts have been made to developftesit root which incorporates presence
of structural breaks in the null of the unit rogpbthesis. The Perron’s (1989) unit root test
in this regard is the first attempt. The Perronr8@)Qunit root test assumes that the structural
break date is uncorrelated with the data and knewante by economic information: for
example, the 1973 oil price shock. However, acemydb Christiano (1992), the Perron
(1989)'s assumption of exogenous breaks has beatcized and considered inappropriate.
Due to problems associated with “pre-testing”, &&8 methodology invalidates the
distribution theory of conventional testing andIv@nd to over reject the null of unit root.
Instead, Zivot and Andrews (1992, hereafter ZAatrhe selection of the break points as
the outcome of an estimation procedure. They toansfPerron (1989)’s test into an
unconditional unit root test which allows endogesigudetermined break points in the

intercept and/or the trend function.

Following Perron (1989)’s notation, ZA test thelrafl unit root against the alternative of a
one-time structural break with three models: MoAlelllows a one-time change in the level
of the series, Model B permits a one-time changthénslope of the trend function of the
series and Model C admits both changes. The regresguations corresponding to these

three models are as following.

k
Model A: Ay = u+ R +ay,, + DU, +) chy, +¢ )

i=1

13



k
Model B: Ay = 1+ & +ay,, + DT, + Y cAy,, +, 3)

i=1

k
Model C: Ay = u+ A +ay,, + DU, + DT + D cly, +&  (4)

i=1

where DUt and DTt are break dummy variables for a mean shift andeadt shift,

respectively. The shift occurs at each possiblalbpeintT, A <T; <T). Formally:

t

if t>T t-T,,if t>T
u =1t ° and DT, = Brot B
0, otherwise 0, otherwise

where k is the number of lags determined for eaohksiple break point by one of
information criteria. The null hypothesis &= 0, which implies that the series exhibits a
unit root with a drift and excludes any structusedak points. The alternative hypothesis is
a <0, which implies that the series is a trend-statiprvéith an unknown one-time break.

So Equations (1), (2) and (3) are sequentiallyrestitd andT; is chosen so as to minimize

the one sided t-statistics for testinog= 0

Since some variables exhibit multiple break poirggme test has been developed to
incorporate multiple structural breaks in the dagdaes. Lee and Strazicich (2003, 2004) test
of unit root allows us to test for at most two egeloous break and uses the Lagrange

Multiplier (LM) test statistics. Let us considegetfollowing data generating process (DGP):

14



y:&t"'et,q:ﬂQ—l"'gt (5)

where Z, is a vector of exogenous variables,is a vector of parameters a@d is a white
noise process, such that ~ NIID (0,0?). First we will consider the case when there is
evidence of one structural break. The crash mddelallows shift in level only is described
by Z, =[Lt,D,],and the break model that allows for changes in ekl and trend is
described aZ, = [1t,D,DT,]', where D, and DT, are two dummies defined as:
D, =1if t=2T;+1

= 0, otherwise
and

DT, =t-T,,if t=T;+1 =0, otherwise

where T is the time period of the break date. Next, letcassider the framework that
allows for two structural breaks. The crash modal tonsiders two shifts in level only is
described byZ, =[1t,D,,D,],and the break model that allows for two changebaith
level and trend is described s = [1,t, D, DT, D, DT, ], where D, and DT, for j = 1, 2 are
appropriate dummies defined as above, viz.,
D, =1if t=T, +1

= 0, otherwise
and

DT, =t-Tg,if t2Ty +1

15



= 0, otherwise
where T is the " break date. The main advantage of (Lee and Sichzi2003, 2004)
approach to unit root test is that it allows foedks under the nulp(= 1) and alternative(
< 1) in the DGP given in equation (2). This methuses the following regression to obtain

the LM unit root test statistics

~ k ~
Ayt = 5IAZt +¢8t—1 +ZyiASt—j U
6)

where § =y, - ¥, —Zt5,t =2,...,T;0 denotes the regression coefficient &y, on AZ, and

~

W =y, —215, y,and Z, being first observations of, and Z, respectively. The lagged term

t
A§_i are included to correct for likely serial corretatiin errors. Using the above equation,

the null hypothesis of unit root tegg = 0)is tested by the LM t-statistics. The location of

the structural break or structural breaks is deftgethby selecting all possible breaks for the

minimum t-statistic as follows:
In f7(Ai)=In, f7(A), where A =T, /T .

The search is carried out over the trimming redi@a5T, 0.897), whereT is sample size

and Tg denotes date of structural break. We determinetbaks where the endogenous
two-break LM t-test statistic is at a minimum. Térétical values are tabulated in Lee and
Strazicich (2003, 2004) for the two-break and oreak cases respectively. To select the

lag length (k) we use the ‘t-sig’ approdqsroposed by Hall (1994). This involves starting

16



with a predetermined upper boukd If the last included lag is significark,is chosen.
However, if k is insignificarf it is reduced by one lag until the last lag beesmsignificant.

If no lags are significant k is set equal to zdrothe present study we have estimated a
model which allows for endogenous determined strattbreaks in intercept and trend

jointly and we call this model as model CC.

[I.I ARDL cointegration approach

For cointegration analysis the autoregressive idigied lag (ARDL) bounds testing
approach developed by Pesaran et al. (2001) izadibetween the variables in equation-1
because of its numerous advantages over tradititeciniques of cointegration. For
example, first, it can be applied irrespective dfether the variables are integrated of order
[(0) or integrated of ordd(1); secondly, it has better properties for small dandata sets;
thirdly, a dynamic error correction model (ECM) clha derived from the ARDL model
through a simple linear transformation (Banerrjed Blewman, 1993) which integrates the
short-run dynamics with the long-run equilibriumtiigut losing information about long-
run. In our study we estimated following unresettterror correction method (UECM) in

ARDL framework:

p
AInG =a +at+a;InG_, +a, InM_, +a,InK_, +azInR_, +a;InT_, + +Zqunq_i
i=1 (7)
q m n n
+> aAInM_ +> o AInK +> aAINR_ + > a, AT+ 4
i=0 1=0 n=0 n=0

P
AInM, =g +Bt+5,InG_, + 4, InM, + 5 InK_, + 5 InR_ + 5 InT_; ++Z/3,Aln M,
(®)

q m n n
+2 BAING  + BAINK,, +Y BAINR  +) AT, +4
j=0 1=0 n=0 n=0

17



P
AInK, =9, +9t+9,InG_, +9,, InM_, +J, InK_, +5:InR_ +J; InT,_; +Z§iAIn K
i=1

9)
q m n n
+> 3AING_; +> dAINM, +> FAINR_ +> S AINT_ +4
j=0 1=0 n=0 n=0
P
AINR =4 +5t+5,InG_ +J,, InM_, +F InK_, +F InR_, +&; InT, +Zz9iAIn R
i=1 (10)
q m n n
+> S0ING_ | +D FAINM, +> FAINK_, +> I AINT_ +4
=0 1=0 n=0 n=0
P
AT, =y, +yt+ )5 InG +py INM_ + ) INK G + )R INR + )4 InT +ZyiA|nTt—i
i (11)

q m n n
+> YAING + Y pAINM +> KAINK  +> v AINR_ + 4
j=0 1=0

n=0 n=0

Where a, and a is the drift component and time trend, apdis i.i.d. processes. In order
to avoid problem of serial correlation in equatir8, 9, 10 and 11 optimal lag length of the
first differenced regression is selected by Akdiermation Criteria (AIC). Pesaran et al.
(2001) tabulated two critical bounds (upper anddowritical bounds) to take the decision
about the existence of long-run relationship amihregvariables. The null hypothesis of no
cointegration in equations ie. (7-11) H,:0,=a, =a,=az=a;= , 0
Ho: A =B, =R =A=h =0, 18,24, =4 =4,=G =0 H,: 9 =8, =5, =5, = =0
and H,:ys =Vu =V« = Vs =) = 0 against alternative hypothesis of cointegratioa i.
H,:a; za, Za, Zag 7, 20,  H,: B, %8, 26 26 % 5 %0, H,: 0,29, 29, 2O 20, Z0,
Hy: L 28, 25 25,74 20 and H: ) Zvu 2V ZVr 214 # O is tested by comparing the
calculated F-statistic with LCB (lower critical bod) and UCB (upper critical bound)

tabulated by Pesaran et al. (2001). If calculatelliesr of F-statistic is more than upper
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critical bound (UCB) then there is cointegrationcam the variables and if lower critical
bound (LCB) is more than computed F-statistic thgpothesis of no cointegration may be
accepted however, if calculated F-statistic is leetwlower and upper critical bounds then

decision about cointegration is inconclusive.

Now we moved to detect the direction of causalti@tghip between economic growth,
military spending, investment, real interest anddér openness by applying standard
Granger causality test augmented with a lagged-emwection term. Engle-Granger (1987)
suggested that if there is cointegration relatigmstmong the test variables there will be
Granger causality in at least from one directioovpmted that the variables are integrated of
order one or I(1). Engle-Granger (1987) cautioneat if the Granger causality test is
conducted at first difference through vector awgression (VAR) method then it will be
misleading in the presence of cointegration. Tleeeefthe inclusion of an additional
variable to the VAR method such as the error céimederm would help us to capture the
long-run relationship. Therefore, error correcti@nm is incorporated in the augmented
version of Granger causality test and it is forrtediain a bi-variatgth order vector error-

correction model (VECM) which is as follows:

NG =4+ Yo, AlnG, +§lazzAlth-j Y EANK + YT AR Y G,

+,ECN, + 14
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AIM, :[iﬁgﬁlplnw +§ﬂzzmnq-j FYBAIK, 4D AIR. +gﬁssmnt_l 13

+L,ECNL, + 14,

AInK, =, +Y g AINK +§@Amq_j +:§@AM N, +Z¢4AIHR_r DY 2L TN

+ECM, + 44

AR =4, + T AANIR. +34ANG, + SgANM,. +SRAIK. +3 BN,

+,ECN; + 1,
| m n 0 p
AINT, =, +Y AAINT, +) BANG +Y B AINM, +Y P, AINK,, +> A AN,
i= j=L k=1 r=1 I=1 (16)
+1,ECNL, + 14

Where A is the difference operatof=CM,_, is the lagged error-correction term derived
from the long-run cointegrating relationship apg, 1, , 145, 14, and y arei.i.d process

with mean zero and finite covariance matrix. Thespnce of a significant relationship in
first differences of the variables provides eviderun the direction of the short-run
causation while a significantstatistic pertaining to the error correction te(ECM)

proposes the presence of significant long-run daursalt is important to mention that the

causality has to be interpreted in the Grangeresens
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To test the goodness of fit of the ARDhodel we conducted the diagnostic test by
examining the problem of serial correlation, fuaoal form, normality of error term and
heteroscedisticity and the stability of the ARDL aebis tested by applying the cumulative
sum of recursive residual€SUM) and the cumulative sum of squares of recursive

residuals CUSUMs).

The study covers the time period of 1971-2010. d&ka on real GDP per capita, military
spending, investment, interest rate and trade asnrhas collected from World

Development Indicators (WDI, CD-ROM, 2010).

IV. EMPIRICAL ESTIMATION

In defence literature, researchers extensively ussitional unit root tests, for instance,
ADF by Dicky and Fuller (1981)P-P by Philip and Perron (1988), DF-GLS by Elliota¢
(1996) and Ng-Perron by Ng-Perron (2001) etc ta té® integrating orders of the
macroeconomic variables. These tests provide gnesults due to their poor properties. It is
pointed by Baum (2004) that empirical evidence afepof integration of the variable by ADF,
P-P and DF-GLS is not reliable. These unit roadtiste® not have informations about structural
break occurred in the series. In doing so, we hesezlZivot-Andrews (1992) unit root test
containing information about one structural breakl &dee-Strazicich (2003)nit root test
containing information about two structural breaksurred in the series to test the order of

integration of the variables. The results are regbin Table-1.
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Table-1: Unit Root Estimation

ZA test-statistic

Model G M K T R

A -2.115 0.618 -3.566 -4.002|  -5.608**

B -2.456 -0.279 -4.447* -3.389 -3.389

C -2.450 -0.271 -4.577 -4.366 -4.364
LS test

CC | -6.6155*** | -11.8770***| -8.6494*** | -5.9746** | -5.0415

ZA test-Critical values: 1%: -5.43 5%4.80 for model when breaks occur in inter
only; Critical values: 1%: -4.93 5%: -4.42 farodel when breaks occur in trend o
Critical values: 1%: -5.57 5%5:08 for model when breaks occur in intercept ardd
both;. Tg; andTg, are the dates of the structural bredkis the lag length; Critical valu
of test statistics when breaks occur intercept @redd jointly are reported in Lee-
Strazicich (2003). Complete results of both tesis ve available from the authors up
request. *** and ** denotes significance at 1% &% level of significance.

It is evident from Table-1 that ZA test-statistigygests that R is stationary at 1(0) while rest
of variables are integrated at 1(1). The empiriealdence by LS test statistic (which
incorporate two structural breaks and has relatimebre power because of being LM type
test) suggests that all variable are stationatflaiexcept R is integrated at 1(0). This shows
that variables in the model are integrated at mixader of integration. In such
circumstances, we apply ARDL bounds testing apgroBc cointegration to test the
existence of long run relationship between theadeis. However, before proceeding to two
steps ARDL procedure, it is necessary to seleatagpiate lag length of variables for which

we used Akaike Information Criteria (AIC)
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Table-2: Bounds Testing to Cointegration

Estimated Models

G =f(M,K,T,R)

M = f(G,K,T,R)

Kt = f(Gt’Mt’-rt’Rl)

-I-t = f(Gt’Mt’Kl’Rl)

R =1(G,M.,K,,T,)

Optimal lag structure (2,2,1,2,1) (2,1, 21, (2,2,1,2,1) (2,1,2,1,2) (2,2,2,1,2)
F-statistics (Wald-Statisticg 7.1262** 5.424*** 8B1** 1.146 0.7957
Significant level Critical values T = 40’
Lower boundsl|(0) Upper boundd(1)
1 per cent 7.527 8.803
5 per cent 5.387 6.437
10 per cent 4.447 5.420
R’ 0.8024 0.8537 0.8521 0.6696 0.5945
Adjusted-R? 0.5678 0.6989 0.6764 0.2773 0.0539
F-statistics (Prob-value) 3.4209(0.0082)* 5.514P2004) 4.8518 (0.0012) 1.7069 (0.1422) 1.0998 @33
Durbin-Watson 1.7015 2.1367 1.9564 2.1534 2.0619

Note: The asterisk *, ** denote the significantl&, 5% level of significance. The optimal lag sture is determined by AIC. The probability values given in parenthesis. # Critical
values bounds computed by (Narayan, 2005) followinmgestricted intercept and restricted trend.

The empirical evidence indicates that calculatestaftistics are i.eF; =(G,/M,,K,,T,,R 3 7.1262,F,, = (M, /G,,K,,T,,R F

5.424 andF, =(K,/M,,G,,T,,R ¥ 7.831 is more than upper critical bound i.e. 8.4Bd 5.420 at 5%, 10% and 5% level of

significance respectively, reported by Narayan §00his indicates that there are three cointeggatiectors that confirm the

existence of long run relationship between econaynoevth, defence spending, investment, interest aaid trade openness for the

period 1971-2010 in Indian context. The existerfdermy run relationship between the variables helpso find out partial impacts of

military spending and other control variables oaremmic growth. Results are reported in Table 3.




Table-3: Long Run Results

Dependent Variable i G,

Variable Coefficient T-Statistic| Coefficient T-Statistic
Constant 6.5559 128.0949* 6.5153 168.23p7*
InM, 0.0440 4.9592* 0.0884 4.78637
InM/? -0.0020 | -1.7465
InK, 0.1631 2.1200%* 0.1406 2.5031**
||"th 0.1036 4.2542* 0.0681 3.1850*
InR -0.0659 | -2.0886**

Diagnostic Tests

Test Statistics Prob. Statistics Prob
R-Sguared 0.9948 0.9954

F — Satistics | 1601.319 (0.0001) 1786.714  (0.0000)
X ?NORMAL 0.6430 (0.7250) 0.2379 (0.8878)
X2SERIAL 1.3933 (0.2633) 0.1544 (0.8578)
X2 ARCH 1.3091 (0.2885) 0.19700 (0.6599)
X°WHITE 1.2480 (0.3094) 1.4002 0.2555
X ?REMSAY 0.0592 (0.8091) 2.2167 0.1463
Note: *, (**), *** indicate significant at 1%, (5%)10% significance level
respectively.

Note: y?NORMAL refers to the Jarque—Bera statistic of the tesbéomal residuals, :ria.  is the Breusch—-Godfrey LM
test statistic for no first-order serial correlatio, ayTe denotes White's test statistic to test for homoakéd errors, and
x’ArcH 1S Engle’s test statistic is for no autoregressiorditional heteroskedasticityy rRemsay  is model specification
test.

It is evident from Table-3 that current economiowgth is positively affected by military spending ;M
investment (K) and trade openness (T) while neghtiby interest rate (R). It is concluded that a
percent increase in M, K and T in current periodl mise economic growth by 4.40, 16.31 and 10.3
percent in the long run. This implies that an iase=in defence spending increases economic growth
India might be through spin-off effect or it may tee to the fact that defence expenditure provide
peaceful environment for investment and produc#otivities to domestic and foreign investors or i
might be contributing to economic growth of Indi éngaging resources, particularly population, i

research and development activities, providing nex skills, educational training and generatimg a

infrastructure necessary for economic developmentight be due to combination of all the factors.



Similarly, increase in the domestic investment dradle openness enhances economic growth |
providing basic infrastructure facilities, compett environment and broader market. Although, th
effect of defence spending on economic growth sitp@ and it is statistically significant but liae

impact is minimal. To test the more robustnessefresults we included the squared term of M in tf
model. The results show that nonlinear relationgt@pveen military spending and economic growth i
inverted-U shaped. The coefficients of linear and-finear terms are 0.0884 and -0.0020 respectivel
This shows that a rise in military spending stinegaeconomic growth initially and declines it as
economy reaches to maturity while threshold point36.59. Moreover, lower portion of Table-3
reflects that long run model passes all diagnostgts against serial correlation, autoregressi\
conditional heteroscedisticity, non-normality of sidual term, white heteroscedisticity and

misspecification of mod&l

To examine the short run impact of independeniabdes including lagged error term ECM version o
OLS is used. The results of short run model arerted in Table-4. The coefficient of lagged errol
term or ECM,_, indicates the speed of adjustment from short awatds long run equilibrium path
with negative sign. It is suggested by Bannerjeale{1998) that significance of lagged error tern
further validates the established long run relaom between the variables. Our empirical exercis
indicates that coefficient oECM,_, is -0.6109 and significant at 1 percent level ighsicance. It

implies a 61.09 percent of disequilibrium from therent year’'s shock seems to converge back to t

long run equilibrium in the next year.
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Table-4: Short Run Results

Dependent Variable AIn G,

Variable Coefficient Std. Error | T-Statistic
Constant 0.0081 0.0074 1.0858
AlnM, 0.0287 0.0110 | 2.6104*
AlnK, 0.0543 0.0649 0.8375

AlnT, 0.0947 0.0509 | 1.8562**F
AlnR -0.0846 0.0363 | -2.3315*
ECM -0.6109 0.1811 | -3.3732

R-Squared = 0.4578
Adjusted R-Squared = 0.3757
Akaike info Criterion = -4.3838
Schwarz Criterion = -4.1278
F-Statistic = 5.5739*
Durbin-Watson = 1.9303

Diagnostic Tests Statistics
Breusch-Godfrey LM te$0.5529 (0.5808)
ARCH LM test 0.0795 (0.7795)
White Heteroscedisticity0.3737 (0.8630)
Ramsey RESET 0.8538 (0.3624)
CUSUM Stable**
CUSUMSsq Stable**

Note: *, ** and *** show significant at 1%, 5% ariD%
level of significance.

It is evident from Table 4 that in the short ruromamic growth is affected positively by defence
spending, investment and trade openness and nelgably R hence it confirms out long run findings
also. However, in this case positive impact of highest and then K and then comes the impact of N
This implies that in the short run T has the higlwpact on the economic growth of Indian econom:
while in the long run impact of K is highest. Tlaisserts that Indian policy makers might use palicy

trade openness to boost economic growth partigularthe short run. However, long run policy of
growth enhancement should be based on the devettpofienvestment sector. Hence, in budge

allocations on priority might be given to investrheactor over defence sector.
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For the short run model, diagnostic tests alsacatdi that there is no evidence of serial corrataiod

error term is normally distributed. The autoregressconditional heteroscedisticity and white
heteroscedisticity are not found. Finally, shom model is well specified as confirmed by Ramse
RESET test. The stability of long run and short estimates is tested by applying the cumulative su
(CUSUM) and the cumulative sum of squares (CUSYMests. The results of CUSUM and

CUSUMsq reveal that both short run and long run estimatesstable and reliable.

In the next step we analyzed the direction of ditysasing VECM (vector error correction method)
framework. The presence of cointegrating among whaeables leads us to perform the Grange
causality test to provide a clearer picture forigywhakers to formulate a comprehensive polic
regarding defence and economic growth by understgritie direction of causality between the bott
variables.t is well documented that if there is long runateinship between the variables then there mu
be granger causality, at least from any directibhat's why after finding cointegration between the
variables; we have used VECM granger causality eéteat the direction of causality between defenc
spending and economic growth in the presence oéstmvent, trade openness and interest rate. T
detection of direction of causal relationship betwéhe variables provides a clear picture for yotiakers

to formulate a comprehensive and sound economicypod reduce military spending in sustaining
economic growth. The results of our empirical eiseraegarding causality are reported in Tabld45e

causality relation can be divided into short- aoigiruns causation as variables are cointegratesl. T
long run causality is indicated by the significanaf coefficient of the one period lagged error-

correction term i.e.ECM,_ while short run causality can be detected by thet jeignificance of

independent variables. The results show that mylismending and economic growth granger-caus

each other in short run as well in long run for pleeiod of 1971-2010.
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Table-5: Granger Causality Analysis

Types of Granger Causality
Dependant | Short Run Long Run
Variable >AaInG, | YanM, | YAInK, | YAInT, | Y AR, | ECM
AInG, 5.6645* 1.3037 5.9646* 3.2230*** | -0.6210
[0.0088] [0.2881] [0.0072] [0.0556] [-3.1424]*
AlnM, 3.8637** 3.4680** | 4.7945** | 3.0216*** | -0.5002
[0.0334] [0.0457] [0.0165] [0.654] [-2.2246]**
AInK, 0.4374 0.6812 0.4941 2.9290*** | -0.7408
[0.6501] [0.5145] [0.6155] [0.0712] [-3.5556]*
AInT, 0.7702 3.0037*** | 4.7156** 2.8502*** | -0.0835
[0.4728] [0.0664] [0.0175] [0.0753] [-0.7646]
AInR 1.1595 0.3292 0.1189 4.7441* -0.0807
[0.3288] [0.7223] [0.8883] [0.0172] [-0.5415]
Note: *, ** and *** show significant at 1%, 5% arfD% level of significance.

These findings are in line with the studies by T4hR95), Khilji and Mahmood (1997) and, Khan
(2004) who reported bidirectional causality betwdlea variables military spe2nding and economi
growth in case of Pakistan. There is also bidiogai causality between economic growth and intere
rate only long span of time but in short run, iestrrate granger-causes economic growth. It

documented on basis of our findings that a riseniarest rate will granger-cause economic growt
inversely through investment-declining effect whrelsonomic growth inversely granger causes intere
rate through real money balances enhancing-effecther, we have evidence of bidirectional caus:
relationship between T and M, T and R, and unidiveal between T and K. This implies that defenc
expenditure provides peaceful environment for itwesit and production activities to foreign
investors through trade openness and foreign ioxegirovides advanced technology for investment |
defence activities. Trade openness precedes ihtatesand interest rate precedes trade openmess
trade openness decreases the rate of interesamdtéow rate of interest is helpful in enhancing th
trade openness. Further, trade openness is alsal fom be helpful in the encouraging domesti

investment.
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It is important to note that the F-test and t-tesS¥ECM may be interpreted as within sample catygali
tests since they only indicate the Granger-exogamitendogenity of the dependent variable withir
period under consideration (Tiwari and Tiwari 20I0wari 2011). These tests do not provide
information regarding the relative strength of @manger causal chain amongst the variable beyand t
period under study. Further, they do not providedirection of the causal chain as they just show,
strict Granger sense, which variables precedesr dffiwari 2009, 2011). In order to analyze the
dynamic properties of the system the forecast eviarance Decompositions (VDs) and Impulse
Response Functions (IRFs) are computed and resuN®s are reported in following Table-6 and

IRFs are presented in appendix.

Table-6: Variance Decomposition Approach

Variance Decomposition dh G,
Period S.E. InG, InM, InT, InK, InR
1 0.0210 100.0000 0.0000 0.0000 0.000Q 0.0000
3 0.0357 45.4692 32.4393 18.2033 3.7919 6109
5 0.0496 38.2672 44,5886 13.6716 2.26B5 8B20
7 0.0648 33.8986 50.4905 12.4739 1.32[79 ansn
9 0.0813 32.5298 53.905¢4 10.5752 0.8463 A14
11 0.1001 31.8213 56.6976 8.581170 0.5693 293
13 0.1219 31.417( 58.8506 6.82891 0.4205 7384
15 0.1474 31.1964 60.4554 5.3965 0.3845 7256
16 0.1617 31.1367 61.1015 4.7842 0.3836 3859
17 0.1772 31.098( 61.6670 4.2333 0.39p4 @60
18 0.1941 31.0729 62.1633 3.7396 0.40P1 2614
19 0.2123 31.0568 62.5984 3.2990 0.43p2 3B61
20 0.2321 31.047( 62.9789 2.9077 0.4605 052.6
Variance Decomposition dh M,
Period S.E. InG, InM, InT, InK, InR

1 2.8829 10.2713 89.7286 0.0000 0.0000 @000
3 4.8162 23.6196 71.0273 1.5344 2.0469 B771
5 6.4521 26.1107 68.6706 0.8613 2.58P3 B774
7 8.1395 28.3478 67.1730 0.5608 2.2433 D674
9 10.0315 29.3421 66.7105 0.3840 1.9483 4B61

29



11 12.1959 29.9264  66.3819 0.2616 1.8070 22B6
13 14.6832 30.338( 66.1351 0.1815 1.7019 43B6
15 17.5658 30.639¢ 65.9701 0.1304 1.5967 62B6
16 19.1831 30.7519 65.9126 0.1126 1.5486 7416
17 20.9336 30.8435 65.8655 0.0989 1.5053 86h6
18 22.8297 30.9189 65.8256 0.0887 1.4667 99B6
19 24.8848 30.9815 65.7909 0.0813 14321 14D7
20 27.1133 31.034( 65.7605 0.0764 1.4007 2817

Variance Decomposition dh T,

Period S.E. In Gt In Mt lnTt In Kt In Rl
1 0.0654 0.0039 6.0063 93.9896 0.0000 0.0000
3 0.1456 0.4091 2.0298 96.4629 0.6385 0.4646
5 0.1874 1.1624 1.2758 90.8497 5.1900 1.5219
I 0.2163 1.8117 1.6181 84.8926 9.9581 1.7192
9 0.2433 2.8364 3.3863 82.0113 10.3826 2383
11 0.2727 4.3482 5.9214 78.9863 9.57D7 5163
13 0.3039 6.3258 9.330( 74.3904 8.8452 1108

15 0.3383 8.6987 13.942 68.1692 7.9608 8B22

2
16 0.3576 10.0054 16.6514  64.5759 7.4123 5483

17 0.3786 11.3733 19.554 60.7407 6.8169 13B5

18 0.4017 12.7839 22.594 56.72b1 6.2011 95B6

9
5

19 0.4270 14.2159 25.7183 52.59017 5.5861 87I.8
8

20 0.4548 15.6471 28.877 48.4057 49872 8200

Variance Decomposition dh K,

Period| S.E InG, InM, InT, InK, InR,

1 0.0366 0.0145 8.0966 1.5735 90.3153 0.0000

3 0.0471 0.4822 14.0444 18.7983 62.6659  900(

4

5 0.0611 2.1267 10.5648  47.2791  37.6226  6BA(

4

7 0.0712 3.8899 9.2596 54.79%2  30.1091 D946

9 0.0797 5.8119 11.112 54.4129 27.0683  3B59

0
11 0.0895 8.0684 15.1639  52.7703  22.6246 7263

13 0.1011 10.7067 19.876 49.8224 18.2129 382ZB

14 0.1076 12.1309 22.446 47.6926 16.2942 4360

15 0.1146 13.5883 25.190 45.1654 14.5389 5164

17 0.1307 16.4817 31.060 39.3185 11.3844 7550

18 0.1401 17.8704 34.043 36.21019 9.9710 0319

19 0.1504 19.2010 36.962 33.1004 8.6778 5810

0
0
8
16 0.1223 15.0471 28.0838  42.33]71 12.9080 623T.
7
2
S
1

20 0.1618 20.46172 39.769 30.0474 7.5118 1042

Variance Decomposition dh R

Periodl S.E InG, In M, InT, In K, InR

1 0.0743 1.1459 1.92371 12.7084 1.0128 88.209

3 0.1194 0.5317 3.4961 37.0096 1.0784 510.884




5 0.1373 0.5482 2.828¢ 38.5509 1.9800 5®.0P1
7 0.1473 0.5287 3.0602 35.7505 3.6489 S5hOlLl
9 0.1556 0.5418 3.8374 33.1039 3.6055 52911
11 0.1626 0.6067 4.559( 30.9948 3.3111 @15
13 0.1680 0.7115 5.219( 29.2038 3.1088 ar.7
15 0.1725 0.8332 5.9522 27.71%8 2.9502 B35
16 0.1746 0.8993 6.3437 27.0967 2.8986 ax.7
17 0.1766 0.9694 6.7394 26.5635 2.8713 ®2.8
18 0.1786 1.0436 7.1314 26.1200 2.86p4 G&3.8
19 0.1805 1.1216 7.5158 25.7703 2.8904 az.7
20 0.1824 1.2025 7.8912 25.5166 2.93012 B34

g o woioorR~ODN

It is evident from Table-6 that in $Oyear 62.98% of the variation in economic growth) (&
accounted by M (military expenditure) and 31% iscamted by variation in economic growth by
itself. At the 28' year horizon, 65% of the uncertainty in M is aaued by itself and 31 % is
accounted by economic growth. At the same time Q#8.4f the variation in trade openness (T) i
accounted by itself, 15.65% percentage by econgmiwth and 28.88% by M and 20.46%, 39.78%
and 30.04% variation in investment (K) in the"2gear is accounted by G, M and T respectively
Further, 62.46% variation in the interest rate &R}he 28 year is accounted by itself and 25.55% i
accounted by trade openness (T). Though, the sesbttw of VECM analysis reveals that military
spending and economic growth granger-cause eadh othshort run as well in long run however,

causality is stronger from military spending andreamic growth than otherwise.

V. CONCLUSIONS AND POLICY IMPLICATIONS

The allocation of resources for defence purposelameloping economies and its impact on thei
economic growth has been studied by number of esutiowever, conclusion has been remai
inconclusive so far. For the estimation purposepua approaches based on classical, neoclassidal :
Keynesian framework were used to explore the natfimelationship between defence spending ar

economic growth. The present study is an attempétovestigate the effect of military spending or
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economic growth using time series data over theoget971-2010 in case of India. To test the
stationary properties of the data we used unit test which incorporates endogenously determine
structural breaks in the series while ARDL boureidihg approach to cointegration is for relatiopshi

between military spending and economic growth.

Study finds from unit root analysis that the valégbhave mixed order of integration. Further, th
empirical exercise confirms the evidence of coirdégn between economic growth, defence spendin
investment, trade openness and interest rate. Respbrt that economic growth is positively aféstt

by defence spending, investment and trade opennats negatively by interest rate. Further, highe
defence spending is found to be having negativeaghpn the economic growth rate of Indiar

economy after a threshold point.

Granger long run causality analysis reveals thgtdmviation from the cointegration will get corredt

when economic growth, defence expenditure, andsinvent are the dependent variables as the eri
correction term is significant with negative sighem these variables are significant. This implied t

if there is disequilibrium from the cointegratiomjuation of the defence expenditure equatio
equilibrium will be stored with the speed of adjusnht of 62.10% per annum. Short run Grange
causality analysis reveals bidirectional causaati@hship between military spending to economis
growth, trade and defence spending and trade amedest rate and unidirectional causal relatiol
between economic growth and interest rate and tesddkeinvestment. IRFs and VDs analysis als

confirms the findings of short run analysis.
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Based upon these results we expect a higher ecorgyrowth rate in India if more public resources ar
diverted from the civilian sectors to defence @ dtonomy now however, these expenditures must
up to a limit as if expenditure on defence actigticrosses this limit it will have negative effect
However, expenditure in the capital sector (i.ayestment) has positive impact on the econom
growth of India in the long run. This implies thatlian government must allocate major proportion c
her budget in investment sector followed by defeseetor and sooner or later she should reduce t
expenses on defence sector. Therefore, keeping fha@sts in mind Indian policy makers should

allocate their budget expenses.

Footnotes

1. Alexander (1990) used a four sector Feder-Ram miodeline developed countries and found ne
effect of defense spending on economic growth. iguamd Mintz (1990) estimate a three secta
Feder-Ram model using ridge regression techniquesércome multicolinearity problems using
annual data for the US for period 1952-1988. Thaipirical exercise indicated no any relationshi
between defence spending and economic growth wamifo

2. Wilkins (2004) estimated pooled model explaining BS8rowth as a function of labor, capital anc
defense spending for 85 countries. The defensedspghas positive and significant effect for 39
countries while negative and significant for eigbuntries and insignificant on economic growtt
for the remaining 38 countries.

3. Chowdhury (1991) investigated the direction of editxs between defence burden and economi
growth for 55 LDCs. Results indicated a positivasa relation running from defence spending t
economic growth for seven countries while negategsality for 15 countries and no causa

relation was found for 30 countries, and bi-direcél causality for three countries was found.
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. Guaresma and Reitschuler (2003) found that theapadrrelation between defense spending an
economic growth appears robust and significantlyatige only for countries with a relatively low
military expenditure ratio.

. The't-sig’ approach has been shown to producestasistics which have better properties in term
of size and power than information-based method$ s the Akaike Information Criterion or
Schwartz Bayesian Criterion (see for example, Ha94, Ng and Perron, 1995).

. We used conventional level of significance thal®% level of significance as a benchmark an
fixed kmax= 12.

. Results of lag length selection test are presantdte appendix in Table-1.

. The long run estimates are stable because diagre@8SUM and CUSUM, are lying between

critical bounds.
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Appendix

Table-1: Lag Order Selection

VAR Lag Order Selection Criteria
Lag LogL LR FPE AIC SC HQ
0 -34.68258 NA 5.88e-06 2.1450 2.3626 2.2217
1 177.8470  356.1307* 2.36e-10 -7.9917 -6.6855* -7.5312*
2 204.3231 37.2096 2.36e-10* -8.0715* -5.6769 -7.2273
3 224.1853 22.5462 3.85e-10 -7.7937 -4.3107 6585

* indicates lag order selected by the criterion

LR: sequential modified LR test statistic (eact &gt 5% level)

FPE: Final prediction error

AIC: Akaike information criterion

SC: Schwarz information criterion

HQ: Hannan-Quinn information criterion

Figure-1: Impulse Response Function
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