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The determinants of the recent interregional

migration flows in Italy: A panel data analysis

Ivan Etzo

Abstract

The present study investigates the determinanist@fregional migration flows in Italy
in the light of the upsurge occurred in 1996, rafteo decades of decreasing internal
migration rates. We apphtye fixed effect vector decomposition estimgkiVD) on a
gravity model using bilateral migration flows fdret period 1996-2005 and show that it
improves the estimates with respect to the trathlipanel data estimators. We find that
omitting distance and in presence of rarely timeairant covariates (e.g., population
and income) the standard panel data models significbias the estimates. The overall
economic level and the probability to find a jolrojed by per capita GDP and
unemployment rate) appear to be the key variablesses changes are able to push
flows of migrants away from their regions and taedi them to “better off”
destinations. We find that migrants leaving thgioes in the Centre-North respond
differently to the push and pull forces with regpé&x southern migrants. We then
estimate a dynamic model and find evidence forpitesence of social networks which

in our model take place between each pair of reggion

Keywords: Interregional migration, gravity model, panel d&&VD.
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1. Introduction

Over the second half of the last century, intemédration in Italy experienced two
main migration trends. The first one, which domaahathe fifties and the sixties, was
characterized by intense migration flows, maingnirthe South to the North of Italy.
Large differences in unemployment rates and wagésden the North and the South
seemed to have been the main migration determir(&ativatore, 1977). The second
one was marked by a dramatic decrease of interoaility and lasted from the first
half of seventies until the first half of ninetie®ifferentials in income and
unemployment, however, did not decrease duringgbeond trend. Falling migration
rates despite the presence of strong regional wligsa which is known as “the
empirical puzzle” (e.g., Fainet al, 1997, Cannaret al, 2000), persisted until the
second half of nineties.

In 1996, official statistics report a considerahbfgurn in internal migration flows. Is
this the end of the empirical puzzle? Are the réceigrants responding to economic
disparities between regions? Furceri (2006) firds, tduring the period 1985-2001, net
immigration responded to regional income differenioat not to the unemployment rate
differences. Basile and Causi (2007) split thealgsis into two periods finding that the
macroeconomic determinants have a stronger effethe second one (1996-2000)
rather than in the first one (1991-1995). Our stgies a further contribute that differs
from the previous ones in that we use gross baateigration flows and estimate a
spatial interaction model, as it is strongly sugegsby the relevant literature
(Greenwood, 1985, Cushing and Poot, 2004). As @trédke analysis is able to assess

the impact of distance and to identify tpesh and pull factors. Furthermore, we



estimate a dynamic specification of the model iheoito detect the presence of region-
to-region network effects.

We apply panel data analysis in order to take adggnof the double dimension of each
observation (i.e. yearly bilateral flows). Howevdue to the restrictive assumption of
the random effect model, only the fixed effectrastior could be used with our data. A
common problem that arise when applying the FEedor to gravity models is that the
within transformation does not give the estimatedlie time invariant variables (Hsiao
2003, Wooldridge 2002). We overcome this limitatiop applying thefixed effects
vector decomposition estimat@fEVD), a recent panel data technique that alltavs
estimate the time invariant variables (Plimper @nmkeger, 2007). This estimator has
also the advantage to improve the estimation efficy for those variables with a
relative low within variance, like the GDP and thapulation size.

Our aim is, therefore, to provide an empirical stgation on the determinants of the
recent migration wave in Italy, using for the fitshe a spatial interaction model and a
recent panel data estimator. The results, in fslobw that distance is an important
determinant and that migrants respond differemtlyhe same variable in the region of
origin rather than in the destination one. The adlpushing and pulling factors and the
impact of distance is emphasized in a further amlwhich focuses on the migration
between the Centre-North and the South as semaraisamples.

The paper is organized as follows. Section 2 dessrihe (past and recent) trends of
internal migration in Italy and the interregionabphrities. Section 3 introduces the
theoretical framework. In section 4 we discussdbenometric technique. In Section 5

we show and discuss the empirical results. Se@&ioconcludes.



2. Internal migration flows in Italy

2.1 Past trends of internal migration flows and thé.empirical puzzle”.

After WWII, internal migration in Italy experienceivo main cycles. The first one,
which dominated the fifties and the sixties, wasrabterized by extremely intense
migration flows. During this period, a consideralteeam of people moved mainly
from the Southern regions in favour of the moreustdalised Northern regiohsThese
intense flows of internal migration can be expldineithin the rural-to-urban model
developed by Harris and Todaro (1970). Accordinglgonsiderable increase in labour
demand from the big industries, located mostly e tNorth-West, triggered the
migration of people working in the rural Southeegions. The excess of labour supply
in the agricultural sector played also an importalg as a push factor. This big wave of
migrants from Southern to Northern regions contihder twenty years, probably
reinforced by social networks, which might haveyplh a decisive role in the long-run
trend.

During the first half of seventies internal migaoatiflows started to decrease. The oil
crisis, which involved the big industries in the rifeWest, caused a reduction of the
labor demand. The so called “industrial trianglieg.( Turin-Genoa-Milan) was, in fact,
the main recipient for migrants during the firstcley The second cycle was
characterized by a persistent negative trend efmai migration flows, which continued
throughout the eighties until the second half efeties. During that period the North-
West switched from a positive to a negative netratign rate, whilst on the contrary,

the Centre and the North-East became the mainndésis for internal migrants

! 1n 1961, 240 thousand people moved from the Souttegions to the Centre-North (Bosco, 2003).



(Attanasio and Padoa Schioppa, 1991). In addittontrary to what had characterized
the first cycle, since the mid of Seventies emigratrates seemed not to be strongly
correlated with unemployment and income differdstialthough the cost of living and
real wages differential changed slightly in favofiSouthern regions, during this period
regional disparities in per capita incomes and yileyment rates were still
substantially high (Faini et al., 1997). The masatfire of the second cycle of internal
migration flows is, therefore, the mismatch betweésernal migration and regional
disparities. The failure of traditional theory t&péain such a phenomenon, which is
known as “the empirical puzzle”, attracted the res¢ of many researchers. The main
explanations provided by different studies canurarsarised as follows.

A possible explanation is the decline in wagesedéhtials between the North and the
South due to the introduction of the Labor Contraidwever, migrants are supposed to
consider the “expected” wage, and for it to de@ealso unemployment differentials
have to decrease, making the migration a lesscatteaoption to increase the future net
expected income. On the contrary the unemploymagas’ differentials were not small
enough to compensate the increase in real wages.

Another possible explanation is the increasing adt housing for emigrants, like
transactions costs and taxes. Empirical resultsvsimat differential in house prices
discouraged internal migration in Italy (Cannatial, 2000). However, it is unlikely
that this was the main reason of falling internajnattion.

A further explanation points out to the increasalisposable income in the Southern
regions favoured by the strong government and fasupport (Attanasio and Padoa-
Schioppa, 1991). Young potential migrants coulg¢ m family support to finance the

cost of waiting while old potential migrants couddnefit from social supports like the



increased possibilities to anticipate the retiremmé&achin (2007) provides empirical
supports to this hypothesis using a panel cointegrapproach to analyse the long-run
determinants of internal migrations during the peri973-1996. However, one might
argue that more disposal income could also heldinance the costs of moving
especially in the presence of expectations for grgwdifferential among the Southern
regions and the rest of Italy.

Faini et al. (1997), in fact, show that high houddhincome is associated with great
mobility. They argue that the empirical puzzle I tresult of the combination of
interregional job mismatching and high mobility toslob agencies in Italy during that
period were only public, moreover, they were opegatinefficiently under a legal
monopoly. Lack of information about the possibildgl/finding a job in another region
brings uncertainty and, consequently, higher mignatosts for people willing to move.
In addition, technological progress was changing kbour demand and its main
geographical place of origin, which shifted frome thorth-West to the North-East.
More qualified and specialised workers were nedadeplace of generic workers that
had been hired in the previous two decades (MurdtRaba, 2001). As a result, new

potential migrants could not rely on the old fanmilstworks as they did in the past

2.2 The end of the “empirical puzzle” and the new mgration trend
After a long break that lasted for more than tweatkes, internal migration flows

started to grow again in 1996, as reported by thieah National Institute of Statistics

2 Casavola and Sestito (1995) point out, in fatt jbb searching activities in Italy were based tiyasn
family and friends networks.



(Fig. 1. In 1998, the solely out migration from the Sotdhthe rest of Italy reached
129 thousand units, a level that had not been eshsimce 1974 (Bonifazi, 2001).

Fig.1

Fig.2
The Fig.2 shows the positive trend of interregiomadration flows during the period
chosen for the empirical analysis (i.e. 1996-200%ese data (source: ISTAT), which
are collected by each municipality in their officigopulation registries, provide the
number of Italian citizens that, during a year,aedled their residency in their region of
origin to move to another regian
Another important aspect concerns the differenetwden the actual migration and the
past migration flows. In fact, while the main ditiea of the flows has not changed (i.e.,
from South to Centre-North), its composition regesdme relevant changes in terms of
age and educational attainment of migrants. Duthey period 1950-1970 migrants
leaving the Southern regions of Italy were very nguand with low educational
attainment. The young migrants today are moreesk#ind five years older (on average)
than migrants during the sixtié®iras (2005) measured the human capital content of
migrants showing that the Southern regions of lkady human capital during the period

1980-2005.

% See also the annual report of SVIMEZ (2004).

* The data refer to Italian citizens aged 14 andenamd do not include the number of commuters.

® They are reported to be between 24 and 29 yedranal in 2004 almost half of migrants (49.4%) from
Southern regions held a high educational attainf®@vWMEZ, 2007)

® This aspect bears important implications: a nes$ ie human capital might affect regional growttesa
and the convergence process.



2.3 Regional disparities and interregional migratio flows
Other studies have already shown that regionaladisgs were not decreasing during
the period 1970-1995, when internal migration flowere, indeed, decreasing (see
Fachin, 2007). We now show and discuss the trefdiseotwo main macroeconomic
indicators, namely, unemployment rate and per aa@iDP, during the period 1996-
2005.
Since the unification in 1861, Italy has experiehtiee dualism between the South (also
called “Mezzogiorno”) and the North. Fig. 3 showe treal per capita GDP trends for
the four macro areaslt is clear that the “historical” gap between Beuth and the
Centre-North is still persistent. The distanceswien the three richer areas are
substantially constant, with the North-East regil@asling the group.
Focusing on the dualism between the South and émr&North, the Fig. 4 shows the
real per capita GDP in the South as a percentagbeofeal per capita GDP in the
Centre-North. Despite the evident convergence p)cehe differential remains
remarkable and the real per capita GDP in the Sisutimder the 60% of the real per
capita GDP in the Centre-North.

Fig.3

Fig.4
The other macroeconomic indicator, which is expdte affect internal migration, is
the unemployment rate. As Fig. 5 shows, the gawdmt the “Mezzogiorno” and the
Centre-North is also relevant with respect to themployment rate differential. The

North-Eastern regions of Italy have the lowest upleyment rates, followed by the

" The four areas include the following regions: Réete, Val D’Aosta, Lombardia and Liguria (North-

West); Trentino A Adige, Veneto, Friuli V. Giuliand Emilia Romagna (North-East); Toscana, Umbria,
Marche and Lazio (Centre); Abruzzo, Molise, CampariPuglia, Basilicata, Calabria, Sicilia and
Sardegna (South or “Mezzogiorno”).



North-West and the Centre. It is interesting tcenbie convergence process that started
in 1995 among the regions in the Centre-North,artipular between the Centre and the
North-East. The difference between the two areasowad from 3.6 points in 1995 to
2.6 points in 2005. On the contrary, the unemplaynmate path for the Southern
regions experienced an increasing trend from 18P3999 and a decreasing trend
from 2000 till 2005.

Fig.5
Accordingly, Fig. 6 shows that the (huge) gap ie tnemployment rates between the
South and the Centre-North worsened from 1995 d8@9. In 2000 the difference in
the unemployment rates between Southern regionstladCentre-North started a
decreasing trerid

Fig.6
This section showed that interregional differenbesveen the Centre-North and the
South of Italy narrowed throughout the period 12285. Is migration playing a role in
these convergence process? The answer is not edsy hecessary condition for
migration to give a contribution is certainly thatgrants move from regions with high
unemployment rates and low income to regions whkeeincome is high and the
unemployment rate is low. In the next sections vilecarry out an empirical analysis
aimed at investigating the response of the recegttation flows to the main economic

determinants, controlling also for non economi¢des:

8The gap was about 10.2 percentage points in 1998,it 2000 when the gap started to decreasédill t
last year in 2005 when the gap reached 9.4 pegeipints (ISTAT).



3. The model

The empirical analysis is based on the extendesloreof the gravity model developed
by Lowry (1966), which can be generalized to inelwl the possible push and pull

factors, that is:

Ryl ijz n XSC,’SJ
M; =k @3 : 1
] DV3 El_l Xﬂs ( )

where, the number of peodié; moving from region to regionj depends positively on
the population size in each regioR;,(P;) and negatively on the physical distance
between the two region®y). Xs; may includes all the possible exogenous varialaes f
the origin region that may act as push factors for migration, wKemay includes all
the exogenous variables that can attract (pull)ramig in the destination regign
According with this model different variables aimadcapturing the economic, labour
market, environmental and policy conditions can uUsed as valid regressors (see
Andrienko and Guriev, 2004).

Specifying model (1) in logarithmic form we obtdlre following estimating equation:

n
InMjj =ppInk+p1InR + )5 In P} = p3iIn Dj; +Z(In Xgﬁj -In XS%) (2)
s=1

Population and distance representstendard gravity variablesharacterizing equation

(2) as a gravity model. Population size of botlgiorand destination regions is expected

to affect positively migration while distance shibaliscourage migration. The inclusion
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of population in the model is important to takeoigiccount the increase in migration
flows that results merely from an increase in papah size. That is, the more one
region is populated the higher will be the prokbaptio migrate. The physical distance
is commonly used as a proxy to take into accounthal costs that are (directly or
indirectly) related to the distance and might affenigration decisions, like

transportation costs, information costs, and pspgheoal costs. Moreover, including

bilateral migration flows together with distancedathe push/pull factors qualifies
equation (2) as a spatial interaction model. EMesugh we are aware that spatial
interaction models might not assure that the astompof independence among
observations is fully satisfied (see Le Sage araP2008) it is the first time that spatial

interactions are considered to study internal ntigman Italy.

4. Panel data approach

4.1 Panel data models

Using yearly data on gross migration flows implieat each observation has a double
dimension. A first dimension refers to the spatlidtribution of migrants across
regions, whilst a second dimension is the tempomnal and measures the yearly flows
between every pair of regions.

Panel data models take advantage of this doubdennation and can better account for
the omitted variables and the individual heteroggr{élsiao, 2003; Wooldridge, 2002).
These two features turn out to be fundamental igraion where the individuals (i.e.,
regions) are heterogeneous and many variableskahg o affect the destination choice

of migrants.
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However, the fixed effects model (FEM) and the mndeffects model (REM), that is,
the most applied estimators in empirical analyses@ent some shortcomings. The REM
has the advantage of using both the cross-sectamththe within variance, but for the
estimates to be consistent the unobserved effectst mot be correlated with the
regressors. On the contrary, the FEM estimatomallthe unobserved effects to be
correlated with the regressors. However, due towttlein transformation, the latter is
not fully efficient (Cornwell, C. and Rupert, P.988 ) and does not give explicit
estimate for the time invariant variables. Thisaihigh price in migration studies,
particularly when estimating a gravity model whexetime invariant variable like
distance plays an important role. The Haushiast has systematically rejected the
REM in favour of the FEM for all the estimates @zdr out in this analysis. We
overcome the problem using the Fixed Effects Vedbmcomposition estimator

(FEVD).

4.2 The Fixed Effects Vector Decomposition (FEVD)

Plimper and Troeger (2007) developed a technigakeathows the estimation of the
time invariant variables using a FEM setup. Thehard point out that the FEM does
not allow the estimation of time invariant variablend that it provides estimates that
are not efficient for variables that have venyditwithin variancé’. More specifically,
while the coefficients for time invariant variablae not computed by the FE estimator,

the explanatory power of the quasi-invariant catas can be seriously harmed by the

° The Hausman'’ specification test (Hausman, 1978jsed to test the consistency of the random effect
model. If the unobserved effects are not correlatét the covariates, the random effects estimator
consistent and more efficient than the fixed efexdtimator.

1% They also argue that the inefficiency of the FEdeid‘leads to highly unreliable point estimates and
may thus cause wrong inferences in the same wagsad estimator could” (Plimper and Troeger, 2007,

page. 3)
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within estimator. These two important features mtiee FEVD a powerful estimator
which is able to provide more efficient estimatéshe gravity type models. In fact, in
our analysis, all the standard gravity variablese &me invariant or rarely-time
invariant. For instance, population size, as wellree per capita GDP vary considerably
across regions but have a very low within varia{eee Table 2).

Moreover, variables that differ in their variabjlistructure may also have a different
impact on migration. Variables with relative highogs section variability are more
likely to affect the decision of where to migrateerefore, are important in order to
identify the pull factors. On the contrary, varedlwith adequate within variability are
likely to affect more the decision of whether tognate or not. In other words, the
variability structure of covariates affects theemsity and the direction of migration
flows. For this reason, it is important to use t@st appropriate econometric technique

which is able to exploit both type of variability.

5. Empirical Results

5.1 FEVD versus standard panel data estimators

The extended gravity model is expressed by theviatilg econometric model:

M; ;. =B, + B, [Opop,, + B, [Dpop;,, + B; [dist ; +
B, ©ung, , + S [Dunr, , + 3, [Ogdp,_, + 3)
B, Dgdp;,, + 5 (1997 +....+ B, [200] +u,

wherec; are the region-to-region fixed effects amdis the error term, all variables are
expressed in logarithmic form. The per capita GDRtwIs for the overall level of

prosperity and is also related with the labour readonditions (i.e., it can be seen as a
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proxy for wages). Changes in per capita GDP aredrp to be inversely correlated
with migration flows in the sending region. On tt@ntrary, an increase in per capita
GDP should pull immigrants in the destination regidhe unemployment rate is

included to control for the labour market condisoAccording with economic theory,

it is expected to have a positive effect in thedssm region and a negative effect in the
destination region, though the empirical literatdoees not provide clear evidence. As
for Italy, Daveri and Faini (1999) find that unemymnent in the Southern regions did
not affect migration during the period 1970-198%ilsat Fachin (2007) finds a weak

impact for the period 1973-1996. In our estimatioves need to take account of the
possible endogeneity of the unemployment rates,chvimay be simultaneously

determined with migration. Therefore, we carry the estimates by instrumenting the
unemployment rate with the industry-mix employmgnbwth rate from shift-share

analysis ( Blanchard and Katz; 1992Zhe model (3) will be estimated using the fixed
effect within estimator, the random effect estinnatbe two-stage least-squares within
estimator and the two stage-least square FEVD a&iimWe have also included year
dummies in order to model the idiosyncratic tempeffects. The results are reported in
Table 3, they show that only the FEVD and the REe ghe estimate for distance. The
same models seem to perform better than the otleerwith all the gravity variables

appearing with the expected (and statistically ificamt) sign. These outcome confirms
that the omission of distance affects the estimatsults. Moving to the economic
determinants, only the positive pull effect foe tBDP is statistically significant for the
FE within estimator, whilst the RE model and theVEEreports also the expected
negative push effect. As for the unemployment ratdy the FEVD estimates are

significant and exhibit the expected sign. The tast report the Hausman test result for

14



the FE and RE effect models, the latter is rejedteding us to move on with our
empirical estimation using only the FEVD estimat®umming up, the estimates show
that the FEVD estimator appear to be more inforveatinan the within estimator in that
it allows the inclusion of distance among the regogs and use also the between
information. In addition, the presence of rarelpdivarying variables (e.g. population
and GDP) makes the FEVD estimates more efficieah tthe REM ones. For these
reasons in the next section we will estimate thly fxtended gravity model utilising
only the FEVD estimator.

Table 3

5.2 The fully extended gravity model

The fully extended gravity model is expressedhgyfollowing equation:

Mi,j,t = [, + B,10poR,, + 5, [DpOpj,t—l + 5, [disﬁ,j +
ﬁ4 [(Dunq,t—l + ﬁS |:IDunrj -1 + ﬁ6 |:(ngr'?,t—l +
B, Dgdp,,, + 5, [OTemp+ 5, [DTemp +
1310 [(DAil‘pi t + :811 DDAirpj,t +:312 D-997t Tt :820 9005 + U it

(4)

We estimated three different specifications of thedel presented in (4), including
respectively the macroeconomic variables, the atiesrand the geographical dummies.
The results for the different specifications areveh in Table 4. Being aware of the
possibility that dealing with variables in levetsnse of them might be not stationary we
carried out unit root tests to check whether tlsedieals are 1(0). However, the W([t-bar]
statistics from the test developed by Im, Pesarah $hin (2003) for heterogenous

panels reject the null hypothesis of nonstatioparitherefore, we can rely on the

15



estimates and discuss the results. The differeattity variables have all the expected
signs and coefficients are statistically significarhe coefficient estimated for physical

distance indicates that distance discourages @temigration flows between regions

that are located far from each other in favour ajration between closer regions. The
population size affects positively migration flows that the more populated regions
experience the highest migration flows. The posigign for both origin and destination

regions suggests that an increase in populatianleads more people to emigrate but
also attract more immigrants from other regionse Tdrmer appear to be stronger than
the latter, revealing a negative net effect. Thesalts confirm that for Italy distance is

an important determinant of internal migration @adnot be omitted.

Per capita GDP appears to be the main macroecondetécminant and it is always

statistically significant. A high per capita GDPcenrages immigration flows, on the

contrary, low levels of per capita GDP encouragemogration. The outcomes for the

unemployment rate report the results predicted @ynemic theory, but have less

impact on migration than the per capita GDP. Thasoa probably being that the

unemployment rate refers specifically to the labmarket, whilst the per capita GDP is

an indicator that reflects the overall economicdibons.

Table 4

The results of model one do not change when weador the presence of airports and
for the average temperature, It seems that intemagmigration flows are favoured by
the presence of airports both at origin and atiuo&sbn. We tried to test for the
highways and railways kilometres as well but theefficients were never statistically
significant. Considering that the coefficient hassigive sign both at origin and at

destination this results may reveal that for the meigrants it is important to have the

16



possibility to travel back to their region of ongiClimate has relatively low impact but
it is statistically significant and show a prefererfor the warmer regions. .

In the third model we add the geographical dumrmesrder to control for structural
differences between the regions located in thetSantl those located in the North, the
dummies for central regions have been dropped ¢adasollinearity. We see that even
after controlling for differences in GDP and uneayphent rates, still being a region in
the south is associated with more outflow migratomd less inflow migration. More
surprisingly, the same results appear for the eonthegions. In the next section we will
investigate further the migration flows betweensthéwo macro-areas, which have

always been characterizing internal migration ahylt

5.3 South and Centre-North migration determinants

As previously discussed, the only unchanged feaitineternal migration flows in Italy
during the last sixty years is the leading direttitom South to Centre-North. In this
section we test the hypothesis that northern migramd southern migrants might
respond differently to the migration determinamscordingly, the further analysis is
carried out on a two different datasets where iatem flows have not been included
The first model considers the pairs of flows froacle of the eight southern regions to
each of the twelve regions in the Centre-North. $aeond model works in the other
way around, that is, the dependent variable meagheeflows from the regions in the
Centre-North to the southern regions. To our kndgéethe second model is a novel
analysis which has never been carried out before.

Table 5

' Only migration flows between the eight Southernioeg and the twelve Northern regions are
considered. Hence, the panel is: N = 96 (=12 ¥ 8);10.

17



In this way, the impact of the macroeconomic vdealshould be emphasized due to
the exclusion of short distance migration whicimisre likely to have been determined
by family reasons. In order to control for struedudifferences between the two areas,
we estimate a further specification of model (4)dadyling the weight of the industry in
a strict sense. The results are shown in TablEhb. gravity variables have the same
(expected) signs found for the whole dataset aedadirstatistically significant. The
distance, nevertheless, exhibits a stronger impachigration flows compared with the
previous results. This is, however, not surpristegsidering that almost all migration
flows between neighbour regions are now exclided is interesting to notice that,
southern migrants appear to be more concerned oy distance than northern ones.
There are noticeable differences with regards ¢éoettonomic determinants. Southern
migrants respond strongly to variation in per agaDP, which act as a strong pull
factor. By contrast, the role of per capita GDP dorthern migrants is quite different.
The positive sign at origin indicates that an iasee in per capita GDP allows more
people to move from the regions in the Centre-Ntwttihe southern regions. A possible
explanation to this outcome is that higher incomels allow migrants to finance their
move in poorer regions, which might be originated fon economic reasons (e.g.,
retired people going back to their native regiomsjferences between the two macro-
areas appear also with regard to the unemploynatat The latter seems to act as an
important push factor for both southern and northaigrants although at destination
the former are attracted by low unemployment ratbsst the latter seems to be
attracted by high unemployment rate. The explanatm this apparently surprising

result is though that northern migrants when moviog region in the south are always

12 The only regions that share a border are thosatddcin the Centre-South of Italy. In this way, the
physical distance improves its power as a proxyHerpsychological and information costs of migrati
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going to a region with higher unemployment ratee Tdutcome for the number of
airports confirms the previous results and highBgthe rise in the impact of this
variable with respect to the whole sample. Theed#ht impact reveals also the
importance of airports as a transport infrastriecttor the long distance migration.
Comparing the magnitude of the coefficients for derage temperature we notice that
its impact is stronger for the northern migrants. particular, differently from the
southern migrants those living the regions in tbegmprefer to move to warm regions
in the South. The indicator for the economic stiuetshows that the northern migrants
tend to move from regions where the weight of itdus the strict sense is low to
regions where it is high. Northern migrants respandxactly the opposite, that is they
move from regions characterized by high value adoethe industry sector to the
southern regions where industry has a minor weight.

5.4 The dynamic model

In this section, a dynamic version of the extengeVity model is tested to investigate
for the presence of networks effects, and to clibekrobustness of results obtained in
the previous sections. The dynamic version of titereled gravity model is expressed

by the following equation:

M : =PoM; ;4 + B, + B [OpoR,, + B, [Dpop; ., + B [dist ; +
B, [ounf,t—l + S |:IDunrj at Bs [(ngp,t—l +
B, Dngpj -1 + [, [OTemp+ DDTemQ +
B [OAIrp,  + B, [DAIrp;  +u, ;

()

whereM;; 1 is the lagged dependent variable, which givesdiiramic specification to

the gravity model. We applied two different econtncetechniques. The first is the
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dynamic FEVD estimator. The second is a new ecotrengchnique for dynamic
panel data models based on two estimators: therdifte GMM developed by Arellano
and Bond (1991) and the system GMM developed bydsl and Bond (19983 The
two GMM estimators are designed for situations wetildogenous regressors, fixed
effects, heteroskedasticlfyand autocorrelation within individuals (Roodma@08).

The results are presented in Table 6. A first campa between the FEVD and the
GMM shows that the standard gravity variables appetn the same (expected) signs
found in the previous estimations and they arstatistically significant. Moreover, the
results for the lagged dependent variable showthigapast gross migration flows affect
positively the current migration. It is worth to teohere that this definition is more
parsimonious than the one tested by Furceri (2006)at it is measured for each pair of
regions and not with aggregate net migration. éfoee, the results provide empirical
evidence for the presence of “social networks” leetw regions, that is the past
immigrants in a region attracts (i.e., pull) futuremigrants from the same sending
regions. The results for the per capita GDP contlienprevious ones, that is, a positive
(pull) effect in the destination region and a negafpush) effect in the sending region.
The unemployment rate outcomes confirm the posi{mesh) effect in the sending
region but not in the destination region. Once wimg for the (social) “network
effects” unemployment rate in the destination radimses power as a pulling factor,
this could be due to the fact that migrants takeenaalvantage from the social network
(the presence of past migrants coming from the sagien) to find a job. The Arellano

and Bond test (AR1) shows that the lag of the ddpenvariable is endogenous, that is,

13 Both estimators are designed for panel data whiei® small and N is large, which is exactly the
structure of the present panel, where T=7 and N=380

1 The heteroskedasticity test proposed by PagarHaifid1983) for instrumental variables regressions
(IV) rejected the hypothesis that the disturbarecédmoskedastic. The test is also consistent wiigh t

presence of heteroskedasticity in the structurahdgn (Baunet al.,2002).
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there is serial correlation. The test for the vgliof the subsequent lags as instruments
(AR2) does not reject the null that the lags amgexous (i.e., valid instrument3)The

J statistic of Hansen (198%)does not reject the null hypothesis that the other
instruments are valid, that is, they satisfy theéhagonality conditions. Finally,
following the warnings of Roodman (2007) concernthg weakness of the system
GMM when the number of instruments is very high, seport the total number of
instrumenty’,

Table 6

6. Conclusions

In this paper we investigated the main determinahiaterregional migration flows in

Italy during the period 1996-2005. The extendedvityamodel, which is frequently

employed in migration studies (Greenwood, 1997;e@wod and Hunt 2003), has
been estimated taking advantage of a recent esbimigichnique, the fixed effect vector
decomposition estimator (FEVD). Our outcomes prewdidence that the FEVD not
only it allows the estimation of distance (time amant) but also it improves the
efficiency of the estimates for the rarely timewmag variables (Plimper and Troeger,
2007).

The outcomes revealed the significant impact of rti@@n macroeconomic variables,
confirming the results found by Basile and Cau80@ and Furceri (2006). Differently
from the previous works, however, our analysis upess (instead of net) migration

flows and a more advanced econometric techniquesordlingly, the analysis enabled

> That is, there is no serial correlation.

'8 The Hansen J statistic is robust to heteroskemigstind is thus preferred to the Sargan (1958) T
Hansen J test is weak to the instruments prolitaraBaumet al., 2002), however, in this case the
number of instruments is not large.

7 According to Roodman (2007) the number of instramshould not be higher than N.
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to identify the push and the pull factors, anddosider the spatial interactions between
regions. The per capita GDP turned out to be thennegonomic determinant,
representing a strong pull factor. The unemploynmat# is, indeed, an important push
factor in the sending regions but do not pull lahgtance migrants. An interesting
result is that migrants leaving the regions in tGentre-North seem to respond
differently to the push and pull forces with redpecsouthern migrants. The estimation
of the dynamic gravity model provides evidence tioe presence of social network

effects between pair of regions, which appear teetzastrong impact.

22



Bibliography

Andrienko, Yuri; Guriev, Sergei. 2004. “Determinardf Interregional Mobility in
Russia: Evidence from Panel Dat&¢onomics of TransitioNvol. 12 (1). p 1-
27.

Arellano M., and Bond S., 1991. “Some tests of Bpation for panel data: Monte
Carlo evidence and an application to employmentaggus”, Review of
Economic StudieS8: 277-97.

Attanasio, Orazio P., Padoa Schioppa, Fiorella.1199 Regional Inequalities,
Migration and Mismatch in Italy, 1960-86'in Padoa Schioppa, Fiorella (ed.),
Mismatch and labour mobilityCambridge University Press. Cambridge and
New York, 1991, p 237-320.

Basile Roberto & Jaewon Lim. 2006. "Wages Differ@st and Interregional
Migration in the U. S.: An Empirical Test of the @m Value of Waiting
Theory", ERSA conference papers ersa06p263, Earoftegional Science

Association, revised.

Basile R. & Causi M.. 2007. "Le determinanti deisii migratori nelle province
italiane: 1991-2001't.conomia & LavorpXLI1:139-159.

Baum Christopher F & Mark E. Schaffer & Steven I8i#n. 2002. "Instrumental
variables and GMM: Estimation and testinBgston College Working Papeirs
Economics 545, Boston College Department of Econsmievised 14 Feb
2003.

Blanchard O. J., Katz L. F., Hall R. E., Eichengr&:. 1992. “regional Evolution”
Brookings Papers on Economic Activity, Vol. 1992).N, pp. 1-75.

23



Blundell, R., and S. Bond. 1998. “Initial condit®rand moment restrictions in

dynamic panel data modelsléurnal of Econometric87: 11-143.

Bonifazi, Corrado. 2001. “International and intdrnagration in Italy. Context and
perspectives of Italian migration flows. Growthimmigration and recover in

inter-regional migration’«Demotrendsy»n. 2, 2001, p. 2.

Borjas, George J..1994. “The Economics of Immigrati Journal of Economic
Literature32: 1667-1717.

Bosco Luigi. 2003. “Divari Nord-Sud e migrazioneégma”, Sviluppo Locale

Cannari, Luigi, Nucci, Francesco and Sestito, Pad@d0. “ Geographic Labour
Mobility and the Cost of Housing: Evidence fromlyta Applied Economics
Vol. 32 (14). p 1899-1906.

Casavola P., Gavosto A., Sestito P.. 1995. “Saadvercato del Lavoro Locale”,

Banca d’ltalia Servizio Studi Banca d.ltalia.

Cornwell C., Rupert P., 1988. “Efficient estimatianth panel data: An empirical
comparison of instrumental variables estimatorsurdal of Applied
Econometrics, Vol. 3 (2), p. 149 — 155.

Cushing B., Poot J.. 2004. “Crossing boundaries bordlers: Regional science

advances in migration modelling’apers in Regional Scienc&3 (1) , 317-338.

Daveri, Francesco, Faini, Riccardo. 1999. “ Where Migrants Go?” Oxford
Economic Papersvol. 51 (4). p 595-622.

Fachin, Stefano. 2007. “ Long-Run Trends in InteMigrations in Italy: A Study in

Panel Cointegration with Dependent Unitdgurnal of Applied Econometrics
Vol. 22 (2). p 401-28.

24



Faini, R., Galli, G., Gennari, P. and Rossi, F9A9'An empirical puzzle: Falling
migration and growing unemployment differentials cag Italian regions”,

European Economic Revie®lsevier, vol. 41(3-5), pages 571-579.

Furceri, D., 2006. “Does labour respond to cyclitattuations? The case of Italy”,
Applied Economic Letterg3, 135-139.

Greenwood MJ, Hunt GL..2003. “The early history ofigration research”,
International Regional Science Rev®,: 3—-37.

Greenwood MJ..1985'Human migration: Theory, models and empiricaldéts”,
Journal of Regional Sciencg5: 521-544.

Greenwood, MJ.. 1997. “Internal Migration in Devabal Countries”, in Mark R.
Rosenzweig and Oded Stark, editors, Handbook ofulabpn and Family

Economics, Volume 1B. Amsterdam: Elsevier, pp. 820-

Hansen, L.. 1982. “Large sample properties of gairexd method of moments
estimators” Econometrica50(3): 1029-1054.

Harris J.R. and Todaro, M.P.. 1970. “Migration, dy@oyment and Development:
A Two Sector Analysis’American Economic Review0, 126-142.

Hatton, Timothy, J.. 1995. “A Model of U.K. Emigian 1870-1913" The Review of
Economics and Statistic¥ol. 77, No. 3, 407-416.

Hausman, Jerry A.. 1978. “Specification Tests imrmnetrics’Econometrica46,
1251-1271.

Hsiao, Cheng. 2003Analysis of panel dataSecond edition. Econometric Society
Monographs, no. 34. Cambridge; New York and Melbeur Cambridge

University Press. p xiv, 366.

Im K. S., Pesaran M. H., Shin Y., 2003. “Testing fnit Roots in Heterogeneous

25



Panels”. Journal of Econometrics, Vol. 115, p. 83-7

ISTAT. differen years, aMovimento migratorio della popolazione residente.

Iscrizioni e cancellazioni anagrafichRoma, ISTAT.

ISTAT. differen years, kF-orze di lavoroRoma, ISTAT.

Istituto G. Tagliacarne, (2001)a dotazione di infrastrutture nelle province italie
1997-2000 Unioncamere.

Le Sage J. P., Pace R. K.. 2008. “Spatial Econaenéfiodeling of Origin-
Destination Flows”Journal of Regional Scienc¥ol. 48, No. 5, pp. 941-967.

Lowry, I.. 1966. “Migration and metropolitan growttwo analytical models”. San

Francisco: Chandler.

Murat, M. and Paba, S.. 2001. “Flussi migratori edelli di sviluppo industriale.
L’esperienza italiana dal dopoguerra agli anni mb&a Mimea

Pagan, A.R. and D.Hall. 1983. “Diagnostic testsemsdual analysis”, Econometric
Reviews 2(2): 159-218.

Piras, Romano. 2005a. “ll contenuto di capitale monadei flussi migratori

interregionali: 1980-2002'Rolitica economicavolume: 21.
Plimper, T. and V. Troeger. 2007. “Efficient esttioa of time-invariant and rarely
changing variables in finite sample panel analysé unit fixed effects”,

Political Analysisl5, 124-139.

Roodman David. 2007. "A Short Note on the Theméf@d Many Instruments”,
Working Papers 125, Center for Global Developmeavised.

Roodman, David. 2006. “How to Do xtabond2: An ldiwetion to ‘Difference’ and

26



‘System’ GMM in Stata”, Working Paper 103. Center Global Development.
Washington, DC.

Sargan, Jhon, D.. 1958. “The estimation of economtationships using

instrumental variablesEconometrica26(3): 393-415.

Salvatore Dominick. 1977. “An Econometric Analy$ Internal Migration in

Italy”, Journal of Regional Scienc¥ol. 17: 395-408.

SVIMEZ. 2004. “Report on the economy of southeatylt, SVIMEZannual reports.

SVIMEZ. 2007. “Rapporto SVIMEZ 2007 sull’economiaeld Mezzogiorno”,
SVIMEZannual reports.

Van Dijk J., Folmer H., Herzog H. and Schlottman1A89. *“Labour market
institutions and the efficiency of interregional gration: a cross nation
comparison”, In Van Dijk J., Folmer H., Herzog, &d Schlottman A. (eds.)

Migration and Labour Market Adjustment. Dordredkitiwer.

Wooldridge, Jeffrey M.. 2002. “Econometric analysik cross section and panel

data”, in Cambridge and London: MIT Press. p x%R2.7

27



Appendix A. Data and descriptive statistics

The dataset consists of annual observations fortwleaty Italian regions over the
period 1996-2005. The panel has a matrix structunere each region appears two
times, that is as a sending region (denoted wehirtdexi) and as a destination region
(denoted with the indeR. Migration flows indicate the number of peoplatthduring
each year, cancelled their official residency ire wagion and registered it in another
region. The last year is 2005 since, at the timeraing, this is the last year for which
data on gross migration flows are available.

The population size is expressed as the annuahg@enumber of people living in
region i/j. The unemployment rate is the ratio between themployed males and
females (aged 15 years and more) and the totalitdboce. The real per capita GDP is
taken from ISTAT. In table 1 is reported the litvariables names used in this analysis
and their definition. Table 2 reports descriptitatistics of between and within standard
deviation. The last column of the table shows @gorbetween thédetweenand the
within standard deviation. Pliumper and Troeger (2007)othstnate, using Montecarlo
simulations, that the FEVD estimator is more edintithan the FEM when the ratio
between the between variance and the within vagiamdarge enough. Therefore, the
ratio is an important indicator to identify the ebr changing variables for the FEVD
estimator. The variables with a star in Table 2tegated as rarely changing variables in

the estimations.
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Table 1. Variable Definitions

Varia

ble Definition

mig (log) Gross migration flows from region i to region j (source: ISTAT);

pop (log) Regional population size (source: ISTAT);

(log) Aerial distance (in km) between the main city in the sending region and the main

dist city in the destination region.

d (log) Per capita GDP in the origin (Inogdp) and in the destination region (Indgdp)
9dp (source: ISTAT);

(log) Regional unemployment rate in region i (Inounr) and in region j (Indunr) (source:

unrsTAT):

temp (log) Regional average yearly temperature (source: ISTAT);

airp (log) Number of airports (source: ISTAT);

Table 2. Between and within descriptive statistics of theiables.

Variable Mean Std. Dev. Min Max Observations B/W

mig overall 5.50 1.61 0.00 10.51 N = 3800
between 1.60 0.84 8.84 n= 380
within 0.22 3.77 9.73 T= 10

pop* overall 7.54 1.06 4.76 9.14 N= 3800
between 1.06 4.78 9.11 n= 380 91.5
within 0.01 7.51 7.58 T= 10

dist* overall 5.94 0.61 4.36 6.98 N= 4180
between 0.61 4.36 6.98 n= 380 TI
within 0.00 5.94 5.94 T= 11

gdp* overall 2.95 0.27 2.43 3.36 N= 3800
between 0.27 2.54 3.32 n= 380 5.8
within 0.05 2.82 3.04 T= 10

unr overall 2.19 0.57 0.92 3.20 N= 3800
between 0.53 1.32 3.10 n= 380 2.6
within 0.21 1.11 2.53 T= 10

airp* overall 0.71 0.68 0.00 1.61 N= 3800 14
between 0.68 0.00 1.61 n= 380 '
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temp

vaiss*

within

overall 6.42
between

within

overall -3.47

between
within

0.03

6.89
1.76
6.66

0.36
0.36
0.04

0.54

0.00
1.90
-2.65

-2.41
-2.36
-1.79

0.83

18.50
9.07
15.85

-1.14
-1.17
-1.55

T= 10
N= 3800
n= 380
T= 10
N= 3800
n= 380
T= 10

0.3

8.1
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Appendix B. Tables and graphs

Fig. 1. Trends in interregional migration flows in Italy
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Fig. 2. Interregional migration flows: period 1996-2005TAT).
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Fig. 3. Real per capita GDP: North-West, North-East, Ger8outh
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Fig. 5. Unemployment rates differentials
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Tab3. FEVD estimation versus standard panel data estimations

Variable FEVD-IV FE-IV FE RE
opop 1.004*** 3.208*** 3.897*** 1.018***
t-stat (z-stat) 294.69 5.72 8.80 32.77
dpop 0.959*** 1.098 1.758%** 0.964***
t-stat (z-stat) 281.55 1.96 3.97 31.03
dist -0.328%** 0.00 0.00 -0.344%**
t-stat (z-stat) -52.97 . . -6.24
ogdp -0.328%** -0.191 -0.314 -0.679%***
t-stat (z-stat) -11.47 -0.81 -1.39 -6.39
dgdp 0.368*** 0.770** 0.652** 0.535***
t-stat (z-stat) 13.03 3.26 2.90 5.03
eta 1.000%***

t-stat (z-stat) 175.45

ounr 0.121%** -0.155 0.053 0.022
t-stat (z-stat) 8.42 -1.47 1.9 0.88
dunr -0.108*** -0.172 0.028 0.019
t-stat (z-stat) -7.62 -1.63 0.99 0.75
Cons -7.516%** -27.901*** -38.329%** .7 132%**
t-stat (z-stat) -43.87 -4.20 -7.11 -9.90
Obs 3800 3800 3800 3800

F stat 1st Eq F(18,3404)=3566  F(15,3405)= 415.45

Hausman chi2(15) FE vs IV not rej 7.63

Hausman chi2(15) RE vs FE rej 114.12

Note: For the Fixed Effects Regression with Vector Decomposition (FEVD) the covariates opop dpop ogdp
dgdp are treated as rarely changing variables and standard errors are robust to heteroschedasticity.
Stars denote p-values as follows: * p<0.05; ** p<0.01; *** p<0.001
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Table 4. Extended Gravity model (FEVD)

Variable | Il 1l
opop 1.004%** 0.955%** 0.961***
t-stat 294.69 193.73 190.93
dpop 0.959*** 0.889%*** 0.887***
t-stat 281.55 180.36 176.40
dist -0.328%*** -0.360*** -0.375***
t-stat -52.97 -56.87 -57.78
ogdp -0.328%*** -0.382%*** -0.394***
t-stat -11.47 -13.06 -9.28
dgdp 0.368*** 0.390%*** 0.362%**
t-stat 13.03 13.46 8.56
ounr 0.121%** 0.157*** 0.157***
t-stat 8.42 10.62 10.43
dunr -0.108*** -0.169*** -0.169***
t-stat -7.62 -11.64 -11.43
oairp 0.131%** 0.114%**
t-stat 16.9 14.45
dairp 0.104*** 0.116%**
t-stat 13.40 14.76
otemp -0.013*** -0.006***
t-stat -7.46 -3.37
dtemp 0.030%*** 0.023***
t-stat 16.78 12.61
dnorth -0.050%***
t-stat -4.31
onorth 0.203***
t-stat 17.59
dsouth -0.03
t-stat -1.59
osouth 0.136%**
t-stat 7.17
cons -7.516%** -6.476*** -6.405***
t-stat -43.87 -34.94 -27.65
Obs 3800 3800 3800
I-P-Shin test W[t-bar] -2.38 -4.56 -8.55

Note:Two-stages least-squares Panel Fixed Effects Regression with Vector Decomposition (FEVD). The
covariates opop dpop ogdp dgdp otemp dtemp oairp dairp dnorth onorth dsouth osouth are treated as
rarely changing variables. Standard errors are robust to heteroschedasticity. Stars denote p-values as
follows: * p<0.05; ** p<0.01; *** p<0.001
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Table 5. Extended Gravity Model: South to Centre-North flows

Variable South to C-North C-North to South
opop 0.777*** 0.892***
t-stat 1467.62 57.26
dpop 0.750*** 0.879***
t-stat 1507.78 61.28
dist -1.098*** -0.805***
t-stat -406.45 -26.74
ogdp -1.102%** 2.130%**
t-stat -109.37 18.95
dgdp 2.246*** 0.099
t-stat 253.49 0.62
ounr 1.29]%** 0.424***
t-stat 7.27 10.13
dunr -0.083*** 0.227**
t-stat -4.71 2.68
oairp 0.238%** 0.121%**
t-stat 284.57 491
dairp 0.210*** 0.299***
t-stat 149.12 15.27
otemp 0.004*** -0.026***
t-stat 25.79 -5.93
dtemp 0.011%** 0.030***
t-stat 11.27 8.34
ovaiss -0.572** 0.635%**
t-stat -3.16 15.62
dvaiss 0.657* -0.284***
t-stat 2.15 -5.22
cons -6.710%** -11.290***
t-stat -89.26 -15.41
Obs 960 960

Note:Two-stages least-squares Panel Fixed Effects Regression with Vector Decomposition (FEVD). The
covariates opop dpop ogdp dgdp otemp dtemp oairp dairp dnorth onorth dsouth osouth are treated as
rarely changing variables. Standard errors are robust to heteroschedasticity. Stars denote p-values as
follows: * p<0.05; ** p<0.01; *** p<0.001

36



Table 6. Extended Gravity Model: dynamic analysis

Variable FEVD-IV GMM
mig 0.073*** 0.172**
t-stat (z-stat) 4.56 2.95
opop 0.901*** 0.898***
t-stat (z-stat) 2012.74 9.01
dpop 0.832%** 0.784***
t-stat (z-stat) 1629.29 9.07
dist -0.365%** -0.213**
t-stat (z-stat) -850.91 -2.72
ogdp -0.165%** -1.291**
t-stat (z-stat) -9.73 -2.59
dgdp 0.543*** 1.963**
t-stat (z-stat) 47.62 2.84
dnorth -0.039%** -0.29
t-stat (z-stat) -13.84 -0.68
onorth 0.196*** 0.805**
t-stat (z-stat) 70.83 3.13
dsouth -0.055%** 0.50
t-stat (z-stat) -17.79 1.07
osouth 0.096*** 0.101
t-stat (z-stat) 19.46 0.35
oairp 0.093*** -0.03
t-stat (z-stat) 43.82 -0.31
dairp 0.095*** 0.029
t-stat (z-stat) 58.54 0.26
otemp -0.017*** -0.019*
t-stat (z-stat) -6.06 -2.25
dtemp 0.017*** 0.021*
t-stat (z-stat) 10.53 2.33
ounr 0.310*** 0.284**
t-stat (z-stat) 5.09 3.06
dunr 0.01 -0.01
t-stat (z-stat) 0.11 -0.13
cons -7.864*** -9.913***
t-stat (z-stat) -137.61 -5.49
Obs 3800 3800
Nr of Instr. 46
Abond AR(1) z=-6.55
Abond AR(2) z= 0.76
Hansen Test 0.405

Note: The GMM model (dynamic panel data) has been estimated using the xtabond2 command in Stata
(Roodman, 2006). The number of instruments has been reduced limiting the lags of instruments. The lag
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of migration flows and the unemployment rate are treated as endogenous. The industry mix employment
growth rates have been added as exogenous instruments.
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