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Double Dipping in Environmental M arkets

Abstract: There is an increasing tendency to us&etato induce the provision
of environmental services. As such markets increaseope, potential market
participants might sell multiple environmental seeg. The question we consider
here is whether participants in such markets shoeldllowed to sell credits in
more than one market simultaneously. Some haweedron favor of such
“double dipping,” because it would make the prasisof environmental services
more profitable. In practice, however, most proggalo not allow double-
dipping. We show that if the optimal level of pdibn abatement is sought, then
double-dipping maximizes societal net benefits.wileer, if pollution policies
are set in a piecemeal fashion, then the capsafdr market are unlikely to be
optimal and, in this second-best setting, a pghi@hibiting double dipping can
lead to greater social net benefits. We exploraitmns under which a single-
market policy is preferred, or equivalently, whprecemeal policies are likely to
yield particularly inefficient outcomes.

Keywords: Environmental policy, tradable discharge permitsnarical methods



Double Dipping in Environmental M arkets

. Introduction

Suppose that a farmer adopts a conservation peatit both improves water quality
and sequesters carbon. Should policy makers dheviarmer to sell credits generated by this
single practice change in both a water quality itmedrket and a carbon market? That is, should
the farmer be allowed to “double dip™? This is theestion addressed in this paper.

Driven by the simple intuition that it makes setseninimize the cost of pursuing
environmental improvements, since the early 19908la range of market-based programs have
been developed to address environmental problémihe U.S., air pollution trading programs
include the national SQrading program, California’s Reclaim program, dmel multi-state
Ozone Transport Commission. For water pollutiorcoeiraged by the USEPA (USEPA 2004),
over 50 watershed or statewide programs are ilowsistages of development and trading has
taken place in 25 of these (USEPA 2007). A mabested approach is used in wetland
mitigation banking (Shabman and Scodari 2005),abitdat Conservation Plans to comply with
the Endangered Species Act, as a tool in urbampigr{McConnell et al. 2006), to encourage
renewable energy (Berry 2002), and in the Européiarate change policy (Kruger et al. 2007).
Virtually every new environmental policy in the UiScludes a market element and the list of
environmental goods and service covered by suaranes continues to expand.

In recent years, market based programs have inoghaseen making use offfsetsor
what Dewees (2001) calgmission Reduction CreditsOffset provisions are used to create
incentives for sources that are not included inafpgregate cap and have been used to reduce
nonpoint source pollution (Woodward, Kaiser, ancckgi2002), to offset wetland losses

(Shabman and Scodari 2005), and is as a way taedd@® emissions. For example, as a way
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to fulfill a portion of their obligations under th&yoto Protocol, countries with binding
obligations (Annex 1 countries) can sponsor emissgalucing programs in developing nations
under the Clean Development Mechanism. Such sffeeluce C@emissions from developing
countries while lowering the cost to the Annex lioves.

Together, the growing scope of market based progeong with the increasing use of
offsets has greatly expanded the potential foraat#gon across markets. In particular, when
offsets are generated through changes in land neamag, more than one environmental benefit
will often result. A number of authors have calé&tention to this, highlighting the potential of
multiple marketswhat we will calldouble dippingKieser & Associates 2003; Davis 2006; von
Hagen 2006; Greenhalgh 2008). If generators ofrenmental services can sell credits in many
markets then the incentive to create these serwdemcrease.

To an economist, allowing double dipping may atfglance appear to be as logical as
allowing a cotton farmer to sell both the lint ahd seed. Nonetheless, it is controversial. One
reason for this is that most programs have strimtipions requiring that credits be “additional,”
meaning that they “have arisen because of the ne@ntive of trading the permit or obligation
on the market” (Haddad 1997). As a practical maift@ source is selling credits in several
markets it is more difficult to establish that @llthe offsets are in fact additional. This paper
explores whether there are economic reasons te alidorbid double dipping.

Double dipping is possible when two or more polhtiseare complements in the firm’s
abatement cost function. At the firm level, compégrtarity means that abatement of two
pollutants can be done at lower cost than the dutmeccosts of abating each pollutant

separately. At an economy-wide level, complemdéntareans that an increase in abatement of



one pollutant reduces the social marginal coshefather related pollutants. As a result,
complementarity leads to an increase in the sgoigitimal level of aggregate abatement.

As we show in section IV, a policy of allowing ddealdipping, which we will refer to as
a multiple-markets (MM) policy, leads to the leastt allocation of abatement. It follows,
therefore, that if the caps are set optimally,résilting equilibrium under an MM policy will
lead to the social optimum. In order to achieveroglity, however, not only must policy
makers have full knowledge of the cost and befefittions, but in addition the policies for all
the related pollutants must be coordinated. ligyahakers do not take into account
complementarities, then their estimate of the nmaigtost will be too high and the resulting
targets will be “second best,” falling short of tatimal level.

When abatement targets are below the social optirthen it is possible that greater net
benefits to society can be obtained from a policyai allowing double dipping, what we will
call a single market (SM) policy The reason id fbaa given program cap, an SM policy will
actually lead to more total abatement since a soseding credits in one market will, because of
complementarities, also abate other pollutantsa Aesult, although costs are higher under an
SM policy, the social benefits are also greater.

Unfortunately, the question of whether an MM or $Micy yields greater net benefits is
not clear cut. In sections V and VI we evaluate¢bnditions that tend to make each policy
option preferred,looking at key parameters and the number of fipasicipating in the
markets. To briefly summarize our findings, the SMicy option is likely to be most appealing
when complementarity is significant, when the slopthe marginal benefit curves are relatively

flat, and when there is greater heterogeneity enpibllution abating firms. An MM policy



becomes more attractive if these conditions ddotit or if the slopes of the marginal benefit
curves for the various pollutants differ greatlife should note that social net benefits can
always be increased by moving the caps towardphiemam and adopting a cost-minimizing
MM policy; if possible, that would be a better mylialternative. Hence, the conditions that tend
to favor an SM policy can also be interpreted aécators that of the importance of

complementarities and the need to coordinate @slici

Il. Literature Review

Dales (1968a, 1968b) and Crocker (1966) are craitth coming up with the idea of
using tradable pollution permits to control poltuti The first formal treatment of this problem
was provided by Montgomery (1972). While Montgoyemodel incorporated the general
features of a multiple pollutant problem, he chteazed it as a single pollutant with multiple
receptor points.

In what appears to be the first direct treatmentarfable permits with multiple
pollutants, Beavis and Walker (1979) establishedogptimality conditions for the control of
multiple water pollutants when there are nonsepanaberactions in both the damage function
and in the cost functions of abating firms. Thlegwed that in most situations, when there are
multiple pollutants to be controlled, the optimalipy choice requires jointly choosing the level
for all pollutants simultaneously. The case oftiple pollutants that cause tropospheric ozone
was studied by von Ungern-Sternberg (1987), whavelahe importance of considering costs

when developing a policy. Michaelis (1992) tookiraikar approach to the case of climate

! Throughout we will refer to a policy option peeferredif it yields greater net social benefits.
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change where multiple pollutants (e.g., £&0d methane) lead to a single consequence, and
develops relative prices for such pollutants.

Montero (2001) considers the question as to whettoss-pollutant trading should be
allowed, i.e., whether a firm should be allowedhitrease emissions of pollutant A by buying
credits generated by reducing pollutant B. Suodssipollutant trading can be economically
efficient except if the pollutants enter the sobi@hefit function in a Leontief or maximin
manner. In a fashion akin to Weitzman (1974), Moofinds that the relative slopes of the
marginal benefit and marginal cost curves provicatito determining if cross-pollutant trading
should be allowed or not. If the marginal damages are steep, then it is less efficient to
allow cross pollutant trading.

Caplan and Silva (2005) and Caplan (2006) invetgiganultipollutant problem in an
international setting. A productive sector in eaalion creates both a regional and global
pollutant in a fixed proportion. They show thapdlicy makers respond optimally in a three
stage decision process, optimal caps will be chaseérrading programs at the international and
national level can lead to a Pareto efficient resGlaplan (2006) goes on to show that if taxes
are used, as opposed to a cap-and-trade apprbachthe resulting equilibrium in similar three-
stage games is not socially efficient. As in therent paper, the inability of the decision makers
to coordinate can lead to an inefficient outcome.

More closely related to the current paper, Horaal.g2004) ask whether farmers can
receive government subsidies to implement best geanant practices and then sell the credits
generated by those practices in a transferablésriglarket. They show that efficiency gains
occur under double dipping when two payments schenmeoordinated. But even in the

uncoordinated or stand-alone setting, double dgppinreases efficiency with well-targeted



payment incentives. If payment incentives are nat-targeted, then it is more efficient to
restrict farmers to participating in either thediray program or the government program.
Finally, our analysis is closely related to thelppeon of adverse selection that arises
when sources are paid to carry out an environmewtain, even though they would have
implemented the practice without a market incenti@é# particular note are the papers by Lewis
(1996), who provides a general discussion of thiblem in environmental problems, and
Montero (2000), who shows how this arises whenetieone set of firms that is regulated and
another that has the opportunity to voluntarily-wpto the program. The current paper explores

how the presence of multiple pollution markets lead to this phenomenon.

[11.Basic graphical analysis of the multiple pollutants problem

A firm’s choice to abate two pollutants, anda,, leads to costg)(a,, a,). In a fashion
similar to Helfand (1991), in Figure 1 we presdm iso-cost curves associated with differing
levels of abatement of the two pollutants for aespntative firm with costs increasing in the
distance from the origin. The rays labetgd0 andg,=0 that traverse the iso-cost curves
indicate the set of points along which the margauat of abatement of one pollutant is equal to
zero. For example, at each point on the line labgfe0, for a given level o&,, the marginal
cost to increasa, is equal to zero. These lines, therefore, aredhetion functions of the firm’s
abatement of one pollutant to abatement of therotimeFigure 1a, reaction functions are
horizontal and vertical, so that if a firm is reqd to abate pollutant 1, it will take no actions
with regard to pollutant 2. In Figure 1b, the ptdints are complements — if the firm is obligated
to abate a positive quantity of pollutant 1 theithaut any policy intervention on pollutant 2, the
firm’s cost minimizing choice will be to reduce et emissions of pollutant 2 by following the
0,=0 ray. Finally, in Figure 1c the pollutants aréstitutes — a requirement to abate pollutant 1
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will lead the cost-minimizing firm to actually inease its emissions of pollutant&2<0). We

will focus throughout the paper on the case in Whie pollutants are complements (Figure 1b).

MNg=0 I 9:=0 WO
9(a a)=K %/
9,=0
\ g \ X
(@ (b)

Figure 1: Iso-cost curvesfor abatement of two pollutantswhere
(a) costs are independent, (b) the pollutants are complements, and
(c) the pollutants ar e substitutes

To introduce our policy problem, we start by comesidg a very simple case of an
economy withn possible sources of offsets of two pollutantsaRd P2. In Figure 2 we
represent the case of P2, for which a market bpssgtam is being developed that will allow
firms to be paid to reduce P2. The purchaserbeséd credits will be other sources that are
subject to a cap on their emissions. The costiseotapped polluters are high enough that all
required abatement will be provided by theources of offsets. Society has a known marginal
benefits curve for aggregate reductions in thisuperht, MB,, and government has estimated the

social marginal costs of abatement for thesiems, MC,. Attempting to maximize net social

benefits, we assume that the P2 policy makershesatdp atA2 whereMB,=MC, .

However, unbeknownst to the P2 policy maker, siamdbusly a market-based policy
affecting P1 is being introduced. Furthermore l@/firstn-1 firms are unaffected by the P1
policy, then™ firm can offset both P1 and P2 and its cost fumcts characterized by

complementarity as in Figure 1b. For that firme Bl policy induces it to abadgunits of P2

(©)



resulting to a rightward shift in the social ma@icost curve, from MCto MC' in Figure 2.

This shifted curve is the true social marginal aastve contingent on the P1 policy since it

reflects the fact that there is no additional ¢cosienerate tha, units of abatement that arose
due to the P1 policy. The socially optimal levEhbatement of P2 i\, where the social
marginal cost equals the social marginal bené&fdllowing standard tradable permits intuition
(Baumol and Oates 1988), if a cap were sehaf the socially optimal level of abatement would

be achieved at lowest possible cost.

$
A

MB,

S A

Figure 2: Marginal benefits and marginal costs of abating pollutant 2

While A’ would be the optimal capa,\2 is second-best in the sense that it is made based

on the limited information available to the policyaker. Given the balkanized fashion in which
most environmental policy is carried out, this sekbest policy captures important features of

the real world’

2 Our assumption that the policy maker has a clieamne of the marginal benefit curve, on the
other hand, is admittedly unrealistic. We disdusi®w how errors in measurement of the MB
curves can have effects that are similar to thiesehich the MC curve is mis-specified.



We can now ask whether an SM or MM policy is prefdrin this second-best setting.

Note that regardless of the policy choice, @hanits of abatement will occur and will generate

benefits. The question is whether they shoulddumted in satisfying the P2 caéz. If an MM

approach is taken, then tagunits can be used to satisfy the cap so that abalement of P2 is
exactly AZ less thanA,". If multiple markets are not allowed, then tifefirm cannot sell its,
credits and the other-1 firms must supplyﬁ& units of abatement so that under an SM policy
total abatement of P2 i8, + a,, more thanA, .

Since neitherA2 nor AZ + @, is socially optimal; the question about whethevivi or

SM policy is preferred depends on which policy ggea smaller welfare cost. As seen in Figure
3, if an MM policy is adopted, then the equilibriyrice paid in the pollution market will kpe
and, a welfare cost will result, indicated by thartgle labeled MM. Under an SM policy, the

market-clearing price would bp, leading to inefficiently high level of total aleatent and

social costs labeled SM.

MB,

&, A A A, >A2 .
Steep M B curve Steep MC curve

Figure 3: Effect on welfare costs under a second-best cap AZ
with steep MB and steep MC
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In this simple example, the question of which pplEmore efficient depends on the
slopes of the MC and MB curves. In the first pasfeFigure 3 we present the base case when
the welfare costs for the two policies are aboutaggIn the second panel we consider the case
when the MB curve is steeper. As the curve becateeper, the SM triangle grows and the
MM triangle shrinks — an MM policy yields greatercgal benefits. Intuitively, this makes sense;
if the MB curve were vertical, the first- and seddrest caps would be at the same point and the
preferred policy would be that which minimizes twst, which achieved by the MM policy. On
the other hand, if the MB curve were horizontad kiey to avoiding social cost is to ensure that
all abatement with a cost less than the MB weréeael, and that would follow from the SM
policy.

In the third panel of Figure 3 we present the eaisen the MC curve is steep. In this

case, the, units of abatement achieved because of complemigritas a large relative effect

on total costs. A steepening of the MC curve,dfae, increases the gap betwe@nandA* o)

that the error associated with an SM policy shrinkéhen the MC curve is flat, on the other
hand, then the rightward shift from M@ MC would have little effect on the intersection with
the MB curve. As a result, as the MC curve fladtehe welfare cost associated with the MM
policy declines as this is the less expensive wachieve a level of abatement.

Our simple graphical analysis shows that in a seédmest setting it is not obvious
whether allowing double dipping is economicallyi@ént. The simple model gives some
indication of the conditions when an MM policy wdle preferred: when the MB curve is
relatively steep or MC curve is relatively flat. 83e findings, however, stem from a very

simplistic framework and are not generalizable wHuall other parameters enter in to the policy
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guestion? What if there are many firms characterizy complementarity? In the remainder of

this paper we answer these questions in more gesedtigs.

V. The multiple pollutants problem and policy alter natives

For the remainder of this paper we consider thep@iroblem in which there are

j=1,... mpollutants, P and aggregate abatement of each pollutanyields additively separable

benefits to societyB(A) = > B ( A) . An abatement capA, , places a restriction on high-cost

j
sources of Pbut these sources are allowed to fulfill theiligdtions by purchasing credits from
n low-cost firms. We assume that the cost diffaegms such that any abatement cap will be
satisfied entirely by the low-cost firms, hence letpmodeling of the high-cost firms is not
necessary. The low-cost firms, which have no exgimit on their emissions, can generate
credits by reducing their net emissions relativéhtr initial level. The cost of abating pollution

for thesa=1,... n sources is a function of their vector of abatenaetivities,gi(a;), where

a=(a,, a,, ..., a,,) anda; is the abatement of pollutaniby firmi.

A. The planner’s problem

We will maintain throughout the following regulariassumptions: (1) the benefit and
cost functions are all continuously differential{2) each of the benefit functions is assumed to
be strictly concave witB>0 andB"<0; (3) the cost functiong([) are strictly convex and, since

we assume that each firm’s baseline level is tlkgipus optimum, the marginal cost curves
begin at the origin, i.e(.3gi (% =0 for alli, j, whereO is the null vector. In addition,
i

because of our interest in pollutants that are dements, (4) we will assume that
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00,
ai(g'—([)]J <0 for all i and alljzk, which we will refer to as strict complementaiiityhe
A g

inequality is strict. (5) At the market level wélvassume that no supplier has market power so
that any vector of prices is treated as exogengubldindividual firms.

For a vector of aggregate abatement IevAIs,( A A,..., Am), a cost effective

allocation of abatement activities is found by swvthe optimization problem:
min> g (a) st g = A forallj (1)

Since they([) functions are convex by assumption, the total ftoxction is also convex and

first-order conditions are necessary and sufficienthe solution of (1):

dg, P _
a_qj Aj(;qj A,j 0 (2)

. -th T . el . .
where/; is thej™ Lagrange multiplier. Solving (2), a cost-mininrmgiallocation will be

characterized by the equi-marginal conditions:

9g,(a) _ 99 (a)
03, 03

for alli, j, andl. 3)

Note that because of complementarity, it can hiod tora;>0, dg, (3 )/0g =0. Hence, even if

A>0, thej™ constraint may not bind.

Ideally, the planner would be concerned with ndy @ninimizing costs, but in

maximizing societal net benefits, i.e.,

rgﬁXiBj(A)—an(a) stA=Y (@)

j=1 i=1 i=1
As with (1), (4) is a convex programming problentisat the optimal vector of aggregate

abatementA’, is characterized by the first-order conditions,
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dg (a)
aa,.j

for alli, . (5)

B (A)=

Hence, to achieve the social optimum it is requifed the cost minimization is satisfiaddthe

aggregate levels of abatement are set optimally.

B. The MM policy

In this paper we consider two decentralized pditeeincentivize abatement effort.
Under an MM policy, theé sources can generate valuable credits for allatazhs in their net
emissions. For a given vector of pricgs(p,,...,p,), the problem of these profit maximizing

firms can be written

max> p;g - 9 (%) (6)
]
with first-order conditions
09, .
P, :—6(6}) for alli, j. (7)

i
Inverting (7), a firm’s profit maximizing vector @batement can be writtea;\( p) . By
complementarity, we know that, (p)/dg =0. We will occasionally assume what we call
constant complementarit@zaﬂ ( p)/aa(2 =0, though this will only be required for sufficiency

conditions.

A price vectorp“V, leads to a market equilibrium if, for a given texof abatement

caps, A= (A A :Am) Za,.j ( p"™ ) > A for allj. Since the firms’ cost functions are convex

and continuously differentiable, it follows thatder the MM policy, aggregate abatemdx‘jﬁ“"

will exactly equal the cap in all marketspffM>O for allj. On the other hand, it is possible for a
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high cap on one pollutant to lead to complemengdigtement in another pollutant so that for
somej A™ > A andp™=0..
Using the first order conditions, we obtain thddwling proposition.

Proposition 1: Under the regularity assumptions,dquilibrium under an MM

policy will result in the cost effective allocatiai abatement to achieve a level of

abatementA> A. If the caps are chosen optimall§(,: A, the equilibrium will
also achieve the socially optimal level and allmrabf abatement.
Proof: For a vector of capé, the MM equilibrium conditions, (7), are equivalen

to (3) whenA= A. For optimality, ifA= A then (7) also ensures that

. _99 ()

for alli, j, which satisfies (5).
03,

b =B

It will be helpful to refer to the aggregate betgfcosts, and net benefits in an

equilibrium under an MM policy as a function of ector of abatement cap™" (A)
c'™ (A), and NB™ (A,

o™ (A
Proposition 2: Under the regularity assumptions,aA— >0 and

ac™ (A)
———2>0. Furthermore, constant complementarity is sidficifor
oA
92BMM ( “) 92CMM ( A)
>0.

oA oA

]

Proof: See Appendix A.
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C. The SM policy

Under an SM policy, each polluter can sell creftitsabating only one of thea

pollutants. Hence, the firm optimization probleecbmes
maxp;g - g (a). (8)
Distinct from (6), under an SM policy, credit suigps must choose both the market in which to

participate and how much abatement to carry oot. aFgiven price vector, the decision to

participate in markgtwill be optimal if

pjaj*—g(ai*)z pa - g( ié)forallkvtj, 9)
where the vectop,” is the vector of abatement levels that are optignain that the firm is
participating in markejt

Because of the discrete nature of the choices madiens under the SM policy, the

equilibrium is not necessarily characterized byveorent first-order solutions. Consider the
following example. Suppose that there are twoypalits with capsAL = AZ There are 101
identical firms that emit both pollutants with céshctions that satisfy the regularity
assumptions and also have the characteristichbanarginal cost to abate the pollutants are
equal in the sense thag, (a,,a,)/0a,=09( A, &)/0 a, for a, =4, anda, = §,. Consider
a potential equilibrium with 50 firms selling créslin market one and 51 in market two.

Because of its greater number of firms, the sldgb@aggregate marginal cost curve in market

two would be slightly flatter than that for marlete. Hence, using the supply functions that

follow from the first order conditions, the priceeded to reacl:i\2 would be lower than the

price needed to suppl)ﬁ. However, such a price vector cannot be an dyjiutn since ifp,<p,

there will be an incentive for the price-takingrig to shift from market two to market one. This
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means that, the equilibrium price in market 2 cammmal the marginal cost for the firms
participating in that market and still exactly aoke the cap. In equilibrium, the price paid for
credits in market two will be greater than the nraacost at the equilibrium allocation.

When the equilibrium price is greater than the nmagcost, the regularity assumptions
do not ensure that profit maximizing choices wekd to a cost-minimizing supply of credits —
multiple equilibria are possible. We will assurhattthere are competitive forces that push firms

to a cost minimizing allocation so that equimargo@nditions are satisfied, i.e.,

9g,(a) _9g (a)
03, 03,

for alli, k. Hence, for firms andl participating in thg™ SM market, in

addition to (9), the following first-order conditie must be satisfied at the equilibrium:

a9, ([)] — g ([)]
%

= ag, (U - og (7 =0 for all k#j. (10)

03y, 03,

< p;, and

As above, we will define aggregate benefit, cost] met benefit functionsB" (A) :

csV (A) and NB*" ( A) that follow from the equilibrium responses whbea M policy is
used. Under an SM policy, only a portion of a# fhotential abaters of a pollutgmwill be
participating in th¢" market to generate'fl\j credits. However, the firms participating in metk
k#j will still abate thg™ pollutant due to complementarities. Hence, thal @ibatement of thid
pollutant, AjSM , Will be greater than&j and we can state the following proposition.

Proposition 3: Assuming the regularity conditionsgder an SM poIicyA‘.SM > AJ

N

for all j, BSM( )2 BMM(:A) andC>" (A)z CMM(AA) with the inequalities being

strict if strict complementarity holds.

Proof: See Appendix A.
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Proposition 3 tells us that, for a given cap, tMe®licy leads to benefits and costs that
are greater than those generated by the MM pdlidpes not, however, infer anything about the

net benefits of two policy options. However, itrts out that in the neighborhood of the origin,
A= 0, the SM policy leads to greater net benefits.

Proposition 4: In the neighborhood of the originenthj >0 for at least two
pollutants, NBS" ( “A) > NB"™ ( Q with a strict inequality holding if strict

complementarity holds.

Proof: See Appendix A

Figure4: Example of how NBY and NB"™ intersect at A°

Together, propositions 1 and 4 tell us that thersteaps where each option generates
greater net benefits. If the caps are set atphienal level, the MM policy is preferred. In the

neighborhood of the origin, the SM policy does &ettif the net benefit functions are both

18



strictly concave, then it will holds that the spacall possible caps can be divided into two
parts, a lower portion where the SM policy domisaiad an upper portion where the MM
policy is preferred. This idea is shown in Figdrerhich presents the hypothetical net benefit

surfaces for the two policy options for a rangea levels. Somewhere betweear®lA™ the
NBSM surface will cross theiBY™ surface, an intersection which we refer tods

If the NBS™ andNB"™ surfaces are smooth and concave, tAéwill be a single
continuous line as presented Figure 4. Becautieealiscrete nature of choices under the SM

policy, theNB*M

may or may not be smooth and concave even ifdpelarity conditions are
satisfied. However, the general pattern is mongoirtant and is established by propositions 1
and 4: there will tend to be a region of smallggcavhere the SM policy will tend to be

preferred, and another region cl@sewhere the MM policy does better.

V. Double-dipping in afully symmetric economy

In the remainder of the paper we seek to underdtadonditions that would tend to
favor one or the other of the two policies. To abtaur results we narrow our focus to a model
with specific functional forms for the cost and b&hequations. The essential features of the
abatement technology that we want to capture aerdgeneous costs across ithé,...,nfirms
and the potential for complementarity in the cosiction to abate the pollutants &d B. A
parsimonious cost function that satisfies thesairements is a quadratic abatement cost

function of the form
a. a.
gi(arl"'%):?ll ‘?21-"_'22 &24—}{ A, (11)

with a;>0. The interaction terny, is assumed to be non-positive so that the twhiaoits are

complements as in Figure 1b. If a firm faces @meandp,, then it will profit from the supply
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of abatement credit, anda,,: 77 = p,a, + p,a,~ ¢(0). From the first order conditions we can

obtain the profit maximizing supply functions:

8, = AP~ K P anda,=a Rk B (12)
where aTJ. =aq /(agqu2 —}(2) andj? = y/(qlq 2—}/2). In order to ensure that the supply
curves are upward sloping in the own price, we @olysider case whe(m/ilai2 - yiz) >0,

which is sufficient to impose convexity of the céstction as assumed in the regularity

conditions. The additively separable benefit fiorgt B(A) = Z B, (A,), is assumed to take the
j

form:

J

6, .
B,(A)=Q A —E’A? whereQ; >0, 6,>0, A => a;, ] =12. (13)

In order to obtain clear analytical results, irsteéction we use a case of the model in

which there are two pollutants and two represergdtrms. In thisully symmetriccase we set

a,=a,=al(0,1] anda, =a,, = % and lety, = y, = y.2 On the benefit side, we assume

that the benefit functions for the two pollutants mlentical:Q, =Q, =Q andg =6, =6.

The model is now reduced to four parameters ank leas a clear intuitive meaning.
Sinceai=a<1 anda;>1, firm 1 will tend to abate more of P1 while filZnwill specialize on P2.
A reduction ina, therefore, will be referred to as an increastnédegree of specialization of
the firms. Theyparameter captures the degree to which theremplementarity in the

economy so that fop=0 the goods are independent (Figure 1a) arnhaproachesl, the

® Complementarity, along with the restriction tlﬁmlai2 - yiz) >0 implies y 0 (-1, 0] :
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degree of complementarity across the goods incsg&sgure b). The final key variable is the
slope parameter in the benefit functiék). As@increases in absolute value, the marginal
benefit curves become steeper. The second panaméie benefit functionQ2, simply scales
the marginal benefit functions.

At the first-best optimum, the marginal benefitatlatement would equal marginal cost,
O=a,8 +)a ,i=1,2,j=1,2,k#. We know from Proposition 1 that the optimunachieved
through an MM policy. In this case the optimal cap be written

Q(Zya—az—l)

A= (y2a+2y6?a—a29—a—6?)'

! (14)

To identify the optimal cap, therefore, the planmerst have knowledge of all the parameters of
the economy, including the interaction tepmwhich may be particularly difficult to observe or
estimate.

We now consider the benefits and costs under fifereint policies at arbitrary cap

N N

levels, A = A = A. Under an MM policy, firms can sell credits inthenarkets so that

equilibrium is achieved whera"™ +a™ = g + d™ = ‘A Solving for the equilibrium prices

and then using (12), in this case we have

-y - WM MM a’-ya
— A = = 7= A 1

MM _ MM _
all _a'22 1+a,2_2yn

* Despite the relatively parsimonious specificatite, analytical solutions to this problem were
quite cumbersome. Analytical results were derivsitig Matlab and confirmed manually or
numerically. The Matlab code used for the in thpgr will be made available online upon
publication.
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In the SM case, firms can only sell credits in amaket and, sincer,, <a,, anda,, <a,,,
a>¥ = aSM = Awhile a5 anda® is the complementary abatement, i.e.,
ay' =a3'= Aanda}' = &)= -y A. (16)
Note thataS anda’" are affected by botlr andy; so in this specification it is not possible to

completely isolate the slope of the MC curve frdra kevel of complementarity as was done in

Figure 3. From (16) it follows that the SM poliggsults in abatement of each pollutant in excess

of A, leading to greater social benefits but highetscos

Substituting (15) and (16) into the benefit andtdosctions and simplifying, the net
benefits of policies given an arbitrary cépcan be written

—A(isayz+29Aya—4an+ 20°Q -0 ha? - P+ zz—e%)

(2ya—1—a2) a7

o (3-
and
NB=M (A) = —(ZQ(—1+ ya)+9:&(1— 2ya+a2y2)+ :Qq(l— yz)) 2. (18)

If NB® ( A)/ NB"™ ( AA) >1 then at that cap level an SM policy would be pref@. In

Appendix A we showa[NBSM ( A)/ NE™ ( AA)% <0. By Proposition 4 we know that

NB>M ( A)/ NB"™ ( AA) is greater than 1 in the neighborhood of the arighd, by Proposition 1,

the ratio is less than 1 whek= A . The monotonicity of the derivative, thereforepiras that

there is a unique cap levéf, where the two policies yield equivalent net basefln Appendix

A we solve for this value:
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(19)

The ratio of A° to A" tells us how far away from the first best cappbécy maker must

be in order for the SM policy to actually deliveegter net benefits. For example, if

A A =0.3, then as long as the cap that is set is at |€®td& the optimal level, it would be

preferable to adopt the MM policy. Dividing (19 {L4) and simplifying we obtain:

A —2(ay2+2yﬁa—a—9—a29)y

A 50y%a + 28+ 200’ + By a’-Gyai+ o -a’- Ya+ay?

(20)

Although this expression is quite complicatedpit® obvious feature is th@ does not appear —
the intercepts of the marginal benefit equationsehe effect on the ratio. Instedd simply
scales the net benefits under both policies.

The derivatives of (20) with respect to the parargewill provide insights into the

circumstances where an SM policy is most likelpécappropriate. We present the derivatives

of '% with respect taz, y; and@in Appendix A. The derivative with respectdas negative

implying that as specialization increasesdgclines) the portion of the space where the SM
policy dominates increase. We also show ﬂ(a{\%A )/66? >0, meaning that the switching
point at which MM policy begins to dominate becomksser toA" as the marginal benefit
curve becomes steeper.

These patterns can be seen in figure 5, which ptesevel curves of&%\* over the

range of values ofr and yfor two values o®. On the left we present the case wh@r).5, i.e.

the marginal benefit curves are relatively flats i8 seen in the figure, whenis small, A is
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very close toA . That is, when the firms have a strong tendeagpecialize in one or the other
of the pollutants, the SM policy is preferred fémast all cap levels and, interestingly, the
complementarity levely, does not affect this very much. On the othedhasa increases and
the firms become more similar in terms of their gnaal costs of abatement, the chosen cap on
aggregate abatement would have to be much lowarthigaoptimal level before an SM policy
would be preferred. A=0.6, for example, for even high levels of completaety, the caps
would have to be set less at less than 80% of a@pfion an SM policy to be preferred and, if low
levels of complementarity prevail, sgy-0.1, the MM policy would be preferred unless tla@s
were set at less than 40% of the optimum.

The right side of Figure 5 presents the same leweles, but for demand curves that are

four times steeper. In this case the MM policy gsegjreater net benefits only if caps are set very

nearly at their optimal levels. The rat%* is greater than 80% for almost the entire

parameter space. So when the marginal benefiedarsteep, if policy makers suspect that the
caps they choose may be suboptimal, they can atho$M policy with a relatively high degree
of confidence. This result makes intuitive seriseesas@increases, the consequences of
abatement that is too low are greater; anythingwloalld increase abatement, including an SM

policy, becomes increasingly attractive.
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We now compare the two policies when caps aretdbea second-best level,

A% = Q(1+ az)/(a+9+a26), found by setting=0 in (14). In Figure 6 we present the ratio

NB*™/ NB"™ when the second-best cap is chosen for differaiies ofyanddwhena=0.2

anda=0.8. In both cases, the SM policy yields greatdrbenefits atA? when
complementarities are significanti§ large in absolute value) and the MB curve latineely flat
(@is relatively small). However, whefiis large, the MM policy yields greater net berseeéven
if complementarities are at their maximum levehisiconfirms what we found in Figure 3. On

the other hand, contrary to what was suggesteddw &3, if yis close to zero then a flat

marginal benefit curveZ=0, does not ensure that t8& policy will be preferred at\?.
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There are two important differences in Figure tweein the case wher=0.2 and when

a=0.8. First there is a matter of scale. Wihe1.2, the percent error is small so thaat
choosing the incorrect policy results in an erroless than 10%. When there are high levels of
specialization, the policy choice will have litééfect on in actual outcomes. When0.8, on the
other hand, the supply curve is steep and theafaatking an incorrect policy choice can
exceed 50%. Second, the steeper supply curvesabsiantially diminishes the portion of the
parameter space where the SM policy is preferiidds is consistent with Figure 3; steep MC
curves tend to favor an MM policy.

The fully symmetric model, though extremely redivie, does give us some clues as to
the conditions under which an SM policy might besd#n. As the firms become less specialized
(a-1), the cap level at which the MM policy begingdtuminate falls. As the degree of
complementarity increaseg {& —1), under a second-best policy an SM policy becomase
attractive. Finally, the slope of the marginal &ncurve shows that for flat curves, second-best

caps tend to yield greater net benefits under Me@8licy than under MM policy. In the last
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main section of this paper we relax the restriiofnthe fully symmetric model and use

numerical analysis to explore further the MM and Sdficies.

VI.Numerical analysisfor morethan two firmsand multiple sour ces of heter ogeneity

In this section we study how our findings changemwthere are more than two firms.
One can think of the two-firm case as represerdgaifvan economy in which there are many
firms, but only two types of firms. Increasing tihember of firms in the model, therefore, can
be thought of as representative of adding morerbgémeity to the economy. Unfortunately, as
we move beyond the two-firm model, the increasinmhber of parameters makes it difficult to
obtain clean analytical results. Hence, in thigisa we use numerical methods.

The first question that we ask is how increasirggrtmber of firms alters the point at
which the preferred policy switches from SM to MNh figures 7 and 8 we present the results of
1000 simulated markets. In each market the paramfetethe benefit and cost functions are

drawn independently from distributions as descriibe@ippendix B. Once a set of parameters
are chosen, we then vary the caps for the two {awits, ,51 and Az from 6% to 125% of their

optimal levels. At each level we solve for the iéuia under the MM and SM policies. In the
case of the MM policy, there is no variation in tlesults; for any set of parameters a
proportional change in the caps leads to the esaoe change in net benefits relative to the first-
best level. For the SM policy, on the other hahd,relative net benefits can vary substantially,
and we present the 95% confidence bounds for tisyp

Comparing figures 7 and 8, we see that increasiagnimber of firms has three
discernable effects. First, there is a noticeablsard shift in the net benefits that can be
achieved by the SM policy. While the average NB/edor the SM case peaks at about 90% of
the first-best optimum in the 2-firm case (figu@sthis curve peaks at 98% of the optimum
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when 30 firms are simulated. This upward shifoatsves to the right the point at which the net
benefits under the SM policy will cross the MM cerrvFinally, we see a tightening of the
distributions around the mean, though this istaitable at least in part to the fact that the

distribution of the average cost from 30 firms v tighter than that for 2 firms.
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Figure 7: Average Net Benefitsunder SM and MM policieswith 2 firms
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Figure 8: Average Net Benefitsunder SM and MM policieswith 30 firms

In figures 9, 10 and 11 we present the results ohtd Carlo simulations for economies

with thirty heterogeneous firms, while holding asfehe parameters constant at a variety of
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levels® In Figure 9 we vary the parameter which determines the extent to whictette
specialization in the firms’ cost functions. Irchasimulation, the 30 firms are randomly set into

one of two groupsg,,=a or a,=a. While on average 15 firms would be in each grahe

actual numbers vary across draws. When the fierhaghly specializedd=0.1), the two
policies yield very similar benefits for any cafas noted above, this makes sense since when
firms are specialized it also means that the comeigary abatement falls and the policy
decision regarding double dipping is less consetipierHowever, as specialization declines
(a=0.7), the two policies diverge. In such an econgoifitype cap is set too low, an SM policy
can generate about 40% more net benefits to sodi@tythe other hand, if the cap is set at the

first-best optimum or above, whenis high the cost of choosing an SM policy can ee/\great.
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Figure 9: Effect of specialization on the average net benefitsfor
SM and MM policies as per cent of optimum

®> To make the figures easier to read, only the @eerasults are presented in these figures. In all
cases, the variation across draws was substantellyced, making the confidence bounds much
tighter than in figures 7 and 8.
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In Figure 10 we vary the complementarity paramesettjngy at four levels, from-0.1,
where there is only slight complementarity t0—0.9. It is not surprising that the potential
advantages of an SM policy only arise for greageels of complementarity. While there is a
shift in the point at which the two policies crogss very slight for value of <-0.3.

Finally, in Figure 11 we present the results ofidation analysis in which we explore the
role of g, the slope parameter of the marginal benefit cuigedistinct from our analysis of the
fully symmetric case, here we set the slopes ofthgginal benefit curves at different levels. It
is clear from this figure that the relative slojpes an important factor in determining if an SM or
MM policy is preferred. In the topmost curve, bstbpes equdl. As the difference between the
slopes increases, the net benefits from an SMy#&dit monotonically. We know that an SM

policy can lead to total abatement in excess ofiteebest optimum in one market and

® In separate analysis, we found that #br~ 6, , the actual value of the slope made little
difference and curves with the value set from 6.2.0 were virtually indistinguishable.
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insufficient supply in the other. This tendenceiscerbated as the difference betwé@eand§,

grows.

100% 4
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Figure 11: Effect of the slope of marginal benefit curve on the aver age net benefits for
SM and MM policies as percent of optimum

VII. Discussion, policy implications, and conclusions

In this paper we have addressed an important psre — should participants in
pollution trading programs be allowed to use algipgactice change to generate credits in
multiple markets? As mentioned in the introductithris question is related to the issue of
“additionality,” i.e., that credits should be gradtonly in response to the incentives created by
the program. When there is complementarity in thes’ cost functions and multiple
environmental markets are present, identifying whdtictions should be counted as additional
can be complicated. Two different interpretatiohadditionality are frequently adopted
(Wunder 2005). In the first case, a baselinetialdished at a particular point in time and any
reductions in emissions from that baseline woul@db@itional and creditable. Alternatively,
baselines can be thought of as emissions thatfdhom abusiness as usuahth and

additionality is recognized when emissions falatisle to the baseline level.
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Our analysis can be thought of as a stylized ptasen of these two approaches to
additionality when multiple markets are preseffitdouble-dipping is allowed, then a seller of
credits can be compensated for any reductions iastons regardless of how or why those
reductions arose — all abatement relative to thetisy point is additional. If double-dipping is
not allowed, then they must dedicate their cretditsne or the other markets — the response to
one policy becomes the baseline path and emissdurctions that come about because of
complementarities in the cost function are not tolaial.

In our model, it is clear that for any level ofababatement, an MM policy leads to a
cost-effective allocation of effort and, if the sagre chosen correctly, will maximize aggregate
net benefits. Based on what we see of policy atfice, however, we believe that such multiple
pollutant optimization is rarely accomplished. Gioler the fact that the agricultural sector might
soon be allowed to sell carbon offsets to manufactphosphorus offsets to a waste water
treatment plant, and wetland mitigation credita teveloper. Yet it seems unlikely that the
policies regarding these three markets will be dovated.

Under what conditions might an SM policy might lesidable? We find that this tends to
occur when there is evidence of substantial comelearities, when the firms’ costs curves are
such that they do not tend to specialize, and whemMB curves tend to have similar slopes. If
all these conditions are satisfied, then an SMcyatiay yield greater net benefits.

Alternatively, and probably better, when these ¢oaks are satisfied, a coordinated policy that
takes into account market interactions is partitylianportant.

A step even more substantial than setting the capsctly would be to bring all sources
under the suite of cap and trade programs, thosredting the voluntary offset programs. This

would provide positive incentives for abatemenainy and all pollutants and negative incentives
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for any increase in emissions. Of course therenaneerous practical and political challenges
that have pushed policy makers to use offsetsatwibffsets policy is in itself a second-best
solution.

There are several issues that make the “real weddstantially more complicated than
the stylized model used here. First, there isghee of sequencing. It is rarely the case that two
or more environmental markets are created simutasig. Instead, the programs are rolled out
over time; the U.S. SOmarket, predates the water quality markets, wprelilate markets for
CO, and biodiversity. In this case, not only havdytels often committed to one market first,
but that they may not have committed to the markethich they have comparative advantage.
Inefficient sorting and inefficient practices casult’ As new markets are created, policy
makers should ask how they will interact with poess ones. Although our results may be
helpful in guiding the policy decisions that mustrbade, they do not apply directly.

Second, we should point out that our stylized potiakers act as if they are completely
ignorant of complementarities when setting the chpsthen admit this possibility when
choosing between the SM and MM policy opti6nSuch schizophrenic behavior is unlikely to
hold completely true in reality. It seems moreshkthat the policymakers would be uncertain
about the extent that complementarities are presshtvould hopefully take into account this
possibility when setting the cap and when choobgtgveen an SM and MM policy. In a simple
case akin to that of Figure 3, the similaritie®eitzman (1974) become even more apparent:
the SM policy behaves like a price rule and the [ddlicy like a quantity restriction. We leave

the extension of our analysis along these line$umre work.

’ This recalls the results of Atkinson and Tietegb@991) for a single market.
8 We thank a reviewer for pointing out this extensid our model.
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We have also narrowed most of our analysis to tttng in which there are only two
pollutants. Yet as just noted, markets across neawyonmental services are arising and
relationships across three or more such marketsaasble. In Section IV we show that
generally, if caps are sufficiently low, an SM pglis preferred and, that if the caps are set
optimally, the MM policy will yield greater net befits. As far as the effect of other parameters
goes, however, we can only speculate that impboatbf the two-firm model also apply when
three or more pollutants are involved.

Finally, we should point out that we have ignoreé issue of transaction costs and other
regulations. As Stavins (1995) showed, when tretiacosts occur the market equilibrium can
be inefficient and the initial allocation of persitan matter. The issue of transaction costs is
particularly important in the multiple markets plain since the transaction costs in an MM
structure might actually be lower than in an SMicture (Greenhalgh 2008). It is also the case
that firms face a variety of other environmentgulations, not all of which have market-based
elements.

There is great interest in finding ways to makeimmmental markets work together and
there is much merit to the idea that incentivesufthbe created for projects that generate
multiple environmental benefits. If complemeniastexist in the production of environmental
services, then a policy of allowing double-dippimid) maximize such incentives. However,
complementarities also lead to a reduction in thet of providing these services so that a higher
environmental standard will be socially efficierih the development of environmental policy,
these factors should be considered. Ideally, pohiekers would take into account
complementarities when setting caps and allow dodigping. But if coordinated policies are

not possible, allowing double dipping may not léadhe greatest net benefits to society.
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Appendix A: Propositions, Proofs and Derivations

Proof of Proposition 2
Let p"™M=(pi™....,pM") be the MM equilibrium price vector given a cab, We consider

three casesp)™>0 for allj, andp)™=0 for allj, andp!™>0 with ;""" =0 for somekzj.

Case 1"">0 for allj): In this caseA"™'= Aj for allj at MM equilibrium so that
oA oA™ ~ - . : :
I/~ =1land ~ =0. Hence,B" ( )= B( A) , andB(0lis increasing and concave in
0A A

its arguments. Further, given the assumptiong;(@h an increase in&j will lead to an increase

in g, for allj. SinceC™ (A) = C( A™ ) => g( a™ ) , and the sum of a monotonic convex

gCMM ( A) o 92CMM™ (A)

function is monotonic and convex, it follows that A ~ >0. Case 1 also
,- .

applies in the case whepg0 but A‘ =A™,

Case 2j"™=0): In this case, the aggregate supplABf>A so an increase i, will

aBMM(A)ZazBMM(l):acwi(?tazcw(l):o

not affect benefits or costs, i.e-—= ~ ~—
0A GA, aA aAj\

Case 3 (anpj“"“" >0 andp,™=0 for somek#j): In this case, the marginal changeﬁp

oB"M A 0B. MM
will also cause a change A}"'. Hence, A( ) =+ a%“M 95" e can decompose
oA OA™ OA™ oA

MM da.
the second term agi%aA -5 9B 05 ?" . Under constant complementarity, the second

0A  %0a, 03 0A
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derivative ofB, with respect t@; vanishes, so concavity holds due to concavit,00n the

cost side, the monotonicity and convexity® are as in case 1.

Proof of Proposition 3.
Let IjSIVI be the set of firms participating in tjiémarket under the SM policy and M{SM

be the number of firms in this set.

Suppose thal&j >0 while A, =0 for all k#j. In this cas@>">0 andp" =0 andN,>'=n.
The SM equilibrium will be exactly the same asha MM case, so thaB®" (A) =" ( AA) and
csV ( A) =Cc"™ ( AA) In this caseA= Aj while forkzj complementarity ensures the0.

If Aj >0 andﬁk >0 for at least one markétj, then from (10)p™>0 andp;* >0 and
N> < n for all j. Because of complementarity, the firmdjifor pi*>0 will also abate\,.
Hence, under the SM policj " > A™ > Aj for allj, implying that B®" ( A) > BM ( AA) with

strict inequalities holding if strict complementgrholds. By Proposition 1, an MM policy is

cost effective way to reach any level of abatemietuding A" . By monotonicity of the cost

functions, thereforeC=" (A) >Cc" (A) .

Proof of Proposition 4.

Consider a marginal increasel}j] and ﬁk atQ This will induce firms to separate into
markets such tha>"+N."=n. In the equilibrium, the firmg>" abateAj plus complementary

reductions irk while the firmsl > abateAK plus complementary reductionsjinin contrast, in
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the MM case, abatement in a marke&n exceed&j only if p'=0. Hence, under strict

complementarity, eitheA > > A" or A®">A or both. HenceB®" (A) > BMM ( ja)
On the cost side, since we assume that all firna'ginal costs start at the origin,

GC%A = aC“%A =0. Hence, the marginal net benefit under the SNtpaxceeds the
j

marginal net benefit under MM so that in the neighiood of the originNB®" ( A) > NB™ ( AA)

Derivation of derivative of NBS"/NB"™ with respect to A

Using (18) and (17),

NEBSM -(20(-1+ o) + 6A(1- 20 + a*y*) + Pa (1= 7)) A
NP ’ L . (A1)
NB -A(Aay* +20 Ao - 40y + 20°Q -0 Pa* - P+ D=0 A
(Zya—l—az)

This can be simplified as follows:

NBSM (—ZQ+Z)ya+9A— 26N + 0P’y + Ay - lxryz)

e _ 2
NB"™ (Aay” + 20 Ay - 40y + 20°Q - 0 Aa® - Par + m—e%)( T2y -a)

NBSM
aw_—z(—H Zm—az)aQ(azy2+ya—az—y3a— Pay’+ 60w ’+ Bay*-6ay *+ yﬁ)
oA (Aay? + 20 A0 - 4Qy0r + 20°Q - 0 ha* - B+ 20 -0 A

Since the denominator is positive, the sign ofdeevative depends upon the sign of the

numerator. By assumptionr, Q are both positive. The first expression in pdreses,
(—1+ 2y — az) < 0 sincey <0 anda >(. Hence the product of the terms except the final

expression in parentheses is positive. Rearrartgmfnal term we have

(ya—y3a+azy2—a2—39ay2+0ya2+ 26’02;/3—6?ai/2+y9),0r
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(ya(l—yz) —az(l—yz) -Bay®+ 6’ + 00y - 0oy *+ yH).
It can easily be seen that f8¢0, >0, y<0 and (1— yz) > 0, each term in this expression is

negative. Hence, the numerator of the derivativeegative.

Derivation of equation (19)
By definition, NBS" ( A°) = NB"™ ( A) From (A1), this will hold where
[(Zyaf—a2 —1)(—Z)+ Z)ya)+(6’— 29yn+6?azy2+a—ay2),&°( o-a’- ﬂ
:(A°(ay2 + 200 - 60° —a - ) - AQyr + Na’ + zz)
This can be simplified to
A°[(2ya—a2 —1)(6’— 26?yn+6a2y2+a—ay2)—(ay2+ 29yu'—6?a2—a—6’)]
=(-4Qyz + 200° + 00) + (20 -0’ - ) (- R+ DY)
so that

i (-4Qy + 200% + ) - (20 -a* - ) (- 2+ D)
B [(Zya—az—l)(é?— 26?ya+9a2y2+a—ay2)—(ay2+ 29ya—9a2—a—6?)]

Simplifying

20((-2ya +a* + )+ ya(a® + 1- 3a)-(a? +1- 30))
[(ZVD’—O'Z —1)(6?— 26?ya'+6’a'2y2+a'—a'y2)—(ay2 + 20y - Gar® —a—@)]

A=

Zan(l— 2ya+a2)

A= [—(1— 2yn+az)(0— 2Hya+002y2+a—ay2)—(ay2+ %W—Haz—a—e)]

AC — ZQVO'
A =

(ay2 —a+9(2yn—a2—1))
(1— 2ya+a2)

—(6—26?ya+6y202 +a—ay2)—
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Ac = 2Qy
IS U
!(ZHy &/a-1 y) m

2Qy

[(2ey—gyza_l+ ) _(1_(:;;)612)} .

Derivation of the derivatives of % with respect to model parameters
The derivatives ofA°/ A with respect to the parameters welgained using Matlab. The

derivative with respect tgis

Ac oy a*y'e+4y0ai-yaitay -0 a -y -4 8 &
0?: +2a'0*+ 200+ 20+ 0y *+ 400 *-a ¥-a = 6a .
oy (—59y2a+2y9+ 20a* + Bya’-6va+ o -a’- Q/%Hcr?yz)z

A

C

As seen in Figure 5, the sign 6(2}/91/ varies over the parameter space.

The derivative ofAC/ A with respect taris

Ao, 20’0 -2y a0 +y‘a’+ 00 -4y 0a>- 489
a? _ + a0+ 200 - 20+ v 0 - ba+y 8 - d0a Ha * Ba
oa (2y6?—5y26’a+ 20a*+ 2°0a* -y Ba’+ o -a’- Yu+a 2yz)2

We can sign the derivative if the sign of the nusb@r can be established. Simplifying and

collecting terms that can be signed, we can write
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. ZHaz(ys—yj+25a3y2(l—y2j+ ZHa(l—yzj—ély%za
_ 4 —_—\+ + + +
%,—/ + H—/ H—/

+ + +
\_ﬁ——/

sign B = sign 2y M (A2)

+y+26’2+ a’+ azy{:_g +20%+a°0% 4yf6? % ;ﬁz —4y6’2aJ
where the + andg symbols indicate the signs of the respective terkhsnce, this derivative will

be negative i{:g+ 20°+ a*0°+ 4°0°+ y2—4y92a} > (. For any value 0j<0 anda>0, this
M + + + +

+

expression takes on its lowest valuésD. In that case, the last two terms in (A2) beeom

vz |=ovep( oz voneer orabota 1oy (-2 =0

Hence,sign(a (2]/351] <0.

Finally, the derivative with respect ths
aﬁ 2 2 2
A _ 2(y -2y +)a*(3a - +-a’)y
08 (—50y2a+ 200+ 20a° + By a’-Ova’+ do-a’*- Yo +a 71/2)2

The sign of the derivative, therefore, will depemdthe sign of the numerator. Most of

the terms can be signed as follows:

2 -2+ (2~ vy

+

Hence, the sign of the derivative will depend o sign of(y4 -2y + 1), which is equal

to (1+ % (y2 - 2)) which as indicated above is positive. Her@gn{d(%)/ﬁ] >0.
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Appendix B: Details of numerical analysis solutionsin first- and second-best policies

(We recommend that this Appendix and the Matlakeasgkd in the paper be unpublished but

made available online upon publication)

A. Supply functions

a. a
=AY ARy

The cost function for thé" firm in our model isg, (g )
Profits from abatement arg = p,a, + p,a,— ¢ ([)] For any price vector, therefore, the firm
will maximize 77 yielding the first order conditions; g, + ) g = p,j=1,2. Solving this system
of two equations with two unknowns leads to thepdyfunctions

8, =P~/ PO &, =0, P ) P, (B1)
where c?ij =aq (aglqz —}(2) andj? = y/(qlq 2—}/2). The supply functions in (B1) hold
regardless of the policy choice that is made, thaagan SM approach one of the prices would

be zero. We restrict our analysis to parametesk thata,a,, — y°>0 in order to ensure that

the cost function is convex and the supply curvesuaward sloping.
Aggregate supply of the two pollutants under an jgidlicy is sum of the individual

supplies:
A=pY.a,- Yy and A= pYa,- pYK- (82)

The supply in an SM setting is more complicatedesia firm participating in market 1 would

facep,=0.
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B. Market equilibrium, the first best case

P2
Social benefitsTB=Z B ( Al\) where Bj = Qj A} —?' AJZ. Under first-best case the
i

optimum is found taking into account the full degte which prices will adjust. Hence, the

optimum will be set where the price is equal tortierginal benefitB; = p,, which will hold

where

A = By (B3)

Equation (B3) can be thought of as the demanddgreggate abatement from the social
planner’s perspective.

We can, therefore, solve for the market-clearingepin the social optimum by finding
the prices that equate the aggregate supply (B2pggregate demand (B3) equations. Solving

this system of two equations fpyandp,, after some somewhat tedious algebra, we reach

Q, Q, v
6 ’ poy Zyl Q,
l+9220'i1 ?4' plzy|

=] Gz

1 —~ | 6
92+izail '

Xa, -
|

Substituting these prices into (B1) yields therdisition of abatement activities across the firms

in the market.
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C. The second-best cap

If the agency ignores the interaction effects, tthensocial objective function can be

written as additively separable social maximizatooblems
G. a.
maxQ A - A?-> 1 3°?
[FeAZATTLS
with first-order conditionsQ; -8, A —a; g =00i.

The second-best caps can, therefore, be founceathition to a system of linear

equations:
HjZaj +a; g =Q i
or, in matrix notation,
g +a, g g CY Q
6, 6 +a, .. 6 | _ Q
0 0 N O : :
g, g c G tay | & Q

which can be solved f@&, using linear algebra and then be summed to yfk?l,dthe second-

best cap.

D. MM policy in the second-best setting

Firms facing a second-best cap will not ignore iparameters. Hence, they will still

supply following the (B1). The market clearinggas$ are then found by solving equations (B2)
such that the second-best ca|§§, are supplied.

This is again a system of linear equations:
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Sa, -Silo1 s
—'iz?i Zc?y [SHQ

which can be solved to fing, andp,in the MM setting.

E. Second-best supply — single market case

The single-market case is somewhat more complidageduse of the discrete nature of
the choices. The firms will enter into only onetloé two markets, choosing the market that

generates the highest profits.

Firms continue to supply according to (B1), buthis case one of the prices will equal

zero; they have to choose betweéy = c/ri\z p, anda, = —JA/i p, if they sell in market, and

& =-yp, andd, =a,p, if they sellin market Accordingly, profits if they sell in market 1

will be 77 = pléi‘(% a; +i22 a,+ yi?pl{azj which can be simplified to

—~2
—~  a,aq, a., ~2 ~~
m=pf(aiz—'1—2'2—72yi +yiwi2}

and, by symmetry, if they sell in market 2

o~ o~

a G, ~2 [Py
7T, = pi(%-j%z-—;ql +m./a.f1j-

A firm will sell in market 1 if7z>7z, i.e.,

—2
~ o, a,~2 -~ ~ @, 2~
pf[aiz—%—j“yi +yiyaiz}> pf[a.l——zlyz——;ql +J(J/qu-

As a matter of algebra, it can be shown that a fuithparticipate in market 1 if
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(&j > (B4)

and in market 2 otherwise.

For any given price ratio, therefore, the firms banordered based on the raﬁ%
i2

and it will hold that firms with lower ratios witend to supply to market 1 and those with higher
ratios will supply to market 2.

However, fom firms, there ar@—1 possible divisions between the 2 markets, each of
which is capable of generatirfg andAZ units of total abatement. We solve the problem in

several steps. First we check each possible divisi then firms and then choose the division
that minimizes total costs to achieve the capss bt always the case that there is a pair of

prices within the set of price ratios defined by)Bhat will, using the supply functions (B1),
yield exactIyA andAZ and also support the cost-minimizing divisiontu# firms. As explained
in the text, when this occurs, we assume that fiuitisin the market will settle on a price that

will be more than sufficient to supplég andAz, but that the firms will actually only supply the

capped IevelsAL andﬁ& :

F. Calculation of net benefits

Once the first-best, MM, or SM allocation of aba&activities is found, the individual
and aggregate supplies are substituted into theaoolsbenefit functions to calculate the net

benefits under each setting.
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G. Parameters used for Monte Carlo simulations

When conducting policy analysis, we draw 1000 eéfsarameters for each from
independent uniform distributions for each parameide range for these parameters is
presented in Table B1. Farandy, the parameters’ ranges are naturally bound. &'he
parameter could go arbitrarily high, though an ugpmind is chosen that yields results that are
gualitatively interesting. The value ©fis set so that it increases with the number afdiso
that per-firm abatement will be similar regardlegshe number of firms participating. Since we
have shown tha® does not affect the relative performance of theg®d MM policies, it is held

constant for any given market size.

When chosen from uniform distribution
Parameter Minimum Maximum
a 0.1 1.0
[ 0.5 1.5
y -0.99 0.0
Q 250 250

Table B1: Parametersused in most ssmulations
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