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Abstract

This paper examines the factors affecting suicide in 13 European OECD countries
from a socio-economic perspective. We use the autoregressive distributed lag approach to
cointegration as the estimation methodology. Our results reveal that an increasing impact
of divorce rates and a decreasing effect of per capita real GDP on suicide are confirmed in
9 countries. However, the evidence on the effects of fertility rates and per capita alcohol
consumption are relatively less. For fertility rates, the results reveal that its increase
leads to a decrease in suicide rates in four countries and a rise in suicide rates in one
country. As for per capita alcohol consumption, the evidence supporting its significantly
increasing effects on suicide rates is only confirmed in three countries. In addition, the
tests of the cumulative sum and the cumulative sum of squares of the recursive residuals

provide evidence indicating the stability of the estimated model.
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JEL Classification: C22; 112; J17

1 Introduction

Suicide is the tragic end of a life. Since it has become a serious social problem in many
countries, the examination of its causes and effects is a subject of study by many researchers.
In spite of its importance, studies on suicide are still scarce from the economic perspective. As
pointed out by Altinanahtar and Halicioglu (2009), previous studies on suicide have primarily

been conducted from psychological and sociological viewpoints. Medical professionals consider
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suicide to be caused by depression and psychiatric disorders (e.g., Mann et al., 2005). Emile
Durkheim, a famous sociologist, examines the determinants of suicide by focusing on the
problems caused by social structure, instead of the personal factors of the individuals in his
seminal work, “Le Suicide: Etude de Sociologie” (Durkheim, 1897). In contrast, Hamermesh
and Soss (1974), who study suicide from an economic perspective, regard suicide as the
behavior of a rational individual who maximizes their discounted expected utility.!

In an attempt to contribute to the suicide literature from the perspective of socio-economics,
the purpose of this paper is to explore the similarities and differences of the determinants of
suicide in European OECD countries. A time series analysis methodology, namely the au-
toregressive distributed lag (ARDL) approach to cointegration, will be applied. A literature
review reveals several related studies. Using data from 17 European countries, Méakinen (1997)
illustrates that social factors, such as female labor participation and divorce rates, have sig-
nificant impacts on suicide. Andrés (2005), using panel data from 15 European countries,
shows that economic growth, fertility rates, and alcohol consumption appear to have signif-

icant impacts on male and female suicide rates.?

Regarding time series analysis in a single
country, Altinanahtar and Halicioglu (2009), using the ARDL approach, focus on the case
of Turkey and find that urbanization is the most significant determinant of suicide. Andrés
and Halicioglu (2010) demonstrate that a rise in per capita real income and fertility rates and
a fall in unemployment rates decrease the suicide rates for males and females in Denmark,
adopting a similar estimation approach. Andrés and Halicioglu (2011) also employ the ARDL
approach to study the natural suicide rates in OECD countries and suggest that the suicide
rates of a society could never be zero, even if both economic and social conditions were ideal
from the point of view of suicide.?

Our paper differs from the previous studies in several aspects. Unlike previous empirical
studies on the determinants of suicide that apply panel data and seek to determine the common
factors of suicide (e.g., Neumayer, 2003; Chen, Choi, and Sawada, 2009), we will employ the
time series analysis methodology on individual countries. This will enable us to clarify the
effects, which may be overlooked in a panel analysis, leading to the identification of the
country-specific determinants of suicide. Another advantage of a time series analysis for
individual countries is that it can control racial, genetic, and climatic factors, to some extent.
This paper complements the work of Altinanahtar and Halicioglu (2009) and Andrés and
Halicioglu (2010, 2011) by providing evidence for an increased number of countries. Moreover,
we conduct stability tests, CUSUM (cumulative sum) and CUSUMSQ (CUSUM of squares) of
the recursive residuals not conducted in previous studies. The stability test is very important,
since the cointegration relationship does not imply the stability of the estimated model. Hence,

appropriate stability tests need to be conducted after the cointegration is established (e.g.,

LChen, Choi, Mori, Sawada, and Sugano (2011) provide a detailed survey on economic theories and empirical
studies on the socio-economic aspects of suicide.

*Leigh and Jencks (2007) is another study that uses panel data estimation to examine the factors affecting
suicide rates in 12 developed countries. From their analysis, the evidence on the statistically significant
relationship between income inequality and suicide rates cannot be confirmed.

3Yang and Lester (1991) originally proposed the concept of natural suicide rates.



Bahmani-Oskooee and Chomsisengphet, 2002).

Due to the availability of data, only 13 OECD countries are analyzed.* Using the ARDL
approach, our estimation results illustrate that divorce rates reflecting the family factor, and
per capita real GDP representing the economic factor, have significant impacts on suicide.
The increasing effects of divorce rates and the reducing effect of per capita GDP on suicide
is confirmed in most selected countries. Furthermore, our results present a diminishing effect
of fertility rates on suicide only in some countries and an increasing impact of alcoholic
consumption on suicide only in a few countries. Therefore, per capita real GDP and divorce
rates are more common and robust determinant factors of suicide than fertility rates and
alcoholic consumption. Additionally, the CUSUM and CUSUMSQ tests provide evidence
supporting the stability of the estimated models.

The rest of this paper is structured as follows. Section 2 explains the estimation method-
ology. Section 3 provides the empirical analysis, including the data and estimation results.

Section 4 is the conclusion.

2 Estimation Methodology

In an attempt to explore the determinants of suicide, our study focuses on socio-economic
factors, such as economic conditions and family factors. As an economic factor, per capita
real GDP is taken into account. Previous studies have revealed that an increase in the level
of per capita real GDP leads to a decrease in suicide rates (e.g., Altinanahtar and Halicioglu,
2009; Chen, Choi, and Sawada, 2009; Andrés and Halicioglu, 2010). Moreover, we focus on
two variables reflecting family factors, namely divorce rates and fertility rates. An isolated
situation, which means that family ties are sparse, may tend to cause suicide. The inclusion of
divorce rates is motivated by Burr et al. (1994), Mékinen (1997), and Chen, Choi, and Sawada
(2010), who argue that a high level of divorce rates increases suicide rates. The consideration
in fertility rates is based on Mékinen (1997), Mathur and Freeman (2002), and Chen, Choi,
and Sawada (2010). However, the fertility effect on suicide rates is empirically controversial.
Hence, fertility rates can affect suicide negatively or positively. Finally, to control personal
factors, we consider per capita alcoholic consumption, following Mathur and Freeman (2002)
and Chen, Choi, and Sawada (2010). Compared to socio-economic factors, such as economic
condition and family structure, addiction to alcohol is more a personal behavior. An excessive
alcohol intake is related to mental illness, and as a result, suicide rates may increase. Given

these discussions, our estimation equation is specified in a logarithm form as follows:

Ins; =ag+ayInd; + aslny; + asln fi + aglna; + & (1)

4The selected 13 European OECD countries include Austria, Belgium, Denmark, Finland, France, Hungary,
Iceland, Luxemburg, Netherlands, Norway, Sweden, Switzerland, and the United Kingdom. For more detail
on the data sources, refer to Subsection 3.1.



where s is the suicide rates per 100,000 people; d is the divorce rates measured as the share
of the number of divorces to the total population; y stands for per capita GDP; f represents
fertility rates calculated as the number of births per woman; a is the alcohol consumption per
capita in liters; and ¢ is the error term. The expected signs of the estimated coefficients are
as follows: a1 and a4 are expected to be positive; g is expected to be negative; and ag can
be positive or negative.

The cointegration method is applied in our analysis. Instead of the conventional methods
of cointegration, such as the residual-based approach proposed by Engle and Granger (1987)
and the maximum likelihood-based approach proposed by Johansen and Juselius (1990), we
adopt the method proposed by Pesaran et al. (2001), known as the ARDL approach to
cointegration. This approach has an advantage over other two, since it does not require that
the variables in consideration be in the same integration order, I(1).

Equation (1) can be rewritten as an unrestricted error correction representation of the
following ARDL model:

Alns;=fo+ Y Prullns, i+ Y PouldIndi i+ BzidIny,;
i=1 i=1 i=1

+ Z BaiAln fy; + Z BsiAlna;_; + A 1Ins;_1 4+ Aolndi_q (2)
i—1 i=1

+A3lny 1 +Anfp1 +Aslnag1 + vy

where v is the error term.

The steps for the ARDL estimation are as follows. First, we test whether there exists a
long-run relationship between considering variables in the estimation equation, using the F
test. More specifically, the null hypothesis of no cointegration or no long-run relationship,
Hy: A\ = Aa = A3 = Ay = A5 = 0, is tested against its alternative, Hy : Ay # 0, Ao # 0, A3 # 0,
A # 0, A5 # 0. The F statistics obtained from this test are compared to the critical values
(CV) proposed by Pesaran et al. (2001), in which the bands covering all possible classifications
of variables into I(0) or I(1), or fractional integration, are provided. The comparison between
the computed F statistics and the critical values is as follows: if the computed F-statistic
is higher than the appropriate upper bound of the critical value, the null hypothesis of no
cointegration is rejected; if it is below the appropriate lower bound, the null hypothesis cannot
be rejected; and if it lies between the lower and upper bounds, the result is inconclusive. Next,
if the F-test confirms the existence of a long-run relationship among the variables, the lag
orders of the variables are selected using the Schwarz Bayesian Criteria (SBC). The short-run
and long-run models are then estimated following the selected ARDL models.® Additionally,
the CUSUM and CUSUMSQ tests are conducted to investigate the stability of the estimated

equation.

®Based on the Monte Carlo experiment, Pesaran and Shin (1998) suggest that the SBC-based ARDL model
performs better than the AIC-based model.



3 Empirical Analysis

3.1 Data

Our study focuses on the cases of European OECD countries. The annual dataset used for
the estimation is drawn from a variety of sources. To generate data on the suicide rates per
100,000 people (s), the total number of suicides and population data are collected. These
data are obtained from the WHO Mortality Database (WHO, 2010). The data on divorce
rates (d), the share of the number of divorces to the total population, is created based on
information obtained from the United Nations Statistics Division (2010) database. Per capita
real GDP (y) is extracted from the Penn World Table Version 6.3 (Heston et al., 2009). The
data on fertility rates (f), measured as the number of births per woman, is obtained from the
World Development Indicators (World Bank, 2010). Finally, the data on alcohol consumption
per capita in liters (a) is drawn from the OECD (2010).

To ensure that the sample size is sufficient for the cointegration analysis, we drop countries
with continuous sample periods of less than 25 years, given the number of variables in the
estimation model. As a result, 13 European OECD countries are selected for our study: Aus-
tria (1960-2007), Belgium (1960-1991), Denmark (1960-2006), Finland (1960-1990), France
(1970-2006), Hungary (1970-2007), Iceland (1961-2007), Luxembourg (1977-2003), Nether-
lands (1963-2007), Norway (1960-1997), Sweden (1960-2007), Switzerland (1960-1994), and
the United Kingdom (1970-1999). The sample sizes are different, as they are dependent on

the availability of data for the variables in consideration.

3.2 Estimation Results

Although the ARDL approach does not require that the variables in consideration be I(0)
or I(1), the critical values of the F statistics provided in Pesaran et al. (2001) are based on
whether the variables are I(0) or I(1). Hence, when conducting an F-test to investigate the
existence of the cointegration relationship among the variables, these critical values may not
be applicable if any of the variables has an integration order of two, 1(2), or higher. For this
reason, the unit root test is still necessary to confirm the integration order of the variables.
Table 1 illustrates the results of the unit root test based on the augmented Dickey-Fuller
(ADF) and Phillips-Perron (PP) tests. From the table, it is evident that no variable is I(2).
Although, in Hungary, the result illustrating that Iny is I(1) is somewhat weak, based on
the ADF and PP tests, when employing the Kwiatkowski-Phillips-Schmidt-Shin (KPSS) unit
root test, the hypothesis that the first difference of Iny is stationary can not be rejected, even
at the 10% significance level for the model with the intercept. Therefore, it is reasonable to
judge Iny as I(1) in Hungary.
[Table 1 here]

Due to the fact that no variable is I(2) from the unit root tests, the F test suggested by

Pesaran et al. (2001) is applicable for investigating the cointegration relationship among the



variables. The F test results with maximum lags of one and two are reported in Table 2.6
From Table 2, we find that the computed F statistics are above the criteria bounds suggested
by Pesaran et al. (2001) in nine countries, at least in either case of the maximum lag order,
suggesting evidence supporting the existence of the cointegration or long-run relationship
among variables in these countries. In the other four countries, the results are mixed. In
Denmark and Sweden, the computed F statistics lie between the criteria bounds, while in
Austria and Belgium, they are below the criteria bounds. When facing this situation, the
significance of the error correction (EC) term in the next step should be relied upon for
examining the existence of the cointegration relationships (e.g., Kremers et al., 1992; Bahmani-
Oskooee and Nasir, 2004). If the EC term is negative and smaller than unity in absolute
value, we judge that there exists a cointegration or long-run relationship among the variables

in consideration. In the cases of Austria, Belgium, and Demark, this condition is satisfied.
[Table 2 here]

As the next step, Equation (2) is estimated using the ARDL approach. We set the
maximum lag order to two for our estimation.” Under this maximum lag setting, the ARDL
model for each country is selected using the SBC. Table 3 presents the long-run estimation
results. The estimated coefficients of the EC terms are also reported in Table 3. The third
column of the table illustrates the selected ARDL model for each country.

[Table 3 here]

As can be seen in the table, except for the cases of Finland, Luxembourg, the Netherlands,
and Sweden, the coefficients of the EC terms are significantly negative and smaller than
unity in absolute values, implying the evidence supporting the existence of a cointegration
relationship among variables in most countries. However, this does not assure that all variables
are in the cointegration vector space. We need to verify the significance of the estimated
coeflicients of the variables in consideration in the long-run estimation results. Except for
Finland, Iceland, Luxembourg, and Sweden, Table 3 illustrates that the estimated coefficients
of the divorce rates, Ind, are statistically significant and have positive signs, as expected. These
results imply that an increase in divorce rates leads to an increase in suicide rates in most
countries in our study. For per capita real GDP, Iny, except for Finland, France, Iceland, and
Luxembourg, it is evident that an increase in per capita real GDP contributes to a reduction in
suicide rates. The reduction effect of per capita real GDP on suicide for the case of Denmark
is consistent with that of Andrés and Halicioglu (2010), who apply a similar approach, but use
a different model specification. For fertility rates, Inf, whose effect on suicide can be negative

or positive, our estimation confirms statistically significant results in five out of 13 countries.

5The maximum lag order is set to one and two to ensure a sufficient degree of freedom for the time series
analysis, since the sample periods of the selected countries are quite small.

"We do not consider a lag order higher than this, since our sample sizes for estimation are quite small, given
the number of variables.



More specifically, in the significance cases, an increase in fertility rates leads to a decrease in
suicide in Austria, Denmark, Norway, and Switzerland, while it leads to an augmentation in
suicide in the case of Finland. For per capital alcohol consumption, Ina, the evidence showing
its significant impact on suicide is fewer than other variables in consideration. We can confirm
its positive effect, as expected, but only in three out of the 13 selected counties. The countries
in which the estimated coefficient of per capita alcohol consumption is statistically significant
include Austria, Belgium, and Switzerland. Finally, our results illustrate that the estimated
coefficient of the constant term in each country is significantly positive in all countries, except
France and Iceland, whose estimated coefficients are not significant. This finding supports
the concept of natural suicide rates in most countries, which suggests that the suicide rates of
a society could never be zero, even if both economic and social conditions were ideal from the
point of view of suicide. These results are also consistent with that of Andrés and Halicioglu
(2011), who conduct their study on the case of OECD countries.

To investigate the stability of the estimated models, we also conduct CUSUM and CUSUMSQ
stability tests for each country in which the existence of a cointegration relationship is con-
firmed from the results of the EC term’s estimated coefficients. Results of the CUSUM and
CUSUMSQ tests are illustrated in Figure 1. The stability test results are also summarized
in the last two columns of Table 3. As can be seen from the figure, our results support the
stability of the estimated models since the plots of CUSUM and CUSUMSQ are within the

critical bounds in all selected countries.

[Figure 1 here]

4 Conclusion

This paper examines the factors affecting suicide in 13 European OECD countries from a
socio-economic perspective. The autoregressive distributed lag to cointegration is adopted
as the estimation methodology. Furthermore, the stability tests, CUSUM (cumulative sum)
and CUSUMSQ (CUSUM of squares), are applied to investigate the stability of the estimated
models.

Our estimation results provide strong evidence that divorce rates and per capita real
GDP have significantly increasing and reducing impacts on suicide, respectively, since their
effects are confirmed in nine out of 13 selected countries. For fertility rates, the results show
that its increase leads to a decrease in suicide rates in four countries and a rise in suicide
rates in one country. As for per capita alcohol consumption, we obtain evidence supporting
its significantly increasing effects only in three countries. Additionally, the CUSUM and
CUSUMSQ tests provide us with evidence supporting the stability of the estimated models.
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Figure 1: Plots of CUSUM and CUSUMSQ
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Figure 1 (Continued): Plots of CUSUM and CUSUMSQ
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Figure 1 (Continued): Plots of CUSUM and CUSUMSQ

Sweden
Plot of CUSUM
1
1
[
-1
-1
e o e
1962 1905 19 1574 1973 1993 1508 1950 1954 1950 2002 M0E
1904 19088 1572 19T 1980 1584 1309 1953 1958 3000 04
The straight lines represant critical bounds ot Bh
significance lawel
Switzerland

Plot of CUSUM

TEme 1500 184 138 15

The ziraight lines represent crifical bounds ot 5
significancs lewel

-1
[T T T L T T T T T T T AT 1
15984 15 157X

United Kingdom
Plot of CUSUM

=10

-1
1472 1974 1980 1884 1985 1882 1895
1974 1874 1882 1984 1990 1894 1993

The straight lines represent critical bounds at 5%
significancs lewel

19

Plot of CUSUMSQ

198 150 150 157d 19r 192 158 1950 15%d 159 MO0 W0
Taed 1502 157E 1576 1520 1584 1509 1552 15 000 200

The straight lines reprazent crifical bounds at 5K
significancs lewel

Plot of CUSUMSQ

.}
1952 1855 19m0 9% 1973 1332 1935 1990 133

1954 1883 1972 1875 1830 e 1858 192

The sraight lines represent critical bounds 2t BN
significancs lewel

Plot of CUSUMSQ

F, I T T TN TR N T T T T T Y A B B 1
_DI§?2 1976 1930 1934 1983 1992 1996
1974 1978 1982 1936 1000 1904 1008
The straight lines represent critical bounds at B
significance lewel



