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Annals vi Com.?nic and Social Measurement 6/2, /977

A FIXED POINT APPROACH TO MULTIAGENT
ADAPTIVE CONTROL

By D. L. BRrro ANt) M. D. INTRIIIGATOR

This article classifies and analyzes various approaches to the multiagent problem. Static, dv-
namjc, and adaptive situations are considered, as ii the posibility of a third party to facilitate
the sending and receiving of signals. The objectives of the two agents nighr be in opposition i/ic
same, other (but known), or other (but unknown). Three of the possible combinations of .citua-
lions and objectives generally not disc'jssed in the literature are given special attention here.

I. INTRODUCTION

The multiagent problem, in which an Outcome is determined by the joint
actions of two or more agents, is one that arises in a variety of contexts,
including many economic and political situations. Because the problem is
a complex one and because it has been studied by analysts in different dis-
ciplines using different approaches, many solution concepts have been
proposed, some of which represent the same concept under different
names. The purpose of this paper is to classify and analyze these various
approaches. Only the two agent problem is treated in full recognition of
the fact that, while this problem exhibits salient aspects of the more gen-
eral multiagent problem it does not exhibit all aspects, e.g. coalition for-
mation. The difficulty in going from the two agent case to the three or
more agent case should not be underestimated.

2. A CLASSIFICATION OF MULTIAGENT SITUATIONS

A classification of various types of multiagent situations is presented
in Table 1. The rows represent alternative treatments of time and infornia-
tion available to the agents. Thus the problem might be static, defined at
a point in time, or dynamic, evolving over time. The adaptive case is one
in which the problem evolves over time, but in which the agents learn
from the past history of the system, with each communicating to and re-
ceiving signals from the other agents via the actions taken. Finally there is
the third party case in which such a party, who is formally not one of the
agents, facilitates the sending and receiving of signals via direct com-
munication.

The columns of the table represent alternative assumptions concern-
ing each agent's awareness of the objective(s) of the other agents. The
opposite case is that in which the objectives of the agents are diametrically
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opposed, the constant (or zero) sum case. The same case is that in which
the objectives of the agents are identical, the constant difference case. The
other but known case is where there may be elements of conflict, as in the
"opposite" case, and elements of cooperation, as in the "same" case, but
the objectives of every agent is known to all agents. The other hut unknown
case is that in which the objectives of other agents are unknown.

While not every case in Table I has been the subject of analysis, se-
eral have.' Thus classical game theory, e.g. two-person zero-sum gaines,
would represent an example of the static/opposite case, classical team
theory is an example of the static/same case, while classical duopoly
theory exemplifies the static/other but known case.2 The Nash equilibrium
represents a solution concept for the static/other but unknown case. The
dynamic case is illustrated itt the opposite objectives case by differential
games, while the adaptive case is illustrated in the same objectives case by
learning by doing. The Nash bargaining game solution illustrates the third
party/other but known case since it gives a third party referee or mediator
a rule for allocating between the agents.3

The cases labelled A, B, and C in Table I are those of particular in-

terest here. In these eases, particularly in B and C, where the objectives of
the other agents are unknown, the agents typically formulate certain
paradigms as a way of structuring information explaining the behavior
and objectives of the other agents4, then formulate theories as to the be-

havior of the other agents in the context of the paradigm. In the dynamic
case the paradigm itself evolves over time, while in the adaptive case it
evolves in response to actual behavior of the other agents and in the third-
party case it is influenced by the third-party intervention.

3. EXAMPLES OF MULTIAGENT SITUATIONS

Many examples can be given from both economics and international
relations of the cases of interest hereA, B, and C. In economics the
problem of duopoly is, in reality, one in which agents are unaware of ob-
jectives of other agents, one in which they formulate paradigms as to be-
havior and objectives of the other firms (e.g. the leader-follower para-
digm) and one in which they learn from both past behavior and third
parties. Another example frojn economics is monetary and fiscal policy,
involving conflict over the proper course for stabilization and control of
the economy. Each agent has its own paradigmmonetarist or Keynes-

ianto explain the economy and the proper role for policy, with the

tSce Intriligator (1911) for a treatment of scvcral of these cases.
20n team theory see Marshak and Radner (1972).
3See Brito. Buoncristiani. and Intriligator (1977).
4Kuhn (1970) discusses such paradigms in science, which may be considered a multi-

agent situation in which one agent is "nature."
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paradigms cvolving over time so as to he consistent with the evidence
Yet a third example from economics is labor management negotiatjo5
where, again, each side develops a paradigm. In !hs example a third
party, such as an arbitrator or mediator, can play a signiIican role in
modifying the paradigms used by both sides.

Other examples of multiagent situations arise iii the area of intern
tional relations. One is an armament race, where each side formulates
certain paradigms as to the objectives and behavior of the other, e.g. as to
the question of superiority vs. sufficiency in kve Is of armaments5 Another
example is overall postwar East-West relations, where each side has
developed its own paradigm, e.g. the "lessons of Munich" leading the
West to a policy of containment and the German invasion of Russia lead-
ing the East to large standing armies and the objective of a buffer zone in
Europe. A third example is regional conflicts, such as the Middle East,
where third parties have played highly influential roles via "shuttle diplo-
macy." international conferences. etc.

4. A FORMAL MODE!. OF THE Two AGENT SITUATION

In the formal model of the two agent situation, the agents, indexed
by i = 1, 2, each seek to maximize the objective functional

() J J [x(t), u(i))di + GJx( T)], I = 1,2,

by choice of u1(:) over the period from r to T, where r can assume all
values between 0 and T. They are therefore continually revising their plans
at each instant r in [0, Tj, maximizing .1,. relative to the initial point r. Theresulting plan for each agent is called a "rolling plan" because of its con-
tinual revision in the light of new information. Rather than commit them-
selves in advance to a specific course of action the agents can revise theirplans at each instant of time r. It will be assumed here that W,(.) andG1(.) are twice differentiableconcave functions.

The system as described by the vector of state variables x Xevolves over time according to the differential equation system
(2) x = f[x(z), u1 (I), u2(t)J, r I T,
defined over the finite interval [0, T]. Heref(.) is a concave and twice dif-
ferentiable function and u1(t), under control of agent I, is an element ofa compact subset of Eudlidean r1 space.

The historical evolution of u1(t) in the interval [0, rI is given by the

5See !ntrjIjatcjr and Brito (1976a 19761,)
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trajectory

where V.(T) is the space of all continuous functions u(t) defIned over
10, TI, and where, at any time, u(t) e W. The planned evolution of
u,(i) in the interval T, TI is gien by the trajectory

a

where (J1(r) is the space of all continuous functions u(t) defined over
[r, T], and where, at any time 1, u1(1) ë . The objective of agent
i is then to select u E U(r), using information contained in V(r) x
V2(T), so as to maximize j1 in (1) subject to the differential equation system
in(2).

5. Tu DYNAMIC SITUATION IN Wuicu TUE OTHER AGENT'S
STRATEGY IS KNOWN (CASE A).

Consider now Case A in Table I the dynamic situation in which the
other agent's strategy is known.

PROPOSITION 1. If the agent knows the strategy of the 1th

agent on the interval (r, T] then there exists a continuous function F1 such
that the i° agent's optimal strategy is given by

the mapping can he interpreted as a reaction curve in function space.

Proof The existence of the F, mappings follows from the gen-
eralized Weierstrass theorem, assuming W(.) and f() ar' sufliciently
smooth so that J, is a continuous functional of the control trajectory u
To show that F, is continuous use the maximum principle and consider
the arbitrary variation of thejut agents strategy on [r, T] a7 defined by

u1(1) = u7(i) +

Let q*(j) be the costate variable associated with (2). Then u(z) is the
solution to

ii IV,[x(i), u"(i)]
-1-

q*(z) af[x(t), u(t), u*(z) .f n(')I
au1(1) au1(1)

Clearly for all tin [T, TI u7(t) is a continuous function of 1, implying
that F1 is a continuous function of u1.

Given the F mappings there exist fixed point strategies via

6For the generalized Weierstrass theorem see intriligator (1971).
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I
PROPOSITION 2. There exist fixed point strategies u7, , such

F1(u7)

and the pair of fixed point slrategies(u7, u7) constitute a Nash equilihrj
j(,1*11*) J,(u1,u7).

Proof The set U,(i) is compact since u,(t) is uniformly boundedand (J1(r) is a closed subset of the set of all paths defined over [r, TJ, which
is a complete space. Thus the mapping

(10) (u7,u1*) (F1(u7),F1(u)),

which exists since the mapping is a continuous one from a compact setinto itself, represents a mapping from a compact set into itself. Such a
mapping always has a fixed point. The fixed point is a Nash equilibrjby construction of the F.

This fixed point pair of strategies obtained here requires that each agentknow the other agent's strategy (or objective function), a requireme
which comprises more structure than is generally available. Without thisinformation there is no guarantee that the Nash equilibrium will be at-
tainedeven asymptotically. It thus becomes important to modify theproblem by not assuming knowledge of the other's strategy, leading toCase B in Table I.

6. THE ADAPTIVE SITUATION IN WHIGH THE OTHER AGENT'S
STRATEGY Is NOT KNOWN (CASE B).

En Case B in Table I the agents do not know the strategy (or objec-tive) of the other agent, but they obtain some information concerning theother agent from their knowledge of past strategies up to time r, given bys and v1. Specifically, it will be assumed that agent I uses the informationContained in V(r) x V1(r) to predict the response of agent j to its ownaction.7 Thus it is assumed that there exist continuous functions P
(11) P1: V1(r) x (r) x L(r) U,(r)
mapping past strategies of both agents and the feasible set of currentstrategies (at time r) into a predictioi by agent I of the strategy to be em-ployed by agent]. This prediction uses all information available on pastactions up to time T. The 1° agent's choice of strategy u, on the interval

1This type of information is not taken into account in the classical models of duopolisticinteraction that treat a dynamic process Using
a myopic framework in which information asto past behavior plays no role.
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(r, TJ is then given by the composite mapping

F,. P: V(r) x V1(r) x (14(1) U(T).

In this adaptive case the compostc mappings yield fixed points

strategies via

I'ROI'OSI [ION 3. For all s', in (r) x V,(r) there exist strate-
gies u7*, u7t such that

= P.(v, v1, u7), u,'4 = P1(t',, v1, **)

Proof, For fixed v,, i, the composite mapping I I' can be consid-
ered a mapping of U4, which is compact, as noted above, into itself.

is continuous, however, so there exists a fixed point u7'.
It should he noted that the Nash equilibrium (or "rational expecta-

tions" solution) will be reached only ii each of the agents correctly pre-
dicts the strategy of the other

u7* =

This prediction is unlikely, however, so the dynamics of the process in-

volves a study of the evolution of the rolling plan.5
The mapping given by (12) suggests that in the adaptive case the be-

havior of the two agents is coupled only by the informatk;n contained in

V4(r) x V,(r). Thus, the obvious question occurs about the existence of
"self-fulfilling equilibria", that is, equilibria in which the behavior of
agents is such that their expectations are fulfilled. An example of such an

equilibrium would be if every agent expected inflation and thus tried to
avoid monetary assets. The consequences of such behavior may be such

that there would indeed be inflation. In the next proposition it will be
demonstrated that alt self-fulfilling equilibria must be Nash equilibria and

thus their existence is independent of how agents process information.
This is not to suggest that research into the nature of such processes is not

interesting, hut it should be noted that such research addresses phenom-

ena that inherently concern disequilibria. Although the proposition ad-
dresses the case of two agents it can he applied to markets with two

classes of identical agents.

PROPOSITION 4. All equilibria that are self-fulfilling are Nash
equilibria.

Proof Define as the projection of an element in V4(i) x fr(r) x
(J.(r) to U,(r)

4: V,(T) x V1(i) x U4(r) U4(r).

tScc Brito (1972) for an exarnpk of such a proccss for the case of the dynamics of an

arms race. There it was shown that the stability of the process dcpcnds on the agents' reac-

tions to information about derivatives.
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Figure I Interactions between the agents

Figure I depicts the interactions between the two agents.
Suppose that the information available to the two agents at time T is

(T) and (t) and that i71(r) and U(r) are the equilibrium strategies
chosen. Then if the equilibrium is self-fulfilling,

(I 6) i(r) = PFV,(i), (T), ü,(T)j

arid

= F{r1[i(T),i(r), kr)j.
Equating these implies that

P.[i(r), (i),i,(r)1 = F',{irIi(r), (r), i(T)]I

which, of course, represents Nash equilibria.

7. Tu THIRD PARTY SITUATION IN WHICH THE OTHER AGENT'S
STRATEGY is Nol KNOWN (CASE C).

In Case C in Table I the agents do not know the strategy of the other
agent, but they obtain some information concerning the other agent from
third parties, such as mediators. In this case historical information is
supplemented by information made available by a third party inter-
mediary concerning the strategies or objective function of the other agent.
This case is important because in the absence of such third party informa-
tion it is frequently difficult or impossible to communicate a complete
strategy. Rather, the agents can only communicate through their actions,
which may lead to false signals or undesirable outcomes. Furthermore, in
the absence of third party information the agents may very well choose to
vary their initial strategies widely in order to map out the other agent's
response curve, possibly leading to incorrect inferences or even disastrous
outcomes. With third party information the need for such probing is re-
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duced and, if a fixed point such as u7* and u7 in (13) s found, it will he
stable. Examples of such third party interaction include mediators in
labor-management negotiations and shuttle diplomacy in the Middle East.

Revised December 1976

8. CoNciusio,'

This paper has classified multiagent situations and treated three im-
portant cases that have generally not been discussed in the literature. The
first, Case A, is one in which the agents each know the strategies or objec-
tive function of the other, leading, in a dynamic framework, to fixed point
strategies, which constitute a Nash equilibrium. The second, Case C, is
one in which the agents do not know the strategy or objective functions
of the other but can learn from the past history of the system. In this
adaptive case each agent may formulate predictions of the strategy to be
taken by the other, leading again to fixed point strategies. By contrast to
the previous case, however, the fixed point in this case generally does not
constitute a Nash equilibrium. however, if it is a self-fulfilling equilibrium
it must he a Nash equilibrium. The final case, C, is one intermediate be-
tween the previous two, in which historical information is supplemented
by information made available by a third party intermediary. Such infor-
mation is generally helpful in reaching the fixed point strategy and in
avoiding possibly disastrous outcomes engendered when the agents at-
tempt to probe the system for information.
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