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Abstract

This article investigates the business cycle implications of the planning phase
of business investment projects. Time to plan is built into a Kydland-Prescott
time-to-build model, which assumes that investment projects take four
periods to complete. In the Kydland-Prescott time-to-build model, resources
for these projects flow uniformly across the four periods; in the time-to-plan
model, few resources are used in the first period. The investigation
determines that incorporating time to plan in this way improves the model’s
ability to account for three key features of U.S. business cycles: their
persistenceor the fact that when output growth is above (or below) average,
it tends to remain high (or low) for a few quarters; the fact that productivity
leads hours worked over the business cycle; and the fact that business
investment in structures and business investment in equipment lag output
over the cycle.

The views expressed herein are those of the authors and not necessarily those of the
Federal Reserve Bank of Minneapolis or the Federal Reserve System.
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A major goal of macroeconomic research for the past three The only way standard real business cycle models can
decades has been the integration of macroeconomics aadcount for this degree of persistence is by assuming per-
microeconomics. Work aiming to reach that goal has taksistence in the growth rate of the disturbancesharcks,
en two related paths. One type of work has tried to givehat drive the business cycle. For example, Christiano
theoretical macroeconomic models firmer microeconomi¢1988) documents that the first-order autocorrelation of
foundations. The other has tried to use microeconomic datequilibrium GDP growth in a standard model (with one-
sets to construct and parameterize macroeconomic modefgeriod time to build) corresponds roughly to the autocorre-
An example of this second type is Kydland and Prescott'$ation of the growth rate of the exogenous shock to the
(1982) classideconometricaarticle, “Time to Build and  level of technology. The fact that standard models require
Aggregate Fluctuations.” In that article, Kydland and Prespersistent shocks to account for persistence in output is
cott specify the investment gestation lags in a macroecasaid to reflect the fact that the models are missing some
nomic model based on published studies of major investimportant internal propagation mechanisms (Rouwenhorst
ment projects. 1991, Watson 1993, Rotemberg and Woodford 1994, and
According to these studies, investment projects hav€ogley and Nason 1995).
two noteworthy features. One is that they usually require Enhancing internal propagation in models requires in-
more time to complete than the quarterly time period in acorporating real-world features that have the effect of de-
typical macroeconomic model. Thisne-to-buildfeature  laying the response of factors of production to the primary
of investment projects is emphasized by Kydland and Presinderlying shocks. We argue that, depending on the exact
cott (1982). The other noteworthy feature of investmentsource of the shocks, the investment planning period can
projects is that they typically begin with a lengtplan-  be such a featureThe need for a time-intensive, but low
ning phaseduring which architectural plans are drawn up, resource-using, planning phase at the start of new invest-
financing is arranged, permits are obtained from variousnent projects implies that the flow of resources into in-
local authorities, and so GrWhile these are important ac- vestment cannot be quickly changed, regardless of the type
tivities that can involve some high-priced talent, the actuabf shock. For shocks that are transmitted to factors of pro-
resource cost of this phase is small in relation to the overduction primarily by changes in investment, the delay in
all cost of investment projects. The really resource-intenthe response of investment translates into a delay in the
sive phase, when physical construction actually occurgesponse of factors of production. Technology shock
begins later. The planning phase is typically quite long. Ofin standard real business cycle models is such a distur-
the total time from a project's conception to its comple-bance. In this type of model, there is no planning period
tion, on average, about a third is spent in the low resourcand hours worked responds positively to a positive tech-
use planning phase. nology shock. An important motivation underlying this
Our investigation of these features of investment projwork response is households’ incentive to accumulate the
ects reveals that they have substantial business cycle inmvestable resources they need to exploit the high rate of
plications. But it is the planning phase that is particularlyreturn on investment associated with a positive technology
important. The fact that investment projects take time peshock. By eliminating this incentive, incorporating a plan-
se has relatively modest implications for business cyclaing period into a standard real business cycle model has
dynamics. That is documented by Kydland and Prescothe effect of delaying the hours-worked response to a tech-
(1982). They compare a model that has a four-quartenology shock.
time-to-build technology but no planning period (in which  Incorporating the planning period does not have the ef-
the investment costs are spread evenly across the fofect of delaying the response of factors of production to
guarters) with a model that has a one-quarter time-to-buileévery kind of shock. For example shocks to government
technology. They report that, for the most part, the busiconsumptiorare temporary, the optimal response to such
ness cycle implications of these two specifications ar@ shock in a standard real business cycle model is to let
very similar? investment drop in order to absorb the rise in government
. consumption. This drop in effect allows households to in-
Overview late the response of hours worked and consumption from
We will show that the planning phase of business invests & b : ; mpti
ment helps account for at least three key features of bustb e shock. But Whe_n there is a planning perlod,_lnvest-
ment cannot play this role, so hours worked must rise sub-

ness cycles: their persistence, the fact that prOOIUCtIV'tt;‘.%fantially in the period of the shock to avoid a substantial

o e e e 2 1 ffoncingoutof consumpion. T, for i o shock
ment in equibment lad outout over the business cvele incorporating the planning period into the model actually
quip g oulp YC€ enhances the response of hours wofked.

Persistence In our analysis, we use variants of the Christiano and
The persistencenf business cycles refers to the fact that Eichenbaum (1992) model, which includes both technolo-
when the growth of output is above average, it tends to regy and government consumption shocks. In that model,
main high for a few quarters, and when it is below aver-the technology shock is the primary disturbance driving
age, it tends to remain low. A statistic for measuring perthe business cycle. Therefore, incorporating the investment
sistence of output is the first-order autocorrelation of theplanning period into this model enhances persistence.
growth of gross domestic product (GDP), that is, the cor- We discover that the amount of persistence introduced
relation of GDP growth in one quarter with its growth in by the planning period is actually quite substantial. To es-
the preceding quarter. That autocorrelation in postwar U.Sablish a benchmark, we first consider the conventional
data is 0.37. time-to-build specification of constant resource use over
four periods. We find that, in this case, when the growth



rate of the exogenous technology shock has no first-orddime-to-build considerations per se, abstracting from invest-
autocorrelation, neither does equilibrium output growth.ment planning considerations.

We then adapt this specification to accommodate a plan- To quantify the business cycle impact of the planning
ning period by assuming that essentially no resources agghase of investment projects, we consider as well a speci-

used in the first period of a project, while a constant flowfication in which essentially no resources are used in the
of resources is required in the remaining three periods. Aperiod an investment project is initiated, while the remain-
before, we specify that the exogenous technology shociag three periods require a uniform flow of resources. We
displays no autocorrelation in its growth rate. However,refer to this as théme-to-plan model
unlike before, equilibrium output growth now displays pos-  In all models considered, competitive allocations coin-
itive autocorrelation. Indeed, the model’s first-order auto-cide with the choices of a fictitious benevolent planner. At
correlation is 0.36, virtually the value observed in the datatime periodt, that agent selects contingent plans for aggre-

. gate consumptiond), the number of hours for house-
@giﬁ‘gmvn%gﬁﬁ?pﬁ%ﬁg period helps account foF.Olc?f Jtrolwork.;nlthte n;arken_(), ar:jd tt}[e beginning of pe-
the fact that output per hour workepréductivity) leads 10 capital stockl,,,) in order to maximize
hours worked over the business cycle. The reason it do o 251t
has to do with the impact of the planning period on the dy(—ﬁ) 2:0(1'030 ){[log(C,)/3.92] + log(1,369 -n)}
e o S oo soovBinere 1.1 i hediscount fctor, 1369 e endove
nology shock because agents are awaiting the completi ment Qf usable_ hours per period; and 3.92is a consump-
of the planning phase of investment projects conceived ﬁﬂ)_n/lasure weight. Aggregate consumption Is related to

. rivate and government consumption as follows:
the period of the shock. Because of the damped response
of hours worked, productivity rises substantially in the pe- %) C.=CP+yG,
riod of the shock. Later, after the planning phase of nev& t
e T T AT ——
tivity rises a lot; then hours worked rises—accounts for th W control_s hOV\.’ government consumpti@g, |nflugn ces
model’s predi(,ltion that productivity leads hours worked‘%he marglnal_ utiity of private consumption. A positive val-
over the cycle ue fory implies that an increase in government consump-
) tion reduces the marginal utility of private consumption,
Business Investment in Structures and Equipment as when they are substitutes, and a negative value implies
As noted above, the planning period has the effect of dethe opposite, as when they are complements.
laying the response of investment to shocks. Thus, after a We confine our analysis to two casés= 1 andy =
positive technology shock, output rises immediately, bu®. Wheny = 1 in our models, private consumption and
investment rises only with a delay. This is why the modelgovernment consumption are perfect substitutes; shocks to
predicts that investment lags output over the business cyovernment consumption are perfectly offset by one-for-
cle. This implication is consistent with an important fea- one adjustments in private consumption. Thus, we can say
ture of the data, namely, that business investment in stru¢hat whenp = 1 in our models, government consumption
tures and business investment in equipment lag aggregatbocks do not matter. This is not true, however, wen
output (Kydland and Prescott 1990, Greenwood and. In that sort of model, private consumption and govern-
Hercowitz 1991, Fisher 1994b). Presumably, business irment consumption are neither substitutes nor complements,
vestment in structures is the category of investment foso shocks to government consumption will affect other
which the planning period is most directly relevant. Thevariables. Thus, we can say that whigir O in our mod-
planning period may also have an indirect effect on in-els, government consumption shocks do matter. For short,
vestment in equipment via the complementarity of strucwe will refer to these two versions of our models as the
tures and equipment. versions when government does or does not matter.
The resource constraint in our models is
The Models . ..
In our analysis, we use three types of models. P — 1 0.34 0.656
For comparison, we analyze a standard real business c@ CP+ G+ 1=K an

cle model which abstracts altogether from gestation Corgre is gross investment, output is a Cobb-Douglas
siderations in investment, by specifying that the comples i of capital and hours worked, and the variable
tion of an investment project requires just one period. They ., 1aizes the level of technology. The logarithnzof
specific model we use for comparison is the model W|Fh volves as a random walk, so tizattself is represented
technology and government consumption shocks studie
by Christiano and Eichenbaum (1992, their divisible labor
model). We call this thene-period time-to-build model @)
We also consider a version of this model, modified to

2 = 7,.,8XpQ\,)-

ere), is a shock to the level of technology that is inde-

endently and identically distributed as a normal distribu-
n with mean 0.004 and standard deviation 0.018. Also,
e adopt the specification

technology like the one proposed by Kydland and Presco
(1982). This technology assumes that, to complete an ir:
vestment project, a constant flow of resources is require:
over the life of the project. We call this simply thime-to-

build model By comparing the implications of these two =1
models, we can assess the business cycle consequencegsgf G = (1-096)iog(190.8) + 0.9, + Ik

incorporate a standard four-period time-to-build investmer:F



whereg, = 10g(G,/z,) and | is a shock to the level of gov- all variables but hours worked rise by roughly 1 percent.
ernment consumption that is independently and identicalljHours worked eventually returns to its original pre-shock
distributed as a normal distribution with mean 0 and stanvalue. In all three models, hours worked and investment
dard deviation 0.021. converge to their steady-state values from above (Charts 5
To complete our model description, we describe theand 3), and the other variables converge from below.
technology for converting investment goods into increases There are three other notable features of these impulse
in the capital stock. In the one-period time-to-build model,responses. One is that the responses of the one-period time-

that technology is to-build model and the time-to-build model are similar; in
both models, investment and hours worked surge immedi-
6) Kuy=(@1-0.021K, + I, ately in the period of the shock, as households direct re-

sources toward exploiting the permanent jump in the level
where 0.021 is the per-period rate of depreciation in capief technology (Charts 3 and 5). Another notable feature of
tal. The other two models incorporate versions of Kydlandhe impulse responses is that the responses in the time-to-
and Prescott’s (1982) general four-period time-to-buildplan model resemble those in the other models in the peri-
investment technology. That is, in the time-to-build andod after the shock, but not in the period of the shock. This

time-to-plan models, is because, recall, in the time-to-plan model, there is rela-
tively little to do in the period of the shock, since starting
(M) L =wS; +w,S, + WS, + w,S, up investment projects requires first passing through a low

resource use planning phase. Thus, much of the increased
where§ is the volume of project§ periods away from  output generated by the technology shock is simply con-
completion at the beginning of periacandcy is the re-  sumed (Chart 2), hours worked actually falls a little (Chart
source cost associated with work on a projeperiods  5), and investment shows hardly any response (Chart 3).
away from completion, for=1, 2, 3, 4. Investment proj- A third notable feature of the impulse responses is the ob-
ects progress according®y,, = S, forj=1, 2, 3;and  vious sawtooth pattern in the time-to-build and time-to-
starts during period are represented Ify,. The capital plan model responses which is not in those of the one-pe-

stock thus evolves according to riod time-to-build model (Rouwenhorst 1991).
To gain insight into the reasons for the sawtooth pat-
B) Ku;=(1-0.021K, + S, terns, consider Chart 7, which displays the dynamic re-

sponse of start§,,, to the technology shock. The time-to-

whereS,; is the volume of projects that will be completed build model exhibits a four-period cycle: high, low, low,
during periodt. low. The time-to-plan model exhibits a three-period cycle:

The standard formulation of this investment technologyhigh, low, low. These patterns can be understood as re-
chooses investment weights which sum to unity and whiclilecting efforts to concentrate investment activities in peri-
imply that the resource costs of an investment project areds when resources are in relative abundance. For exam-
distributed evenly throughout the four periods of the proj-ple, a straightforward way to drive the stock of capital to
ect. (That is,wy = 0.25, forj = 1, 2, 3, 4.) This is our a higher steady state after a shock to technology is to
time-to-build parameterization. implement a step-function pattern in investment, with a

To capture the planning feature of investment projectsinonotone declining sequence of steps, so that investment
we considery, = 0.01 andw = 0.33, forj = 2, 3, 4. This  converges to the new steady state from above. This policy
is our time-to-plan parameterization. can be implemented by a declining sequence of jumps in

The three types of models are summarized in Table Istarts in periods 1, 5, 9, and so on, leaving starts un-
For a discussion of the empirical basis for the parametethanged in the other periods. Though such a policy is un-
values we use, see Christiano and Eichenbaum 1992. Frodoubtedly feasible, Chart 7 indicates that it is not optimal
here on, we shall be concerned primarily with describingn either model. Relative to this feasible policy, the opti-
the properties of the version of the time-to-plan model inmal policy reschedules some starts from periods 1, 5, 9,
which government matters. Other models and versions a@nd so on, to the other periods. For example, in the time-
presented solely for comparison with that model. to-build model, shifting starts from period 1 to period 2 in
... And How They Work effect shifts consumption from period 5, when resources

To gain insight into how the models work, we begin our € relatively abundant because new capital is just coming

) ) ; on line and the pace of investment is reduced, to period 1,
analysis by studying the dynamic responses of model Varl o oo resources are relatively scarce
ables to shocks to technology and government consum Y )

tion. These responses are knowi lse response func- P~ Note in Chart 7 that the pattern of starts is different in
: P mapsu b the two models. In the time-to-plan model, this impulse

:Ir?giw\é\?e?sxﬁ]mvi/ﬁctr?Z%?/é?ﬁﬁ}%ﬁensw:t?g;n the Versions g sponse function has_ a three-'period.cycle. Pr_esumably,
' the reason the four-period cycle in the time-to-build model
Technology Shocks is no longer optimal is that a surge in starts in period 4
Charts 1-6 depict, for each model, the responses to a posloes not represent a tax on resources until period 5, when
tive 1 percent shock to the level of technology that occurgesources are relatively abundant for the reasons given
in period 18 Because of the random walk specification, above. The projects started in period 4 will, in turn, come
the shock has a permanent impact on the level of technobn-line in period 8, which helps stimulate another surge of
ogy in all three models. The variables are expressed assarts in period 7, and so on.
percentage of their values on a nonstochastic steady-state The sawtooth pattern in the quantity responses in Charts
growth path. Each model has the property that eventuall{t—6 reflects the pattern of starts. For example, the fact that



starts are always positive is the reason investment riséseom zero. These statistics measure the persistence in ag-
throughout most of the cycles displayed in Chart 3. In adgregate output.

dition, each upward trend in hours worked (Chart 5) re- Second, in the dynamic cross-correlation between hours
flects a similar trend in aggregate investment, with the iniand productivity, the contemporaneous correlation is near-
tial large increase in starts followed by smaller increasedy zero, while the correlation between productivity and fu-
Conditional on the pattern of investment, one can think oture hours is positive and quite significant.

the work decisions as solving a sequence of static problems Third, aggregate investment is contemporaneous with
(as in Aiyagari, Christiano, and Eichenbaum 1992). Withthe cycle. However, this fairly simple cyclical pattern ac-
after-investment resources reduced in these static problentsally disguises more heterogeneous cyclical behavior at
and with leisure being a normal good, the consumption othe disaggregated level. To see this, look again at Table 2.
leisure falls. There we also report results for two subcomponents of in-
Government Consumption Shocks vestment: structures ar_1d durable gooc_is.. The_se two are fur-
Charts 8-13 depict, for each model, the responses to apoth—e ' dls_aggr(_egated, with structures d.'V'ded nto busme_s S
yt ' ’ %nd residential and durables divided into business equip-
itive 1 percent shock to the level of government consump-

tion that occurs in period A0ur specification guarantees ment and household durables. : .
X . Two notable features emerge here. One is that business
that this shock has only a temporary impact on govern:

ment consumption and. hence. on ali other variables in thmvestment in structures and business investment in equip-
model P ’ ' fhent lag the business cycle. In light of the evidence pre-

Here. as with technoloay shocks. the impulse respons sented in Mayer 1960 and Krainer 1968, we think these
ofthe on’e— eriod time-to—gzil dmo dél and th% time-tof)buil decfata can reasonably be interpreted as reflecting investment
penoatr o planning delays. We suspect that the planning period nec-

model are qualitatively very similar. In both models, the essary for equipment investment is shorter than that for

response to the government consumption shock is to rai Sructures. Still, to the extent that there are complementari-

!:]?/Lgssm\?éor:rgd ;iﬁ;l 220‘32? (gﬁ;r?se gcgrr:(sjggwwr;g\(l)vrj aMfes between structures and equipment, we would expect
y lanning delays in structures investment to induce some

ever, the planning period assumption has a different impa elays in equipment investment too. Another feature worth

on the propagation of govemnment consumption ShOCk{’joting is that residential investment in structures and in-

than on technology shocks. With both, it has the effect o : ; 5
inhibiting the response of investment to the shock. Butcestment in household durables both lead the business cy

. By . le. This feature suggests that significant planning periods
this now has the effect of magnifying the impact on hoursmay not be required for these types of investment.

worked and output. Since the amount of resources ab-"p jz¢ of the standard errors for all these types of in-

sorbed by investment is almost completely determ'ned.%}estment suggests that there is considerable sampling un-

the time of & shock, the consumption/leisure problem "sertainty in the data, so caution is warranted in making in-
the period of the shock is the solution to a static problerr}eren ces about their cyclical properties

in which investment plays the role of an exogenous tax,

and the increase in government consumption operates likEhe Model Statistics

an exogenous drop in income. The assumption that leisurEable 3 presents the results for our models. The entries in

is a normal good, implicit in our specification of utility, the table are selected with the objective of shedding light

then guarantees that hours worked must rise sharply. on the role played by time to build, time to plan, and gov-

Results grn_me_nt consumpti_on shocks. That is, the foqr sets of sta-
tistics in the table isolate the effects of adding, one by

Our objective is to investigate the business cycle |mpI|ca—0ne, multiperiod time to build, ime to plan, and govern-

:ﬁgsﬂ; kﬁgegezturﬁzn?t;;?i\\l/ isiﬂzgc%:ﬁ‘;g%%?] Ig?i'ul—%ggnent consumption to a baseline one-period time-to-build
' q odel in which government does not matter.

cycles. The characterization we adopt is a specific set o Consider the results for that baseline model. A detailed

correlations and standard deviations computed using d%’iscussion of its business cycle implications appears in

trended data. For ease of comparability, the set of statisticéhri stiano and Eichenbaum 1992. Notable among these
and the detrending method we adopt include the CONVeIL . the model's success in accoﬁnting for the observed

tional ones used in the business cycle literature. For cor, Ju o < oothness of consumption (private plus govern-

venience, we here report the business cycle statistics f?‘rr1ent) and its failure in accounting for the observed low

postwar U.S. data. We then go on to report the CorreSponQ/'olatility of productivity relative to hours worked (Hansen
ing statistics for our models.

1985). Here we want to point out three other things. First,
The U.S. Data there is essentially no persistence in aggregate output; out-
Table 2 reports key business cycle statistics for the U.Sout growth displays basically zero autocorrelation at lags
economy. Since these have been analyzed elsewhere @in2, and 3. Second, hours worked is contemporaneous
Kydland and Prescott 1990, for example), they need nowvith productivity over the cycle, in the sense that the max-
be discussed in detail here. Still, we want to emphasizénal value in their dynamic correlation appears at lag zero.
three sets of facts. And finally, investment neither leads nor lags output over
First, the bottom row of Table 2 displays the autocorre-the cycle.
lation of U.S. GDP growth. Note that the lag 1 autocorre- Now consider what happens when we introduce time-
lation is 0.37, with a small standard error of 0.07. The lagto-build considerations alone, abstracting from planning
2 autocorrelation is also significantly above zero, but theconsiderations and from government consumption shocks.
next-higher autocorrelation is not significantly different There are at least two things to note here. First, the dy-
namics of consumption are substantially altered: the rela-



tive volatility of consumption is quite high, and the con-  Fourth, government consumption shocks contribute al-
temporaneous correlation of consumption with output isnost nothing to output volatility. It is because technology
low. Second, the volatility of productivity in relation to shocks dominate in the dynamic behavior of the model
hours worked is higher than before. Intuition for these rethat time to plan results in so much persistence in output
sults may be obtained by studying the impulse responsgrowth.

functions in Charts 1-8. There, in the time-to-build
model compared to in the one-period time-to-build model
consumption responds more to a shock (Chart 2), hou

Concluding Remarks
r§tudies of major investment projects suggest that these

worked responds less (Chart 5), and, hence, productivith CJSCtS begin with a lengthy planning period, during
responds more (Chart 6). Thus,’ the small cﬁanges intrdvhich the direct expenditure of resources is relatively

duced by time to build actually hurt the model's abilty to STau: ThiS 1S the fime wien architects draw up plans, fi-
account for business cycles. 9 ged, P

Now consider the results for the time-to-plan model inProduced, permits are obtained from various local authori-

which government doesn't matter. Note that the degree otfes’ and so on. We have shown that this plannln_g period
y help account for several key features of business cy-

persistence has increased substantially, even overshooti s: their persistence, the fact that productivity leads hours
the corresponding empirical quantity somewhat, at least Svorked over the cycle, and the fact that business invest-

lag 1. Also, productivity now leads hours worked over the ent in structures and business investment in equipment
cycle. Interestingly, the impact on the contemporaneou quip
ag output over the cycle.

correlation between hours and productivity is quite sub- To demonstrate this, we incorporated a planning period

stantial; that correlation drops from roughly 0.90 in the]c . ; herwi dard real busi

other two models to 0.28 in the time-to-plan model. Qual- 2" Ilnvest(rjmlant mt(cj)_ dan Oé erv(\jllse_stan far rea dusmess
itatively, these results were anticipated by the impulse reSYS/€. model. We did so by adopting a four-period time-
sponse functions in Charts 1-6 to-build investment technology in which only a negligible

Other time-to-plan model implications include that in- amount of resources is used in the first period. The plan-

vestment lags output over the business cycle. AIthougrqmg period induces a delay in the equilibrium response

this is not consistent with the evidence on aggregate ing NOUrS worked, which in turn induces a delay in the re-
sponse of output. The latter delayed response is respon-

vestment, it is qualitatively consistent with the evidence”; . o
on business investment in structures and equipment. Tim ble for the models ability to account for the observed

to plan also has two important impacts on the dynamicgersstence in output. The delay in the response of hours

of consumption. First, consumption now leads the cycleworKEd’ together with the fact that a technology shock

The reason for this is clear from the impulse responsilmediately raises productivity, accounts for the fact that
functions in Charts 1 and 2: Consumption surges in thé)roductlwty leads hours worked over the business cycle.

period of the shock, while the impact on output is de- The model also predicts that investment lags output

layed. This implication of the model is counterfactual. Sec Vel the business cycle and that consumption leads. These
ond, model performance deteriorates noticeably with rel_mpllcatlons are counterfactual, given the level of aggrega-

spect to the relative volatility of consumption and its cor-tlon in the model: quarterly U.S. aggregate consumption

relation with output. This also reflects the very strong re-and investment appear to be contemporaneous with the

sponse of consumption in the period of the shock. cycle. However, we believe these shortcomings of our
Finally, we can assess the effects of letting governmenrtno.lc_jﬁI are lrjotlfun(rj]amenta}l. . ‘
consumption shacks matter in the time-to-plan model, 1€ cyclical behavior of aggregate investment masks
There are at least four things worth emphasizing abodfonSiderable heterogeneity in the cyclical properties of the
switching to this version of the model. components of investment. In particular, business invest-
First, the incorporation of government consumption™Mt in structures and business investment in equipment

; ; output over the business cycle, while residential invest-
shocks actually reduces the degree of persistence in odﬁg '
put. This is not surprising in view of the previous analysis,ment and household durables lead. We suspect that a mod-

which shows that time to plan enhances the response 811 which distinguishes among these categories of invest
hours worked to a relatively transient government conJ1'eNt, assumes a significant planning period for business

sumption shock. By reducing the model’s implied first-or- structures investment only, and specifies that structures and

: . ipment ar mplemen n overcom me of th
der autocorrelation of consumption to 0.36, governmen?qu.p ent are complementary can overcome some of the
deficiencies of our model.

consumption shocks bring the model into rough conformi- The assumption of a planning period for business in-

ty with the corresponding empirical estimate. vestment in structures should make that form of invest-
Second, the introduction of government consumptionment lag the business cycle, and complementarity between
shocks does not alter the model’s implication that produc- 9 yce, b

tivity leads hours worked. However, it does generate guuctures and equipment shoulld induce a lag in equip-

marginal improvement by producing an overall reduction{ﬂgtn;]g\(/:imimnasﬂgyﬁ!}'a'g‘ttgzi Sjgniﬁ m%;gilf:ﬁé%%
in the dynamic correlation between hours worked and pro- . SUump Y
ake residential investment and household durables lead

ductivity. (Christiano and Eichenbaum 1992 discusses thge cycle in a modified model. In our model, the reason

economics underlying this result) consumption leads output over the cycle is that consump-

Third, the introduction of government consumption tion surges in the period of the technology shock: there is
shocks reduces the relative volatility of consumption, off- 9 P gy Shock: th
nowhere else for the extra resources to go, since invest-

setting a counterfactual implication of the model W|thoutment cannot be changed in the short run. In a modified

government consumption shocks. . : .
model, a major category of investment would be available
for absorbing such resources, and we expect households



in such a model to take advantage of it. We conjecture that As noted by McGrattan (1989), a potentially useful source for data on time-to-

in the modified model. residential investment and houselguild weights is the U.S. Department of Commerce’s “Construction Reports.” These
! port the proportion of total cost put into place in each month of building projects of

hold durables will lead the cycle because such a model wi [f;rious sizes. Unfortunately, these reports contain little evidence on the magnitude of
still have a del ay in the response of hours worked andv. since they refer only to work done after physical construction begins. As we have

loted elsewhere, in the sample of projects studied by Mayer (1960), construction did
hence, OUtpUt to a shock. The delay, thOUgh prObany nqrﬁttypically begin until one-third of the total time devoted to an investment project had

as strong as in our model, will nevertheless be there beslapsed.
cause of the binding short-run constraint on expanding thg 8That is, in all periods except the period of the shock, wehstet its mean of
.0

d d busi K . 04. In the period of the shock, we 3et 0.014.
resources devoted to business investment in structures. %n all periods except the period of the shock, we set [ to its mean of 0. In the pe-

In part, these comments are meant to emphasize thedd of the shock, we sg1 = 0.01.
we view our work primarily as preliminary and, we hope, . *°Recall equation (2): consumptia®) = CP+ G, whereCPis private consump-

. . o . tion andG; government consumption. However, sine= 0 in the models used in
SUQQeStlve- Further anaIyS|s of quantltatlve models is r harts 1-13C, = CPin them; that is, total consumption and private consumption are

quired to fully evaluate the idea that the planning perioddentical.

plays an important role in propagating business cycle HURecall that the responses in these charts are for the versions of the models in
which government matters. However, the basic shapes are similar for responses from

shocks. the versions in which government doesn’t matter.

Further empirical work along the lines of Mayer 1960
and Krainer 1968 is also needed. For example, it would
be interesting to know to what extent firms do project plan f
ning in advance, so that when the incentive arises, theBe Erences
have access to an inventory of already-planned investment
projects that can be implemented immediately. To the ex-
tent that this is true, the business cycle significance of the

planning considerations analyzed here would be reducediyagari, S. Rao; Christiano, Lawrence J.; and Eichenbaum, Martin. 1992. The output,
employment and interest rate effects of government consumgtiomnal of
Monetary Economic80 (October): 73-86.
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Table 1

The Models
Type of Model* Description
One-Period Standard real business cycle model
Time-to-Build
Time-to-Build Even distribution of resource costs
across four periods:
o, = w,= w,= w,=0.25
Time-to-Plan Few resource costs in first

of four periods:
,=0.01, w,= w,= w,=0.33

*For each of the three types of models, when s = 0, government
consumption shocks matter, and when s = 1, they do not.




Charts 1-6

Responses to a Technology Shock

Percentage Deviations From Unshocked Steady-State Paths

After a 1 Percent Unexpected Increase in the Level of Technology in Period 1
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*These are the versions of the models in which government matters; that s, in equation (2), s = 0.
In these models, therefore, total consumption and private consumption are identical.
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Chart 7

Response of Starts

to a Technology
Percentage Deviatio

Shock
ns From Unshocked Steady-State Paths

After a 1 Percent Unexpected Increase in the Level

of Technology in Pe

riod 1

Time-
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* In both models, government matters;
in equation (2), ¢ = 0.




Charts 8-13
Responses to a Government Consumption Shock
Percentage Deviations From Unshocked Steady-State Paths

After a 1 Percent Unexpected Increase in the Level of Government Consumption in Period 1
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*In all three models, government matters; in equation (2), U = 0. In these models,
therefore, total consumption and private consumption are identical.
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Table 2
Selected U.S. Business Cycle Statistics
Quarterly, 1947:1-1995:1* Seasonally Adjusted

Variablest Relative Dynamic Correlations of A(t) With B(t - j), Where j =

Volatility
A B ozl oy 3 2 1 0 -1 -2 -3
Output, Y — 0179* 40 .65 .86 1.00 .86 .65 40
(.08) (07)  (:04) (:00) (04 (06)  (.08)
Output, Y Consumption, C 46 A2 61 .76 .78 .66 A48 .30
(.03) (.09) (08)  (.06) (05)  (06)  (08)  (.09)
Y Investment, / 2.91 43 57 .68 71 .56 .33 .08
(:22) (09  (09)  (08) (09 (1) (13 (19

Structures
Y Business 2.67 -.16 .03 .25 46 .56 .59 53
(:28) (10) (10)  (09) (08) (08 (09  (10)
Y Residential 6.04 57 .63 .61 49 .26 00 -21
(:52) (.10) (09)  (10) (11)  (13) (14  (13)
Durable Goods

Y Business Equipment 343 .16 .38 .62 .80 81 .68 A48
(:20) (:09) (08)  (.08) (04)  (05)  (07)  (09)
Y Household Durables 3.04 A4 48 51 49 .30 09 =15
(:29) (11) (120 (12 (13)  (14) (14  (15)
Y Government Consumption, G 2.14 -01 .10 21 .34 43 A7 A48
(:37) (14) (120 (11 (1) (12 (13)  (13)
Y Hours Worked, n .82 .18 41 .66 .82 .81 .69 .52
(.06) (09)  (08) (05 (03) (05  (07)  (09)
Y Productivity, Y/n 58 A2 53 .55 .55 32 12 -06
(.05) (.10) (09)  (.08) (09) (1) (12 (12
Hours Worked, n Productivity, ¥/n .70 .35 33 21 =03 -07 -17 -24
(.08) (09)  (09)  (10) (1) (12 (1)  (.09)
Output Growth, AY — .0099** .03 22 37 1.00 37 22 .03
(.08) (08)  (07) (.00) (07) (08 (08)

* Hours-worked data are for 1947:1-1993:4.
** These numbers are simple, not relative, standard deviations.

T Variable definitions and Citibase codes are as follows: ¥ = Gross domestic product = GDPQ; C = Consumption of
nondurable goods and services = GCNQ + GCSQ; /= Business fixed investment + Consumption of durable goods
=GIFQ + GCDQ; Business investment in structures = GISQ; Residential investment = GIRQ; Business equipment
investment = GIPDQ; Household investment in durable goods = GCDQ; G = Government consumption = GGEQ;
n=Hours worked by employed labor force = LHOURS; A Y = The first difference of the log of per capita gross
domestic product. Note that the measure of C places a weight of zero on government consumption.

All variables except output growth have been logged and detrended with the Hodrick-Prescott filter. All variables
have been divided by GPOP, a non—seasonally-adjusted measure of population (including armed forces overseas)
and are measured in 1987 dollar terms.

Numbers in parentheses are standard errors computed as in Christiano and Eichenbaum 1992. For estimation of
the relevant zero-frequency spectral density, a Bartlett window, truncated at lag 4, was used.

Source: Citicorp’s Citibase data bank




Table 3
Selected Model Statistics*

Variables Relative Dynamic Correlations of A(t) With B(t—j), Where j =
Volatility

Model A B oyl oy 3 2 1 0 -1 -2 -3
Government One-Period Y — .021** 31 51 74 1.00 75 51 31
Doesn't Matter Time-to-Build 1% I 55 23 44 69 98 78 59 41
Y / 2.37 .36 .55 .76 .99 .70 45 24
Y n .38 39 57 a7 .98 .67 40 .18
Y Y/n .63 .26 47 71 .99 .78 57 .39
n Y/n 1.65 A1 .33 61 .94 a7 61 .45
AY .016** 01 .03 .04 1.00 .04 .03 .01
Time-to-Build Y — .018** 25 .45 .70 1.00 .70 45 .25
Y C .76 .03 12 24 .39 .26 17 .15
Y / 2.26 29 48 71 .98 .70 45 22
Y n .35 31 49 .70 .95 .69 43 .18
Y Y/n .67 21 42 67 .99 .68 45 .28
n Y/n 191 13 40 .65 .89 .68 49 .34
AY .014** -01 .00 .01 1.00 .01 00 -01
Time-to-Plan Y — 017 .30 .53 .82 1.00 .82 53 .30
Y C 91 13 24 .39 .35 .05 01 .02
Y / 2.48 22 .39 .60 87 .94 .64 .36
Y n 47 14 .25 .39 .68 91 .62 .34
Y Y/n .76 31 .55 .83 .89 52 32 19
n Y/n 1.63 39 .66 91 .28 24 17 12
AY — 011** 01 .01 40 1.00 40 01 .01
Government Time-to-Plan Y — .018** .30 .53 81 1.00 81 53 .30
Matters Y c 67 26 46 70 0 29 16 .10
Y / 2.21 21 .38 .59 .84 .93 .63 .36
Y G 2.00 24 41 61 72 .50 32 .18
Y n .54 17 .30 A7 74 .87 59 .33
Y Y/n .70 .30 .52 .79 .85 49 .30 .18
n Y/n 1.29 33 .56 .78 .28 22 15 A1
AY — .012%* .00 .01 .36 1.00 .36 01 .00

*Satistics are based on 2,000 artificial observations from the indicated model.
For data descriptions, see notes to Table 2, except that here consumption, C,
also includes s G, where G is government consumption. When government

doesn't matter, ys =1, and when it does, s =0.
**These numbers are simple, not relative, standard deviations.




