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Abstract

This article describes how and why official U.S. estimates of the growth in real
economic output and inflation are revised over time, demonstrates how big those
revisions tend to be, and evaluates whether the revisions matter for researchers
trying to understand the economy’s performance and the contemporaneous reac-
tions of policymakers. The conclusion may seem obvious, but it is a point ignored
by most researchers: To have a good chance of understanding how policymakers
make their decisions, researchers must use not the final data available, but the data
available initially, when the policy decisions are actually made.

The views expressed herein are those of the author and not necessarily those of the Federal
Reserve Bank of Minneapolis or the Federal Reserve System.



During 1974 and 1975, the U.S. economy reeled from the In this study, | use the measures of real output growth
effects of huge oil price increases. At that time, data sugand inflation that were emphasized by the BEA at each
gested that the economy was in a recession, a recession pgrticular time® The data sample contains 144 observa-
far more severe than any since shortly after the end dions on each series from the first quarter of 1961 through
World War Il. Initial estimates suggested that real outputthe fourth quarter of 1996. All national income and prod-
(adjusted for inflation) fell 5.8 percent between the secondict account (NIPA) data for this study are available start-
guarter of 1974 and the second quarter of 1975. But thosiag in 1960. Since | look at growth in output and the de-
estimates have been greatly revised during the past 2ator over as many as four quarters, the data sample starts
years. Today the best estimate is that real output declinéd 1961. For every quarter, | compute both thitial and
only 2.0 percent between mid-1974 and mid-1975. themaost recenestimates of growth in real output and in-
The fact of data revision is generally well known, but flation over the past one, two, and four quarters. | call the
few academic studies have considered the effects that fihost recent estimate tHmal estimate even though that
can have on the conduct and understanding of economistimate may eventually be revised again.
policy! This is an unfortunate omission. Revisions in es- For many years, growth and inflation numbers have
timates of real output growth and inflation have historical-been used as benchmarks both by policymakers and by
ly been large, and these revisions can cause at least tvezonomists who analyze politylhe initial estimates of
types of significant distortions. Most obviously, the datareal output growth and inflation used here are the first da-
initially available provide neither an accurate nor an unbi+ta for each quarter published in the BEAs monthly pub-
ased prediction of the final, revised data. That is, at thdication, theSurvey of Current Busineshese first data
time the data are first released, they do not provide an aare typically released in the first month after a calendar
curate picture of how the economy is actually performing.quarter. For example, the estimates of real growth for the
Most important here, data revisions can significantly dis-one, two, and four quarters ending in the second quarter
tort economic research. Using final data rather than initiabf 1975 were released near the end of July 1975. (All the
data will mislead anyone trying to understand the histordata used to compute the initial estimates of real growth
ical relationship between the economy’s performance andnd inflation have been collected from past issues of the
contemporaneous economic policy decisions. Survey of Current Busine3sFinal estimates have been

Measuring Economic Conditions electronically retrieved from the BEA.)

Before demonstrating how data revisions can distort policyRegular Revisions

research, let's examine how and why U.S. economic datBetween the time that the BEA makes its initial and final
are revised and evaluate how big those revisions tend testimates of real growth and inflation, the data have been
be. revised many times.

Data Series _ Thg first set of r_evisions over the months_ after the ini-
Every quarter, the Bureau of Economic Analysis (BEA) _tlal estimates take into account data not available when the

of the U.S. Department of Commerce releases new esr\llllzlltla| estimates were made. (For a description of this re-

mates of the growth in real economic output and inflation Ision process, see Young 1987, 1993.) In addition to those
9 p early revisions, the BEA also revises all data three times,

'r?otri:iecug:itgd mS;ékléerz' aﬂ:jeff)? g?é%;ﬁsﬁguv?"ﬁg \?vgtnht Igrai(ﬁh July of the three years after the initial estimate. These
policy! uly revisions use additional information, such as tax data,

lyze the relationship between economic conditions and po, .+ i 51y available annually, and these estimates are
icymakers’ decisions.

Over the last 30 vears. the primary measures of U gnore reliable than the initial estimates.

real growth and infla%i/on h:stve crl?an e?j/ Until late in 199i ~ Data are not revised simply because more information
gro X ged. ecomes available, however. Revisions also occur because

the main series used to measure real growth was gro

in the inflation-adjusted level of the gross national produc changed definitions and classifications and regular com-
(GNP). In the fo d fth quarter of 199% attention shli?‘te dto rehensive renovations in the NIPA. Comprehensive re-
: 9 : visions have historically been completed every five or ten

the gross domestic product (GDP). (See Parker 1991a, R’ ; .
. , A= ; ars, and before 1995, they involved completely rewrit-
A similar shift occurred for inflation. Until late 1991, the ing the history of real growth and inflation.

Blliiﬁs ﬁég‘géyﬂ;?;ﬁg%%%ﬁ#f&vﬁfcgror\;\étg ér:af'[lgﬁo:m_ Comprehensive revisions involve changing the base
picit p : piicit p ear for determining real output. For instance, the most

IS 'ghe measure that translates nominal values into valu Bcent comprehensive revision changed the reference year
adjusted for inflation, oreal values.) In the fourth quarter ¢ =no ollars from 1987 to 1992. When comprehensive
gelﬁliiéneeg'gaméngi?&? &measure became growth Mevisions are made, the BEA also examines whether defini-
Latgin 1995 ttrw)e measures.of real arowth and inflatio tions and classifications used in the NIPA are still the best
' g "Lyailable. Often, changes in definitions and classifications

changed again. The BEA changed an assumption beh"bcgn have significant effects on the measurement of real

:ctgu ﬁﬁ?ggﬁ'ﬁgf f;s;tgetrzz\?\::; trl?(g%eEiegfrfgu tlé gt{L;hge _grovvthf5 These revisions provide a different understanding

flator implicitly assumed that the market basket of goodsg;nzgltigg&h and inflation than that provided by the ini-

;Tdtﬁgngéisgggrﬁ;zg ?(;‘fg;ir;sfﬁa?%rigfg‘r;[;&eb;ngﬂﬁf;ggar Almost all emplr!cal economic _research involving data
o What is called &hain-weighted implicit price deflator onreal grov_vth and_ inflation uses flnal_data. Note,_however,
(discussed in Landefeld and Parker 1995) that_those final estimates are not avalle_lb_le to pollcymake_rs
: earlier, when they have to make decisions. Do the revi-

sions really matter for this research or for policymaking?



So What? (l) F{ = GO + alllt + 8t

Yes, data revisions matter. There are at least three ways [ o, o1 is the final estimate of growth in the initial quar-
demonstrate this. A simple graphical display of the differ-y "o\ jing at 11 is the initial estimate of that growth,
ences between the initial and final estimates can show thiag the error in thte regression, and this are coefficients

the revisions have been large. Statistical tests can sho% be estimated. In equation (1),df, = 0 anda, = 1
contrary to what many economists presume, that inifial €S, i initial estimate can be consideredabiased pre-
timates of real growth and inflation are not unbiased fore-

casts of the final estimates and that the two estimates cqqﬁg%rég; the final estimate of real growth and inflation in

differ substantially. And a comparison of revision uncer-""p, . o\ ihecis that the initial estimates are unbiased is
tainty and forecast uncertainty can show that revision un-

certainty is a significant fraction of the quite large uncer-1Y null hypothesis. | test that hypothesis by comparing

. e the estimated regression coefficients to their hypothesized
tainty about forecasts of real growth and infiation. values. If that difference is large, relative to the amount of

uncertainty about the coefficients, then | must reject the
null hypothesis. A chi-square test lets me make exactly
his comparison. (For details on chi-square tests, see, for
xample, Theil 1971.) If the chi-square test statistic is too
ge, then the hypothesis of unbiasedness can be rejected.
The accompanying table shows the results of running
is regression, with the coefficients estimated by the gen-
Talized method-of-moments procediearly, this null
pothesis can be rejected at the 1 percent level. The initial
timates of real growth and inflation dniesed,not un-

[J Size

Charts 1 and 2 show the difference between the BEA!
initial and final estimates of growth in real output and the
deflator for each quarter, expressed as annual rates. T
charts show that the quarterly revisions can be quite large:
Between 1961 and 1996, quarterly real growth estimate
were revised upward by as much as 7.5 percentage poi
and downward by as much as 6.2 percentage points. Th
can make the difference between a recession and a sim

slowdown. For example, real GNP was initially thought . ; ;
to have dropped between the third and fourth quarters q ﬁeslt?gr,]fl(grecasts of the final estimates of real growth and

1974 at an annual rate of 9.1 percent, as severe a fall in Charts 5 and 6 confirm what the table shows: Initial and

output as occqrrgd during the Great Depression. But thﬁ al estimates of these variables can be quite different.
final estimate indicates that between those quarters, re T

.. N . 45-degree line, as they would be if the initial and final
; S.'rg.'l"?‘ély’ lbetW(reten 1961 and.1936, |nfla;[j|ol;1 es'['rn""tesestimel'[es were the sartt@hus, the researcher’s choice of
or individual quarters were revised upward by as much i cctimates to use does matter.

as 5.5 percentage points and downward by as much as 4.

percentage points. The absolute value of the difference bﬁ- Uncertainty

tween the initial estimate and the final estimate, on an an; third way to evaluate the importance of data revisions is

nlrjc?vlvt?]azlr?(’j vlv%s rgrocrgnigag 1§nﬁgﬁr?:g%§npo'ms for re show that revision error is significant compared to

9 Charts 3 a'n dp4 show%hapt) revisions can b'e verv lar forecast error for the key data series. That is, data revisions
Y 1a%%re important when the uncertainty about where the econ-

even for growth over a four-quarter horizon. These chart%my has been is a significant fraction of the uncertainty

show the difference between the final estimate of howabout where the economy is going.

?gﬂﬁh lzzerltle?umgrti c? c? datsg q[ﬁzasﬁirtgegs%\rﬁ;taegy g?rtt;]cgslar One simple way to predict either real growth or infla-
9 P . jon is to use only the past values of that particular vari-

%rlc;\gfrtlh rtf;l]teesret\tligito\évs r; r?c?&r?hjgite? E)eljrral?;r?erﬁrci?]dt(fe ble. A model that does that is calledigivariate autore-
Y. 9 q gression An example of this model is to predict quarterly

substantial. real growth using only the past two values of quarterly real
, growth:
[] Bias

A second way to evaluate the importance of data revisionfz)
is to test statistically whether the initial estimates of real

growth and inflation areinbiasedpredictors of the final whereX, is the growth rate of real output in quarte, is

estimates in any particular period. This means to ask, Ar?he forecast error in the model, and againd'®are co-
the initial estimates neither too high nor too low on aver-oficients to be estimated.

8 i ' iSi : .
age? A systemalic error in the revision process would The uncertainty about economic forecasts of real output

gggﬂﬁ (:k)()&l?géog::s;(tjr;e ’Eslbclelgiri? ;t%iggfhﬁﬁg?chgm'Ceyngz' rowth can be measured by the estimated standard devia-
y pp n of €. In general, this forecast uncertainty is known to

the past. Such a bias would challenge most of the acaderye, ./ |arge. Based on an estimation of equation (2) for
ic evaluations of economic policy: researchers generallg

use final data, under the assumption that the decision uarterly real output with annualized data on one-quarter
Use initial or fi,nal data doesm't matter much al grovyth' from 1961 through 1996, the estimated stan-
Here | test whether the initially published one-. two- dard dewa‘glon of the forecas; error is 3.11 percent.
and four-quarter growth rates for real output and ,the dé- Uncertainty ab_out data revisions is nearly t-h atlarge. Ac-
: . cording to equation (2), the standard deviation of the re-
flator are on average neither too high nor too low com

ared to the final data. | run the following rearession: Vision error in annualized quarterly real growth (that is, the
P ' g reg " standard deviation of the final quarterly data minus the ini-

X =0p+ 0 X +a,X,+E



tial quarterly data) is 2.21 percent, or 71 percent of the
standard deviation of the one-quarter-ahead forecast error Y = réal output
in quarterly real growth. Thus, uncertainty about the size Y* = trend real output.
of the revision in quarterly growth between the time of the
initial estimate and the final estimate is a fairly large Taylor's study shows that this rule does an extraordi-
fraction of the uncertainty about one-quarter-ahead realarily good job of describing FOMC policy from 1987
growth!? through 1992 when the rule is given final estimates avail-
The standard deviations of the forecast error and the reable in 19932 But giving the Taylor rule initial estimates
vision error for inflation are both smaller than those foryields very different results.
real output growth. However, for inflation, the revision er-  Chart 7 shows how different these results are over the
ror is still a significant fraction of the one-quarter-aheadentire sample period (1961-98)Note that several times
forecast error. For inflation, the standard deviation of theduring this period, the difference between the federal funds
forecast error from the univariate autoregression model igate predictions based on initial and final data exceeds two
1.59 percent, while that of the revision error is 1.22 perpercentage points, and once it exceeds four percentage
cent. In terms of standard deviations, therefore, the revipoints. Since FOMC members often debate whether to aim
sion error is 77 percent of the one-quarter-ahead forecast raise or lower the federal funds rate just one-quarter of
error’® a percentage point, these differences are substantial.
Using initial data to construct the Taylor rule appears
49 be a more accurate technique than using final data. The

history of real growth and inflation in the United States,1can error between the Taylor rle's prediction and the

Data revisions can be large, and initial estimates of reaﬁmual federal funds rate is 83 percent larger when final

growth and inflation are not rational forecasts of final es'da;?e?ﬁrtﬁefgthi?cgmgrm:r'%gﬁtafﬁg'Jaﬁg t\;]aarf?nciga?f
timates. Now let's examine how these misperceptions Caﬂ]atalﬁ P 9 9

distort views about how economic policy is made. What does this difference mean for an analysis of the
One active area of research in macroeconomics has Y

been attempts to determine how economic conditions hay§ a1onship between economic conditions and policies
Let's look at a particular period. Recall the period of the

affected economic policymaking. For example, research(—)" price shocks, in the mid-1970s. We have seen that the

ers have analyzed how changes in real growth and inflg- S. economy’s downturn during that time was initiall
tion appear to have affected the federal funds rate targetqé' : y 9 o lally
ought to be much more severe than it is now believed

g{lé?:mmotﬂgt?:rgdpe?g?ygs gr?%ﬂ?r?e?é%?nﬁﬁti? (ieoslslré 0 have been. This difference between the initial and final
(Taylor 1993; Cochrane 1994; Christiano and Eichenbau ata has a big effect on the Taylor rule's estimate Of. hOW
e FOMC would have responded to economic conditions

1995; and Leeper, Sims, and Zha 1996). But evaluatin . .
i ! ! : : . from the third quarter of 1974 to the third quarter of 1975.
how the FOMC has actually determined economic polic 'Applied to that period and given the initial data, the Tay-

requires examining how the FOMC members have re; | i hat the federal fund d h
sponded to the data they had when they made their de> "' gre |((j:ts that the federal funds rate woulc avﬁ
cisions, not to the final data they did not have. As obviou _eeln dre ucr(]e 5'9| perclentagée_ points. dHovyeverf, gl\I/ent e
as that may seem, few, if any, researchers take it into ag data, the Taylor rule predicts a reduction of only 1.9
count ' ’ ’ percentage points.

Let's see what difference the initial and final data can The FOMC actually did act to reduce the federal funds

: . : ) rate 5.8 percentage points between the third quarters of
make in policy analysis. Probably the best-known exam 74 and 1975. This should not be surprising because,

ple of how researchers have used economic data to stu ain, in that period, much of the data the FOMC had sug-

FOMC policy is Taylor’s (1993) model of economic poli- . ’
cy. This model is an attempt to describe the rule that th@€Sted that the economy was in a severe receSitow-
Sver, anyone using the Taylor rule and the final data to un-

FOMC has historically used when it has decided where t ,
aim the federal funds rate. The model is an equation thegerstand how the FOMC generally responds to economic

has become known as thaylor rule: conditions would be seriously misled.

Analyzing Economic Policies
So, data revisions can have a large effect on the perceiv

Concluding Remarks
(3) r=p+05+05p-2)+2 Initial views of economic activity at any particular time
can differ substantially from what will become the his-
torical views of that period. Consequently, anyone trying
r = the federal funds rate to understand recent economic history and the reaction of
policymakers must be careful about which data they use.
To have a good chance of understanding, they must use
not the final data, but the data available initially, when the

where

p = the rate of inflation over
the preceding four quarters

y = the percentage deviation of real output policy decisions were actually made.
from a target. Note: | do not mean to be critical of the data collection
and processing efforts of the BEA or of the policymaking
That is, efforts of the FOMC. Both institutions do the best they
can, given the available information. Naturally, more infor-
(4 y=100( - Y)Y mation about the economy becomes available over time.

The members of the FOMC cannot know exactly how da-

where ta will later be revised, so they must form policy based on



the best information avallqble _Whe_n decisions must be 13As with the data for real growth, these results show little sensitivity to the lag
made. My message here is primarily to research econength of the regression.

mists: Don’t assume that po|icymakers’ foresight about 14Nei§her Taylor nor | assume that FOMC members actually use the Taylor rule
data revisions is 20/20 to determine policy. FOMC members use a wide range of information on many more

economic variables than those included in Taylor’s simple equation.

BHere the final and initial data were estimated to have different trend rates of real
output growth.

16Researchers who believe that reaction functions, such as the Taylor rule, describe
FOMC policy often estimate those functions. To correctly estimate a reaction function
*Also, Adjunct Professor of Finance, University of Minnesota. with initial data, researchers need to reestimate it for every period, using only the data
IMankiw and Shapiro (1986) and Young (1987, 1993) examine the statistical propthat were available in that period. | don't do that here because | am merely illustrating
erties of data revisions over much shorter periods than I discuss. None of that work ethe differences between using initial and final data in the reaction function that Taylor
amines the effect that data revisions can have on the understanding of economic cofstimated.
ditions and policymaking. Even though FOMC members do not have final data when they make their de-
2The GDP series measures output by domestic workers in the United States. Théisions, they clearly understand that initial data are noisy. Therefore, they use data from
GNPseries measures the output of domestically owned factors of production, including@ny sources to estimate the ways in which initial data will be revised in the months
production abroad. to come. However, FOMC members cannot know how comprehensive revisions will
3For data through the third quarter of 1991, | use GNP; for data starting in theeventually affect initial data. Economists who don't acknowledge that will surely mis-

fourth quarter of 1991, | use GDP; and starting with the fourth quarter 1995 data, Iunderstand how the FOMC made its decisions based on available data.
switch to real GDP measured with a chain-weighted deflator.

“For example, both real growth and nominal growth in GNP (which takes into ac-
count both real growth and inflation) are predicted by the Federal Reserve Board in th
chair’s twice-annual testimony to Congress, mandated by the Humphrey-Hawkins Acﬁefe rences
(the Full Employment and Balanced Growth Act of 1978).
5The implicit price deflator did not consistently appear in $wevey of Current
Businessn the earliest years of my data sample. Therefore, to obtain the maximum
sample for this study, | collected data on the initial estimates of the past five levels of
nominal GNP (GDP) and real GNP (GDP) and used them to compute the deflator.

SFor example, in the last 15 years, the BEA has changed the way it measures goghristiano, Lawrence J., and Eichenbaum, Martin. 1995. Liquidity effects, monetary
ernment investment, residential investment, and retirement funds for the military. policy, and the business cycliournal of Money, Credit, and Bankirg7 (No-
"Revisions are not necessarily improvements in the data. Conceptual problemsin ~ vember, Part 1): 1113-36.

measuring real output, for example, can cause potentially serious measurement praBochrane, John H. 1994. Shockzarnegie-Rochester Conference Series on Public
lems for data in the remote past, when a then-recent base year was used for prices. Policy 41 (December): 295—364.

8This issue was originally discussed by Mankiw, Runkle, and Shapiro (1984) ancHansen, Lars Peter. 1982. Large sample properties of generalized method of moments
Mankiw gqq Shap_iro (1986). The latter study, using data from 1975 to 1982, examines estimatorsEconometrica50 (July): 1029-54.
Whether initial estimates O.f GNP 9“’?”‘“ were un_t)la}sed forecasts Of_ revised eSt'matqflansen, Lars Peter, and Hodrick, Robert J. 1980. Forward exchange rates as optimal
and finds that they were. Since Mankiw and Shapiro’s study was published, many econ- predictors of future spot rates: An econometric analylsrnal of Political
omists have assumed that its results justify using final data for policy analysis. The dif- Economyg8 (October): 82953,
ference between Mankiw and Shapiro’s results and mine are likely due to the fact that ) .
my sample is more than four times longer than theirs. In addition, the data in my stud);'andef'_elq' J. Steven, and Parker, Robert P. 1995. Preview of ,the comprehensive re-
are subject to many more comprehensive (benchmark) revisions and changes in def-  vision of the national income and product accounts: BEAS new featured mea-
initions and classifications than are those in the Mankiw and Shapiro study. Thereisno ~ Sures of output and priceSurvey of Current Busineg$ (July): 31-38. Bureau
reason to assume that the initial estimates actually are unbiased forecasts of the final ~ ©f Economic Analysis, U.S. Department of Commerce.
revised data. But even if they are not, using final data to understand how policymakerseeper, Eric M.; Sims, Christopher A.; and Zha, Tao. 1996. What does monetary pol-

perceived economic conditions at the time of initial data releases can be misleading. icy do?Brookings Papers on Economic Activy 1-63.
9For a discussion of generalized method-of-moments estimation, see Hansen 198dankiw, N. Gregory.; Runkle, David E.; and Shapiro, Matthew D. 1984. Are pre-
Note that the number of moving-average (MA) terms differs depending on the number ~ liminary announcements of the money stock rational forecastghal of Mon-

of quarters over which real growth and inflation are calculated. If, for each one-quarter etary Economicd4 (July): 15-27.
period, the initial growth or inflation estimate was a rational forecast of the final es-Mankiw, N. Gregory, and Shapiro, Matthew D. 1986. News or noise: An analysis of

timate and all revisions were independent by quarter, then the error term in the regres- GNP revisionsSurvey of Current Busine§6 (May): 20—25. Bureau of Eco-
sion would be MA( - 1), wherel is the number of quarters over which growth or in- nomic Analysis, U.S. Department of Commerce.

flation is computed (Hansen and Hodrick 1980). Parker, Robert P. 1991a. A preview of the comprehensive revision of the national in-
190t course, if these biases in the initial data could have been predicted when the come and product accounts: Definitional and classificational cheBgesy of

initial data were released, then policymakers could have taken the biases into account  Current Businesg1 (September): 23—31. Bureau of Economic Analysis, U.S.

when making their decisions. However, it is highly unlikely that policymakers can ac- Department of Commerce.

curately estimate the changes that will be made in comprehensive revisions released .1991b. A preview of the comprehensive revision of the national income

manlylyears later. and product accounts: New and redesigned taBlesvey of Current Business
The correlation between the one-quarter initial and final growth rates is 0.79 for 71 (October): 20—28. Bureau of Economic Analysis, U.S. Department of Com-
real output and 0.90 for the deflator. Data from the first quarter of 1961 to the fourth merce.

quar;tgr of 1996 were used in these computations and in the charts. Taylor, John B. 1993. Discretion versus policy rules in pract@anegie-Rochester
The standard deviation of the one-quarter-ahead forecast error for real growth Conference Series on Public Polig9 (December): 195-214.

reported here comes from using two lags of growth in the forecasting regression. Th?heil Henri. 1971Principles of econometricéew York: Wiley.

results show little sensitivity to the lag length of the regression. ’ ) . o ’ )

There are two problems with calling the standard deviation of the residuals fromY0Ung, Allan H. 1987. Evaluation of the GNP estima®srvey of Current Business
this model a true measure of the uncertainty in predicting real growth. One problemis 8/ (August): 18—42. Bureau of Economic Analysis, U.S. Department of Com-
that the data used for this model are all final revised growth rates—data not available ~ Merce:
to forecasters when they are trying to make predictions. The other problem is that the . 1993. Reliability and accuracy of the quarterly estimates oSBDRRY
residuals from this model are all in-sample forecasts. However, this is how time series ~ of Current Businesg3 (October): 29—43. Bureau of Economic Analysis, U.S.
analysis of forecast uncertainty is actually done. Department of Commerce.



Testing Initial Data Estimates for Bias

Based on Annualized Growth Rates
Over One, Two, and Four Quarters,1961-96*

i Coefficient Value No. of
Horizon (and Standard Error) Moving
) . (No. of Average
Variable Equation  Quarters) a, a, Terms X; for Nullt
Real Growth 1) 1 .0092 7358 0 16.29**
(.0026) (.0665)
(2) 2 .0076 7685 1 16.95**
(.0022) (.0563)
3) 4 .0066 7947 3 19.07**
(.0018) (.0473)
Deflator Growth (4) 1 .0083 9242 0 38.47%*
(.0020) (.0505)
(5) 2 .0071 9382 1 33.16**
(.0018) (.0420)
(6) 4 .0058 .9588 3 20.48**
(.0021) (.0502)

*The number of observations in the data sample is 144 for both variables.

TNull hypothesis = Initial estimates are unbiased predictors of final estimates.
**Chi-square test statistic is significant at the 1 percent level.

Source of basic data: U.S Department of Commerce,
Bureau of Economic Analysis




Charts 1-4
How Much U.S Data Estimates Change

Differences Between Initial and Final Estimates of Annualized Growth
in Real Output and the Price Deflator, 1961-96*

Charts 1-2  Revisions in One-Quarter Growth Rates
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Chart2  Price Deflator
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*Qutput = Gross national product from 1st quarter 1961 through 3rd quarter 1991;
gross domestic product from 4th quarter 1991 though 4th quarter 1996
Deflator= The measure appropriate for the current output measure.

Source: U.S Department of Commerce, Bureau of Economic Analysis




Charts 3-4  Revisions in Four-Quarter Growth Rates
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Charts 5-6

Initial vs. Final Estimates of Quarterly Growth
Annualized Growth Rates, 1961-96

Chart5 Real Output

Final %
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Chart6  Price Deflator
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Source: U.S Department of Commerce, Bureau of Economic Analysis
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Chart7
A Demonstration That Data Revisions Matter

Federal Funds Rate, Actual and Predicted by Taylor Rule
Using Initial and Final Data Estimates, Quarterly 1961-96

%

20

Initial Estimate Final Estimate

Actual Rate

7

| | | | | | | |
1961 1965 1970 1975 1980 1985 1990 1995

Sources: U.S. Department of Commerce, Bureau of Economic Analysis;
Board of Governors of the Federal Reserver System




