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ABSTRACT

We test the hypothesis that forecasts by participants in a stark
experimental setting are the same as the rational expectation. At least for
a process as sinple as a random walk, relatively sophisticated as well as
relatively unsophisticated participants’ forecasts can be characterized as
consistent with rational expectations. We find no support £for the
proposition that one-step-ahead forecasts are predictably wrong and
substantial support for the converse proposition. The variance of forecast
errors, though, is greater than for the rational expectation. Some
participants have differences between two-step-ahead and one-step-ahead
forecasts that are statistically significant, but the direction of bias is
not systematic across individuals.
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Some type of expectation lies at the base of every dynamic
model in economics, and the rational-expectation approach
eases the problem of the specification of expectations,
despite the lack of any empirical justification. (Cyert an
DeGroot 1987, p. x).

I. INTRCDUCTION

While rational expectations has been the usual way of specifying
expectations for some time, it still is not well supported in terms of
evidence consistent with tighter definitions of rational expectations.
There are at least three alternative ways of viewing rational expectations.
One of them is in terms of the informal definition given by Grossman (1980,
p. 10) that rational expectations is the proposition "that private economic
agents gather and use information efficiently." While this proposition
arguably 1is the basis of rational expectations’ popularity, it_algo is
sufficiently vague as to be generally untestable and sufficiently broad that
it excludes only purposeful mis-forecasting contrary to the égent’s
interest. Muth provided another definition in the context of firm’s
forecasting: "expectations of firms (or more generally, the subjective
prebability distribution of outcomes) tend to be distributed, for the‘same
inﬁoﬁmation set, about the prediction of the theory (or the ‘objective’
probability distribution of outcomes)." (Parentheses in original. HMuth
1961, p. 316). Naturally, this tighter definition can be considered a
possible implication of the first: a sufficiently rich informati;n set can
(but need not) ‘make it possible for agents’ forecasts to approximate the
conditional mathematical expectation. With such an information set, agents
may behave as if the objective and subjective parameters which characterize
the environment are exactly the same, a more precise statement of the

hypothesis of rational expectations which was first made by Lucas and
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Prescott (1971). This last definition of rational expectations, equal
objective and subjective parameters characterizing the environment, is the

one which we test in this paper and what we mean by the term "rationa

oot

expectations” in the rest of this paper.

Substantial evidence has accumulated which is inconsistent with
rational expectations. For example, Caskey (1985) finds that a Bavesian
learning mechanism is necessary to adequately characterize the Livingston
data on price expectations. This analysis and many others such as
Zarnowitz’s (1985) find evidence inconsistent with the hypothesis. The
findings inevitably are somewhat tenuous. Is rational eXpéctations wrong,
did the economy change, did knowledge of the economy'’s structure change, or
did both the economy and knowledge of it change?! This quandary highlights a
major problem with many ~examinations of the rational-expectations
hypothesis.

For any model, there is no clear distinction between rejection of
the model or rejection of rational expectations. This problem is not unique
to ratiomal expectations. If the estimated demand function for a normal
_good indicates that households will buy more when the price is higher, is it
demand theory or the maintained hypotheses of the estimated egquation that
are inconsistent with the data?

Just as for demand theory, controlled experiments can be used to

2

sort out hypotheses concerning rational expectations. There have been some

experiments which involve forecasts of stochastic variables by participants

1 Webb (1987) surveys the problems with non-experimental tests of rational
expectations.

2 Battalio, Dwyer, and Kagel (1987) examine demand theory and related
propositions using data from controlled experiments.



in experiments and comparison of the forecasts with the outcomes. The
results of these experiments generaily are interpreted as inconsistent with
rational expectations and consistent with adaptive expectations (Schmalensee
1976 Garney 1982; Williams 1987; Bolle 1988; Smith, Suchanek and
Williams 1988). While these results are not universal (Mason 1987; Daniels
and Plott 1988), at best rational expectations does not find much support,
and a stronger conclusion of inconsistency between rational expectations and
the experimental results might well seem warranted. Nonetheless, the asset-
market egperiments presented by, among others, Forsythe, Palfrey and Plott
(19825, Plott and Sunder (1982), and Smith, Suchanek and Williams (1988)
indicate that experimental assetkmarkets converge to rational expectations
equilibria. This contrast is puzzling. In recent work (Daniels and Plott
1988; Williams 1987; Smith, Suchanek and Williams 1988), participants
simultaneously learn a market environment and make forecasts which, if acted
on, influence the market outcomes. Characterizing the outcome of this
learning process with endogenous prices is a complex’problem (Jordan 1985;
Lucas 1986, pp. S411-16; Cyert and DeGroot 1987, Ch. 13). Wevlessen the
complexity by removing this complication from the scene: agents forecast
data which we generate using a data generating mechanism known to us and.

exogenous to the participants.’? This does mean though that we do not test

Removing these initial tests from a market setting also gives us greater
lexibility-in determining the earnings function than we would have
otherwise. The greater flexibility arises because there need be no worry
about a trade-cff of possible manipulation and saliency relative to the
payment earned in market trading. That is, if the payment received for
forecasts is too large relative earnings from the market, there is an
incentive to alter the market outcome to equal the forecast.

3
£



the predictions of the relevant economic theory" (Muth 1961, p. 316).°
The purpose of this paper is to test the hypothesis that

participants’ forecasts are the same as rational expectations in some

83

experiments with a stark (and therefore easily understood by observers)
environment. In the next section, we describe the experimental environment.
Because we generate the data to be forecast, we know the underlying
distribution. This leads to substantial differences between our tests and
those commonly available. For example, becéuse we know the mechanism used
to generate the data to be forecast each period, we can directly compare the
participants’ forecasts to the forecasts implied by rational expectations.
In Section III, we discuss the tests and present the results. In this
section, we use statistical significance to determine inconsistency between
the forecasts and rational expectations. 1In séction IV, we examine the
relationship between earnings and the moments of the distribution of the
forecast errors and the consistency of the overall results with rational
expectations. In section V, we explore some simple aspects of
characteristics of the adjustment of forecasts to the distribution implied
by data observed by the participants. The final section is a brief

conclusion.

II. THE EXPERIMENTAL DESIGN AND PROCEDURES
In this section, we present the data to be forecast by the
participarits, the incentive system, the information structure of the

problem, and a general description of the participants themselves. The

4  Examination of this related hypothesis is appropriate for later
experiments if the simpler hypothesis is not rejected in the experiments
without these complications.
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overall setup is designed to give the hypothesis of rational expectations a
clean test independent of ancillary complications. To accomplish this, the
data series chosen 1is filtered to be characteristic of the population;
participants do not have any simultaneous activity such as participating in
a market and their only source of earningé in the experiment is forecasting;
and participants are given enough information that an econometrician
plausibly could identify the linear stochastic process generating the data.
In addition, the setup is designed to provide a base for further analysis if
rational expectations is generally inconsistent with the forecasts.
Important components of the experimental design largely motivated by this
objective are initial forecasts made by the participants and forecasts one-

step and two-steps ahead.

A. The Data To Be Forecast

The basic data to be forecast are a random walk with increments
built from quasi-random numbers from a linear congruential generater.® These
numbers are then transformed into a discrete approximatioﬁ of a normal
distribution with 1l mass points. The probabilities on left side of the
distribution and the probability of the peak are

.01 .02 .05 .12 .19 .22.
The right side of the distribution is the mirror image of the left side.
The value of the random variable associated with the mode is 0 and the value

associated with each mass point changes by .05 as one moves away from the

5 Knuth (1981, Ch. 3) provides a clear and concise discussion of quasi-
random number generators.
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and a one percent chance of drawing a value of -.25. By symmetry, there is
a 19 percent chance of drawing a value of .05 and a one percent chance of
drawing a value of .25. This distribution is sufficiently simple that, if
the hypothesis of rational ekpectations is inconsistent with the forecasts,
it is possible to use an urn with draws from a known distribution to show
participants the distribution in a concrete way.

The theoretical probability distribution function for the 100
observations generated and the empirical one are presented in Figure 1. The
agreement is close, with a Pearson chi-square goodness-of-fit test statistic
of 10.342 with 10 degrees of freedom, which has a marginal significance
level of 41.1 percent. The numbers also appear to be serially uncorrelated,
with a Box-Pierce chi-square test statistic of 4.121 with 10 degrees of
freedom at the 10th lag. TFor the 100 observations, the largest serial
correlation coefficient is -.133 for the fifth lag. This serial correlation
coefficient has a standard error of 0.10. A runs test has & marginal
significance level of 36.8 percent.®

The series which we use is a random walk generated by these
innovations. The initial value of the variable to be forecast, simply
called an "event", is 5.00. The evolution of the event is determined by the
sequence of numbers drawn from the approximate normal distribution.
Permitted forecasts varied by as little as 0.01. The evolution of the

random walk is shown in Figure 2. Participants make forecasts during two

6 We also ran the same tests for the first 70 observations, which is the
set of data available to the participants when they begin the second
forecasting interval (explained below). The results of all of these tests
are consistent with the theoretical distribution function and a lack of
serial correlation.
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intervals in the evolution of the series: the two periods denoted "first

interval® and "second interval" in Figure 2.

B. The Incentive System

The payment rule, which declines linearly from the peak to zero, is

(1) payment = max ($.25 - je|, 0)

where je| 1s the absolute value of the forecast error.” The only exception
is the first interval with the first set of participants in which the
payment rule has a base of $.50 instead of $.25.% In the second interval,
the payment rule is the same for all participants. Notice that the largest
magnitude of an actual possible change in a single period is .25 with the
proebability distribution function used.

With this (or any other) payment rule and the distribution of
events to be forecast, we can calculate the expected value of participants’
earnings relative to the expected value based on an unbiased forecast. For
example, suppose that a participant has a biased expectation in which the
forecast is always off by .05, .10, .15, etc. Based on the population
distribution, the ratio of expected earnings for these biased forecasts
relative to earnings from unbiased forecasts is given in Table 1. As the

numbers in Table 1 indicate, a payment rule that was not truncated at zero

7 Losses are excluded because evidence from various experiments indicates
that crossing zero often introduces discontinuities in responses. 1In
addition, losses would complicate the experimental design by making negative
balances and bankruptcy possible.

8 Not surprisingly, this higher base increases earnings substantially.
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would be little different than one without truncation unless the forecasts
are biased by .20 or more. Because of the symmetry of the whole problen,
the cost of being too high by .05 is the same as the cost of being too low
by .05. Because of the built-in peakedness of the distribution function,

the cost of being off by a little is relatively small.

C. The Information Structure

The participants make the forecasts seated at computer terminals.
All of the experiments are conducted at Indiana University on the PLATO
computer network using procedures developed by Mason (1987).° The computer
collects forecasts and displays actual and forecasted events, forecast
errors, and earnings to date. Each participant makes a series of one-step-
ahead and two-step-ahead forecasts of the event at two different intervals
in the evolution cof the 100 values of the series. The first interval is for
the 20 observations at the start of the series. The participants are given
the value of the event in period 0, 5.00, and forecast the values in periods
1 and 2. They have no information about the series other than this initial
value and what 1s suggested by the instructions. After they forecast these
values, the participants then are told the actual value in period 1. They
then forecast the values for periods 2 and 3. This sequential forecasting
and revelation ¢f the value in a period continues for a total of 20 periods.
The participants then are given a handout revealing the mnext 50 events. The
second Interval then begins, in which the participants sequentially forecast

for 30 observations with an actual value revealed each period. 1In all,

9 Copies of the instructions and the screens available to participants are
in an appendix available on request.
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participants make forecasts for a total of 50 observations on the random
walk.

In each of the two forecasting intervals, participants have some
information readily available. A table with the sequence of the levels of
the events through the current period as well as the sequence of the
participant’s one-step-ahead and two-step-ahead forecasts is on the terminal
screen. Graphs of the level of the events and the participant’s forecast
errors also are available by single-keystroke requests.

Because;the information available to participants is quite
different in the first and second intervals, we observe the participants at
two quite different points in their forecasting. In the first interval,
participants have relatively little information. They have one observation
on the event before making the first forecast and only 20 observations at
the end of this interval. The primary value of these data for this paper is
to provide information on relatively uninformed forecasting if the
hypothesis of rational expectations is rejected. At the start of the second
interval, the participants have 70 observations on the event, which would be
ennough to do a statistical analysis on the data using standard econometric
procedures and reach what generally would be regarded as moderately reliable
results. Such an analysis, with the usual procedure of setting estimated
statistically-insignificant coefficients to zero, would result in the
conclusion that the series is a random walk.!®

The participants are told little about the process generating the

events. Before beginning to forecast, among other things, instructions on

10 In an experiment with graduate students, the two forecasting intervals
were run on separate days. One graduate student put the 70 observations
then available up on a computer, ran Box-Jenkins procedures and some simple
regressions, and concluded that the series was a random walk.
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the terminal indicate that "[yJour task is to forecast the event that will
occur 1in the mnext periods, based on the information available in the current
period.” At a later point, the instructions indicate that "[Dluring the
experiment you will be asked to use this information {a table with the
events and one-step-ahead and two-step-ahead forecasts to date] to forecast
what the event will be in the next TWO periods."” These statements are the
extent of the information prévided about the process generating the events
beyond the to-date sequence of values and forecast errors themselves.

The participants are permitted to take as long as they wish. There
is ne interaction between participants and there is no reason to force
simultaneous choices. The total time taken for the first and second
intervals is about 3 hours.

There are some important differences between these forecasts and
survey data or data on expectations embedded in a maintained model. We know
the rational expectation (in the strict sense of equal moments of objective
and subjective distributions) of the event each period. In every period,
the rational expectation for an event generated by a random walk simply is
the event in the previous period. Because we know the rational expectation,
we can compare the forecasts given by the participants to the rational
expectation. It is hard to ask participants to do better than a participant
maximizing the expected payment based on the exact linear process generating
the data.!! 1In addition, if the one-step-ahead forecast errors are

substantially predictable, then the forecasts for the first uninformed

11 If the participants knew the exact nonlinear process generating the data
and the seed, there will be no errors. After all, these are quasi-random
namely deterministic, chaotic) numbers.
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interval dand the two-step-ahead forecasts are likely to be informative about

why the hypothesis is rejected.

D. Participants

A1l of the participanté are students at Indiana University. The
participants denoted "sg" are graduate students with formal training in
econometrics. We began with a relatively sophisticated set of participants
because, based on prior work, we would not have been surprised if other
participants, 1if not these, generally forecasted in ways clearly
inconsistent with rational expectations. The participants denoted "su" are
scphemore, junior, and senior undergraduate students. We call these
participants the "intermediate participants" in the rest of the paper. The
participants denoted "sp" are students in a Freshman Honors section of
Introductory Microeconcmics who have not taken any college-level statistics
courses. We call these participants the "inexperienced participants" in the

rest of the paper.

THE INFORMED FORECASTS

et
-
oot

In this section, we focus on the one-step-ahead forecasts after the
participants have seen 70 values of the event, a point at which the
participants can be regarded as possibly informed about the underlying
stochastic process generating the data. The first thing we do is show that
the usual way of analyzing the forecasts is wrong for forecasts of a random
walk. After this, we analyze the data for the last 30 periods in a way that
generates reliable statistical results. Finally, we examine the two-step-

ahead forecasts for deviations from rational expectations.



A. The Usual Test for Unbiasedness Is Biased

It is almost natural to run regressions such as

(2) Yern = & * By pFon s e
where y ., is the actual outcome in period t+l, .f , . is the value forecasted
in period t for period t+l by participant i, €,41 ; 1s the residual in period

t+l for participant i, and o, and B, are paraméters to be estimated. If

expectations are rational, ;=0 and g,=1 in (2). 1In addition,

3 Bepyr,s =0, Eeppy i 00 =0, t#s.

The ordinary-least-squares estimates of B for each participant in the second
forecasting interval are summarized in Figure 3. All but 4 of the 39
estimated slope ccefficients are less than one, which suggests a systematic
factor producing an estimated coefficient less than one. The force of this
observation is not negated by the failure to reject the hypothesis that the
constant equals zero and the slope coefficient equals one for all but two of
the 39 participants. Suppose that the true slope coefficients are all one
and the probability of an estimated coefficient greater or less than one is
one half. The joint probability of 35 or more estimated coefficients less
than one out of 39 is about 1.7 x 1075 percent. On the other hand, even for
the rational expectation forecasts, the estimated coefficient is .928, which
is not far from many of the other estimated coefficients. Is the rational
expectation of this series inconsistent with rational expectations or is it

a peculiarity of the sequence of events in our sample?
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If the forecasts are rational expectations of a randem walk, the
ordinary least squares estimator is biased downward. Under the null

nypothesis of rational expectations, . f

+fivy =Y, (where the subscript r denctes

the rational expectation) and equation (3) is

(4) Yerr = @ *BY, o€ -

Equation (4) is the first-order autoregressive representation for a random
walk., As Fuller (1976, pp. 366-70) shows, the implications for the
ordinary least squares estimator of B are hardly appealing. With a true
vaiue of B, equal to 1, the estimator’s distribution is skewed to the left
and, for sample sizes typical in experiments, this.skewness is large.'? With
25 observations, there is a 10 percent probability of an estimated
coefficient of 0.592 or less, and there is a 90 percent probability of an
estimated coefficient of 0.972 or less. There is only a 5 percent
probability of an estimated coefficient of 1.0004 or more. Rejection of the
hypothesis of rational expectations based on these test statistics is of no

value.

B. Do The Forecasts Have the Same Distribution as the Data?
Despite the impossibility of using equation (2) for generating the

usual test statistics, a different and in some ways more appealing procedure

12 The pertinent results of the Monte Carlo study by Dickey (1976) are
presented in Fuller (1976, p. 371-73).

13 It might seem that simply adjusting for bias would solve the problem.
The usual estimated test statistics do not, however, have the usual
distributions.



is open to us. We systematically test whether: 1. the moments of the
distribution of the forecasts are the same as the moments of the
distribution of the rational-expectations forecasts; and 2. the
participants’ forecasts are related to the information set in the same way
that the rational expectation is related to the information available. In
this section, we use statistical significance as the metric tc determine
whether the forecasts are different than the forecasts from a random walk.
The Tests

The first implications for the distribution of the forecasts
concern the existence of unit roots. If expectations are rational, there

4

should be a unit root in the forecasts.?! Assume that the forecast is the

same as the rational expectation, that is,

(5) tft+l,i =Y

for participant i. We know that the difference equation characterizing the
events has a unit root because the events are a random walk and a random
walk is a special case of a difference equation with a unit root. If (5) is

correct, then the forecasts should have a unit root as well. Iif the

14 A unit root can be defined the following way. Assume that a series has
representation such as
[l—v(L)jxt = €

t

where x is.the data series and v(L) is a polynomial in the lag operator.
This always can be rewritten as

(L-y ) [1-y*(L) %, = €,

where vy, is a root of the polynomial in the lag operator. A test for a unit
root is a test whether there is a root vy, which equals unity.
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forecasts do not have a unit root, then the distribution of the forecasts
has a constant long-run mean even though the distribution of the events does
net revert te a constant mean. Clearly, this would be a dramatic
inconsistency between the distribution of the outcomes (the events} and the
forecasts.

The existence of a unit root in the forecasts is necessary but not
¥
sufficient to rule out the existence of unit roots in the forecast errors.?’

If expectations are rational, then the forecast error eﬂﬁl in period t+l is

. £ _ 3 - } -
(6) i = Yerr " el = Ve - Yo = €par-

By comnstruction, € is a serially uncorrelated series with a constant
variance and an approximate normal distribution. A unit root in the
forecast errors would indicate that the distribution of the forecast errors
has a random walk component which has no counterpart in the innovations in
the events being forecast. This would indicate an egregious inconsistency
between the objective and subjective distributions of the events. If this
and the prior test is passed, then further tests are of interest.

The approximate normality of the innovations in the events and the
stationarity of the forecast errors mean that we can use standard
statistical tests on the moments of the forecast errors. Because the
distribution of the innovations is approximately normal, we examine the
first two moments. First we test the hypothesis that the wvariance of the

forecast errors for each participant is the same as the variance of the

5 In terminology due to Granger, the actual values and the forecasts may
not be cointegrated (Engle and Granger 1987).
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forecast errors implied by the objective distribution. This implication
obviously follows from (6). Then we test whether the means of the forecast

errors arve the same.'®

Last but not least, we examine the response of changes in forecasts
to past forecdsts, forecast errors, and events. More precisely, given a
unit root in forecasts and the lack of one in forecast errors, we test
whether the error correction mechanism that characterizes the change in
forecasts is the same as the one implied by rational expectations.!’ The

general form of such an equation is
7 Sy = a+ byt )+ e (WA + e WAy, + myy 5,

where cj(L)=Ecj£IF is a polynomial in the lag operator, j=1,2, with summation
over k and Mesn s is the error term.

Tests based on this regression are likely to be more powerful than
the usual regression of forecast errors on readily-available information
because this error correction regression is closely related to a regression of
the participant’s forecast errors minus the rational expectation forecast
error on the readily available-information. To see this, note that by

definition

16 We do the variance test first because the results could affect the test
tatistic used in the tests on means.

17 Hendry (1986) and Engle and Granger (1987) discuss error correction
mechanisms and their relationship to the unit root tests and cointegration.
We do not estimate a cointegrating regression between the events and the
forecasts. The tests for unit roots in the forecast errors are
cointegration tests with the cointegrating coefficient set equal to one
rather than estimated. As a result, the table in Fuller (1976, p. 373) is
the correct one for the cointegration tests, not the tables in Engle and
Granger (1987) or Engle and Yoo (1987) based on estimated linear
relationships of the cointegrated variables.
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£ _ B £

€ r1i = DVen A T ey
Substitution of this equation into (7), rearrangement, and use of Ay ., = €, .,
results in

_(efuﬂ,i - e = a+ (b-L(y- g ) e (A f e (Loay, o

1f the estimate of b in equation (7) is constrained to equal one, equation (7)
is a regression of the difference between the participant’s forecast error and
the rational-expectation forecast error on readily-available information. As
a result, the error term in (7) does mnot include the unpredictable part of the
event; it includes only the unpredictable part of the participant’s forecast
error over énd above that associated with the rational expectation of a random
walk. Both rational expectations and adaptive expectations are special cases
of the general error correction mechanism (7).

We examine the restrictions implied by rational expectations and
then consider the implications of adaptive expectations. If expectations are

rational, then eguation (5) implies

P
(2.8
——r

Befipy s =AY,

This equation characterizes the change in forecasts if expectations are
rational. Eguation (8) also can be used to determine the restrictions on (7)
necessary for (7) to be restricted to equal (8). With (8) substituted for the

changes in forecasts in the right-hand side of (7), equation (7) becomes
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(el
S

Atft+hi = a + bAy, + ¢, (L)Ay _, + c,(L)ay, + e, ,,
It iz obvious that Ay, appears in two different places on the right-hand side
of equation (9). One set of restrictions which makes the right-hand sides of

(8) and (9) the same is

(10) a=10, b=1, and ¢,

P 0 for all j and k.

In addition, equations (8) and (9) also are the same if

(11)

and ¢, = 0 for all j and k except ¢, ,.

In addition, any linear combination of these restrictions also is consistent
with equating the right-hand-sides of equations (8) and (9). This set of

restrictions is

a=20, b+ Cpy = 1

c.,, =0 for all j and k except c

ik 2,1°

The restrictions (10) and (11) are special cases of (12).
The error correction mechanism also can be consistent with adaptive
expectations. If

(13) a=0, b<l, and ¢, =C&k=0 for all j and k,

k
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then equation (7) is consistent with adaptive expectations. Because b is
restricted to an open interval bounded by 1, any test result consistent with
the first set of restrictions consistent with rational expectations (10)
almost surely is consistent with the restrictions implied by adaptive
expectations (13). Consistency with the more general restrictions for
rational expectations (12) though is not necessarily close to comsistency with
(10) or (13); therefore, the data can be consistent with rational
expectations (1Z) and not with adaptive expectations (13). As a result, it is
worthwhile to test the restrictions implied by adaptive expectations (13).

At this point, we will have tested equality of the moments of the
distribution of each participant’s forecast errors with the moments based on
the exact linear process generating the data. In addition, we will have
tested whether data available to the participants can be used to forecast
deviations of the forecasts from the rational expectation. In other words,
the usual regression tests are subsumed in the tests which we present. Ve
will have tested interesting additional hypotheses as well, in particular
whether the second moments of the distributions are the same.

The Test Results for One-step-ahead Forecasts
Based on Dickey and Fuller (1979), the hypothesis that the forecasts

have the unit root in the data can be tested with the results of the

regression

A .

(14) S =8, 6, ML AR O N

. - . . . .
where Atfmﬁ,i is the first difference of the expectation and v&fui‘;S the

participant’s forecast in the previous period. On the null hypothesis that
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the forecasts have a unit root, §, is zero.'® If the first-order difference
eguation that characterizes .the evoliution of tfbﬂ,i does not have a unit root,
then &, 1s negative and equal to the first-order autoregressive coefficient
minus one. The usual tabulated t-values do not apply because the ratic of the
ordinary least squares estimate of §, to its standard error does not have a t-
distribution. The values Iinstead can be compared to those presented in Fuller
(1976, p. 373). The appropriate t-ratio for rejecting the null hypothesis of
a unit root is about -2.63 at the 10 percent significance level, -3.00 at the
5 percent level, and -3.75 at the 1 percent level.

The test statistics for testing the null hypothesis that the
forecasts have unit roots are presented in Table 2. The hypothesis of a unit
root in the forecasts is not rejected for any of the participants.?® This
means that the time-series behavior of the forecasts is similar in this
respect to the time-series behavior of the variable being forecasted.

The null hypothesis that forecast errors have unit roots is the
converse of the hypothesis that forecasts have unit roots. Undexr the
maintained hypothesis of rational expectations, the forecasts have unit roots
and forecast errors do not. A unit root of the forecast errors would be &
gross violation of the hypothesis of rational expectations. The t-ratios for

testing the null hypothesis that the forecast errors have unit roots are

presented in Table 3. The appropriate t-ratios for rejecting the null

18 We do not impose a null hypothesis that the constant terms are zero in
the reported tests; we test the consistency of the mean values of the
forecasts and forecast errors with rational expectations below. In any
case, the conclusions are exactly the same with constant terms deleted.

19 The hypothesis of a second unit root is easily rejected at usual
significance levels.



hypotbesis of & unit root are the same as those for the previous table. For
each participant, the data are iﬁconsistent with the hypothesis that the
forecast errors have a unit root. In other words, the results of this test
alsoc are consistent with hypothesis that participants’ forecasts are the same
as the rational expectation.

Given that the forecast errors do not have a unit root, standard
statistical tests on the moments of the distribution of these errors are
valid.?® We first test the hypothesis that the variance of each participant’s
forecast error eguals the variance of the forecast errors using the rational
expectation. Table 4 presents the statistics for these tests.?' The
appropriate test, given the approximate normality of the underlying data, is a
chi-square test with degrees of freedom equal to the number of observations
less the one degree of freedom used to estimate the mean. We use a two-tailed
test because toc high a variance or too low a variance is inconsistent with
the hypothesis that the variance is the same as the variance based on the
rational expectation. It is possible for a participant to have a forecast
error variance less than the variance based on the rational expectation for a
finite period, even though it is hard to see how this can be done

systematically.?? FEven at the 25 percent marginal significance level, none of

20 For a discussion of the tests used and the relevant references, see
Mood, Graybill, and Boes (1974) and Kendall and Stuart (1961).

21 In this table and later in the paper, we always discuss the magnitude of
the second moment in terms of the standard deviation because the standard
deviation is in terms of the units of the data being forecast rather than
their square and therefore is simpler to relate to the magnitude of the
events.

22 Of the 39 participants in our sample, one has a variance that is almost

statistically significantly smaller than the variance based on the rational
expectation.
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the wvariances of forecast errors for the graduate students fails to be
consistent with the variance based on the rational expectation. One of the 10
variances for.intermediate participants is too large at the 5 percent marginal
significance level. At the 10 percent marginal significance level, 5 of the
20 inexperienced participants have variances that are too large and 1 has a
variance that is too small. At the more stringent 5 percent marginal
significance level, 1 of the 20 variances for the inexperienced participants
is toc large to be consistent with the hypothesis that the variance equals the
variance based on the ratiomal expectation.

It is worthwhile to compare these variances to a less stringent
standard than the variance of forecast errors based on the randem walk. One
standard would be fixed-length autoregressions updated with the addition of
each new observation to the data set. For these observations, the standard
deviation of the forecast errors is 0.100 based on a 5th-order autoregression
updated before each férecast and 0.102 based on a 10th-order autoregression
similarly updated.?® These standard deviations can be compared to the
standard deviations in Table 4 for each of the participants. A more concise
comparison 1is possible with the standard deviations for the groups of
participants in Table 5, which range from 0.102 for the graduate participants
te 0.112 for the intermediate participants. The standard deviations for the
autoregressions are virtually the same as the standard deviation for the
graduate participants and less than the standard deviations for the other

participants.

23 It is not surprising that these forecast-error variances are larger than
from the random walk: forecasts based on equations with nonzero estimates
of coefficients that really are zero are inefficient.
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In addition to these tests for equality of each variance to the

ty

rational-expectation variance, we can perform standard tests for equality o
the participants’ variances to each other and then test whether the overall
variance is the same as the one implied by rational expectations. The results

<

of such tests within each group of participants are presented in Table 5. n

el

order to keep degrees of freedom and therefore power the same in the tests,
the data for the two groups of 10 inexperienced participants are used in
separate tests. The first test in Table 5 is a test whether the variances of
the participants’ forecast errors are the same. This hypothesis cannct be
rejected at even the 40 percent marginal significance level for any of the
groups of participants. The second test is a test whether the overall
variances are the same as the variance for the rational expectation. At the 1
percent marginal significance level, this hypothesis is rejected for the
groups other than the graduate participants. On the basis of these and the
prior tests on the variances, we conclude that there is evidence that the
participants with less experience have excess variance of the forecast errors
relative to forecasting with a random walk. Later, we examine the impact of
this excess variance on earnings.

This apparent excess variance of forecast errors is not inconsistent
with the hypothesis that the forecasts are unbiased. This can be seen from
the test statistics in Tables 6 and 7. At the 5 percent marginal significance
level, only the mean forecast errors for two inexperienced participants are

different than the rational-expectation mean forecast error.?* For none of

24 The statistics are based on the rational expectation standard deviation,

ich is less than the subject’s actual standard deviation for each of the
participants except sp4, sp8, and spl3. The standard deviations are
trivially less for sp4 and sp8. With these three exceptions, this test is
more stringent than using the participants’ actual standard deviations of
the forecast errors.
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the groups can the hypothesis that the mean forecast error is the same across
participants be rejected. In‘addition, three of the four normaily«éistributed
test statistics for testing the null hypothesis that the group mean forecast
error equals the rational-expectation mean are less than 1.0 in absoclute
value. For the first group of inexperieneed participants, the statistic for
testing the hypothesis that the group mean forecast error equals the rational-
expectation mean is 1.93. This statistic can be contrasted with the statistic
for the other group of inexperienced participants, which is -0.29, the
smallest in magnitude for any of the four groups. We conclude that there is
no evidence of bias in the forecast errors for any of these groups.

Taken together, these results suggest that, in general, any excess
variance of forecast errors is stochastic and not simply a constant added to
or subtracted from the forecasts. This excess variance may reflect an
unpredictable element added to the forecasts for whatever reason.
Alternatively, the excess variance of the forecast errors may be a systematic
response to past forecast errors and events which introduces predictable
errors into the forecasts. The error correction mechanism provides a means of
examining this issue.

Table 8 presents the test statistics for testing whether a general
error correction mechanism can be reduced to either one consistent with

rational expectations or adaptive expectations. The most general error
P

O

orrection mechanism estimated has a constant, two lags of the change in the
orecast and two lags of the change in the event. The first column in Table 8
presents the F-ratio for testing the hypothesis that the estimated
coefficients which are superfluous according to the rational expectations

hypothesis are zero. The four coefficients which are set to zero are the



constant term, the two coefficients of lagged changes in forecasts, and the
coefficient of the second lag of changes in the event. This set of

restrictions is rejected at the 5 percent marginal significance level for tw

O

T

of the 39 participants. We conclude that these restrictions are consistent

¢

with the data.

The t-ratios for testing the hypothesis that the sum of the
coefficients of the lagged forecast error and the change in the event equals
one are presented in the second column of Table 8.%° At the 5 percent
marginal significance level, this hypothesis is inconsistent with the data for
12 of the 39 participants. These rejections are at best loosely related to
the participants’ experience. This hypothesis is rejected at the 5 percent
marginal significance level for 2 of the 9 graduate students, 3 of the 10
intermediate participants, and 8 of the 20 inexperienced participants. At
this level of detail, there is a clear indication for some participants of an
inconsistency between the equation which characterizes the forecasts and the
random walk generating the data. Nonetheless, about two-thirds of the
participants forecast in a way that is consistent with rational expectaticns.

Even for the participants with some inconsistency between the
determinants of their forecasts and the mechanism generating the underlying
data, adaptive expectations does not provide an alternative way of organizing
the data. The restriction to zero of the coefficient of the lagged change in
the event is inconsistent with the data at the 5 percent marginal significance
level for 16 of the 39 participants. This hypothesis is rejected for 9 of the

13 participants whose simplified error correction mechanism is inconsistent

25 These test statistics are conditional on the restriction that the four
superfluous (according to rational expectations) coefficients are zero.
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with the rational expectation. In addition, the point estimate of the
estimated coefficient of the lagged error is less than one for only 12 of the
39 participants, which is fewer than would be expected if the true coefficient

is less than one.

The Test Results for Two-step-ahead Forecasts

We focus on an interesting aspect of the results for the two-step-
ahead forecasts and the one-step-ahead forecasts. Based on a random walk, the
difference between an unbiased two-step-ahead forecast and an unbiased one-
step-ahead forecast is exactly zero always.?® This condition holds for three
of the 39 participants for all 30 observations in the second interval. The
other participants often forecast some change one and two steps ahead, and for

some of the subjects, there is systematic bias in terms of the individual

7

forecasts.? Table 9 contains t-statistics for testing the hypothesis that

the mean one-step-ahead and two-step-ahead forecasts are the same. This
hypothesis can be rejected for 3 of the 9 graduate students, 2 of the 10
intermediate students, and 6 of the 20 inexperienced participants.

There i1s no evidence of systematic bias within the groups of

participants: some of the participants forecast values that are falling on

]

verage and some forecast values that are increasing on average. Table 10
presents tests of the hypothesis that the mean two-step-ahead minus one-step-

ahead forecasts are equal across subjects and that these mean forecast errors

26 Garner (1982) and Mason (1987) also examine two-step-ahead forecasts.

27 Preliminary tests indicate that the two-step-ahead forecasts have one
unit root and that the two-step-ahead forecast errors do not. In addition,
the two-step-ahead forecasts are cointegrated with the one-step-zhead
ferecasts. These results are necessary, but are hardly sufficient, for
rational expectations to be consistent with these forecasts.
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equal zero on average. With the exception of the intermediate participants,
the data are inconsistent with the hypothesis that the mean differences
between two-step-ahead and one-step-ahead forecasts are equal within each
group of participants. This is consistent with the prior result that some
participants have nonzero mean differences and others do not. The mean
forecasts within each group are, nonetheless, all zero within the precision of
the forecasts. (Participants entered at most two digits after the decimal
point.) The apparently statistically significant mean for the second group of
inexperienced participants is rounding error.

Given the results for the one-step-ahead forecasts, it is not clear
now to evaluate these results for two-step-ahead forecasts. A possibly
important reason for the difference between the results obtained between the
one-step-ahead forecasts and the two-step-ahead forecasts may be because the
two-step-ahead forecasts relative to the one-step-ahead forecasts require the
application of the chain rule of forecasting in addition to what is required
for a one-step-ahead forecast consistent with rational expectations. The
iterative substitution necessary to make forecasts that are the conditional
expected value is a different type of mental process that may well require
more experience. The delayed reinforcement, smaller expected earnings
relative to the one-step-ahead forecasts, or the lower frequency of positive
reinforcement when forecasting consistent with rational expectations also may
account for these results. We are inclined to reserve judgment on the
implications of these tests until further results are available.

IV. OVERALL EVALUATION OF THE STATISTICAL TESTS
Some variance in results across participants is to be expected and

we find this. Participants are not told the process generating the events and
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must infer it in a noisy environment, a nontrivial problem. Some indication
of the range of forecasts can be gained from the distribution of one-step-
ahead forecasts at each observation of the event. Figure 4 shows the rational

expectation of the event and the distribution for each of the groups for each

period, with the inexperienced participants included in one graph. The
distribution does not appear to be characterized by a stable distribution

function acioss periods, which is not surprising since the identity of the
participants making high and low forecasts changes over time. Nonetheless,
the distributions generally are centered on the forecasts in the sense that
the median and mode deviation from the rational expectation generally are
Zero.

There are some statistically significant deviations from rational
expectations in this distribution. In terms of one-step-ahead forecasts, the
evidence indicates that the variance of the forecast errors for the groups of
participants is greater than from a random walk. In addition, the simplified
error-correction mechanism that characterizes the changes in forecasts is
inconsistent with the rational expectation of a random walk for about one-
third of the participants. In terms of two-step-ahead forecasts, there is
some evidence of bias at the individual level. All of these conclusions are
based on statistical significance, which may or may not be associated with any

economically significant differences in earnings.

A. FEarnings and Forecasts
One way of examining the economic significance of the deviations
from rational expectations is to see how these deviations are related to

earnings across participants. Table 11 presents each participants’ earnings
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The

from their forecasts for the last 30 observations and indicates by a plus
sterisk which of the various test statistics is different than is implied

which earnings are greater than are earned by the rational expectation and by

an
by rational expectations at the 5 percent marginal significance level

graduate students in economics appear to be greater than the

earnings of the
inexperienced participants’ earnings, but little significance

The graduate students had the first 70 observations

intermediate or

can be attached to this.

on the event for 22 hours before the session at which they forecast these last
This may have given the graduate students some advantage in

30 events.
forecasting, but the hypothesis that mean earnings are the same across the

groups cannot be rejected.
Some idea of the importance of rejection of various hypotheses is
The variables included in the

indicated by regressions presented in Table 12.
regressions which reflect one-step-ahead forecasting include the absclute

value of the mean forecast error minus the mean rational-expectation forecast
The absolute value of
28

£

error and the standard deviation of the forecast error.
.

the deviation of the mean forecast error from the rational expectation is a

measure of forecasting performance relative to the rational expectation.

standard deviation of the forecast errors is an absolute measure o

The

forecasting performance in the sense that beating the rational expectation is
pogsible and is done in the sample, which by itself suggests a negative
The regressions also

relationship between earnings and the standard error.
include the. absolute value of 1 - (b + c21) in the error correction mechanism
This

with the change in the event and the most recent change in the forecast.

This is the absolute value of the difference between the means, not the
mean absolute value, in which case it would be the same as the payment rule

28
except for the truncation of payments at zero.
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variable is the deviation of the estimated sum of the coefficients in the
rational-expectations error correction mechanism from the sum implied by
rational expectations. 1In addition, the regressions include measures of
deviations of two-step-ahead forecasts from rational expectatiané. These
measures are the absolute value of the mean difference between two-step-ahead
and cne-step-ahead forecasts and the standard deviation of the difference.
These measures are conditional on the one-step-ahead forecasts and therefore
should be included in the regression for two-step-ahead earnings in addition
te the one-step-ahead variables.

In both the regressions for earnings from the one-step-ahead
forecasts and the two-step-ahead forecasts, it is clear that the deviation
from one of the sum of coefficients in the rational-expectations error
correction mechanism is not important in térms of explaining why some
participants’ earnings were lower. In both cases, the wvariable is not
statistically significant and it has the wrong sign for it to indicate that
deviating from the rational-expectations error correction mechanism are
associated with lower earnings. The point estimates suggest that deviating
from the theoretical sum of one increases earnings, at least holding constant
the other statistics summarizing the distribution of forecasts. This
conclusion holds up for the one-step-ahead forecasts when the measures of
deviations of two-step-éhead forecasts from the rational expectation are
excluded from the regression.

Gverall, the results indicate that a higher standard deviation of
forecast errors explains most of the variance of earnings from One-step-aﬁead
forecasts across participants. An increase in the standard deviation by .01

decreases average earnings from each forecast by about .8 cents. The absolute
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deviation of the mean forecast errors from the rational-éxpectation mean also
is important, with an increase in this absolute value by .01 lowering average
earnings by .25 cents.?®

The results for earnings from the two-step-ahead forecasts are

ambiguous: two estimated coefficients are marginally statistically
significant if the absolute value of 1 - (b + ¢, ,) is included but not if it
is left out. Perhaps the most interesting aspects of these regressions are

the importance of the standard deviation of one-step-ahead forecast errors and
the statistical significance at the 5 percent level of the absclute value of
the difference between the two-step-ahead and one-step-shead forecasts in some
of the regressions in the table. The estimated coefficient of the absoclute
value is about -.25 and the absolute value of the largest difference between
the one-step-ahead and two-step-ahead forecasts for any participant is .070.
With this coefficient estimate, this largest deviation of the fdrecasts from
the rational expectation cost this participant 1.75 cents on average from each

two-step-ahead forecast.

B. How Close Would Aggregate Forecasts Be To Rational Expectations?
Another way of examining the results overall is in terms of some

approximation of an aggregate. The distribution of forecasts relative to

B

ational expectations is summarized in Figure 5. The figure includes graphs
for both the one-step-ahead and two-step-ahead forecasts for the groups of

participants (with the inexperienced participants again included in one

29 The highest standard deviation is .126, which is .029 greater than the
rational-expectation standard deviation. The largest deviation of the mean
forecast error from the rational-expectation mean is .043.
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event and the vertical axis 1s the forecast by the participants. Each square
drawn on a graph represents one or more forecasts with the rational
expectation equal to the value on the horizontal axis. The diagonal line

drawn on each graph is the line along which the rational expectation and the

forecast are the same.>?

The ferecasts do appear to be distributed along the line bisecting

31

the rectangles. Given the evidence against bias, a simple way of seeing

this is in terms of estimated slopes of regressions of the forecasts on the

32

rational expectation. The estimated slope coefficients in each figure is

equal to 1.00, which is the same as being exactly equal to 1 within the
precision of the data.%?
C. 4n Overall Evaluation of the Second-Interval Forecasts

A model of the one-step-ahead forecasts that is generally consistent

with the results above is

36 There are 9 graduate participants with 270 one-step-ahead forecasts and
261 two-step-ahead forecasts. There are 10 intermediate participants with
300 one-step-ahead forecasts and 290 two-step-ahead forecasts. There are 20
inexperienced participants with 600 one-step-ahead forecasts and 580 two-
step-ahead forecasts. There is one less two-step-ahead forecast per
participant because there is no event two steps ahead in the last period.

1 The two-step-zhead forecasts for the intermediate participants do

st that "a little knowledge is a dangerous thing." The figures suggest
t graduate education can rectify this adverse effect of a little
knowledge. But see Bryan and Gavin (1987).

is is a well-defined regression equation. Under the hypothesis of

1 expectations, the error term is orthogonal to the right-hand-side
able because the right-hand-side variable is the lagged value of the
t wh

33 We do not test whether thé estimated coefficients equal one because the
"t-ratics” do not have a t-distribution. Such a test is unnecessary anyway.

Under the hypothesis of rational expectations, this agreement of the
true value and the coefficient estimate is not improbable. Estimated
cocefficients in cointegrating regressions converge more rapidly than
estimated coefficients in regressions with stationary variables (Phillips
1987; Stock 1987).
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(15) efeer s = BlVe 9] + €y s E{€por,;] = El€y,: 10,1 = 0.

where Qt is all of the information available and ¢ is, in effect, a2 random
error added onto the mathematical conditional expectation. Although equation
(15) characterizes the majority of the participants, it is implausible at best
that this is what they perceive themselves to be doing. They would have to be
calculating the mathematical expected &alue and then adding an error term on
that reduces their earnings! As Muth noted in 1961, the hypothesis of
rational expectations itself "does not assert that the scratch work of
entrepreneurs resembles the system of equations in any way; nor does it state
that the predictions of entrepreneurs are perfect or that their expectations
are all the same.® (Emphasis in original. Muth 1961, p. 3175.%%  In order
for the forecasts to be different and unbiased, something like equation (15)
must hold. There are only three participants who have £ exactly equal to zero
for all periods in the second interval. The rest of the participants have a
positive variance of ¢, although this variance generally is not large.

Even in a stark environment such as this, further reductions in this
variance around the rational expectation may occur slowly, if at all. Suppose
that learning occurs by continuing behavior that is followed by an increase in
earnings and changing behavior that is followed by a decrease in earnings.

" If some number is added onto fhe rational expectation in a peried, say .05,
then this.deviation by .05 will decrease earnings sometimes and increase

earnings other times. The largest standard deviation of the forecast errors

34 Muth (no date) introduces a model like (15) when he analyzes forecasts
by individual firms.
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for any participant is .126, which is about .03 greater than the rational-
expectation standard deviation of .097. Based on the regressions above, this
increase in variance reduces expected earnings by .75 cents per periocd. Not
only may it be hard for a participant to detect this deviation from the
maximum expected earnings, but the small magnitude of the decrease in earnings
indicates that many forecasts different than rational expectations are being

rewarded.

V. A PRELIMINARY ANALYSIS OF THE INITIAL FORECASTS

A detailed analysis of the initial forecasts is beyond the scope of
tﬁés paper. In addition, such an analysis would require more data and data on
different sequences. Nonetheless, a preliminary analysis of the first couple
of forecasts is suggestive.

What do the participants forecast when they know that the first
event is 5 and they know nothing else? A natural response might be that they
can do little besides forecast the number 5. After all, this is suggested
both 1f the data are generated by constant mean and if the data are generated
by a random walk. The one-step-ahead forecasts for the first period for each
group are summarized on the left-hand side of Figure 6. Most of the graduate
participants do forecast 5, but the other participants generally do not.
There is a wide dispersion of the forecasts relative to the subsequent
outcomes (which they do not know of course).

This dispersion decreases dramatically when the participants know
two observations: 5.00 and 5.15. The distributions of the forecasts for the
second period are shown on the right-hand side of Figure 6. With an unknown

mean and a diffuse prior on a variance from a normal distribution, two
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using Bayesian analysis. This means that two observations are enough to begin
to think about what type of prior underlies the forecasts. If we allow for a
range of forecasts in a classification, all but one of the forecasts can be
interpreted in terms of some simple prior. We can call the forecast of 5.00 a
"complete reversion" prior; a range of 5.05 to 5.10 a "constant mean” prio
a value of 5.15 a "random walk" prior; a range of 5.20 to 5.30 a "trend"
prior; and a value greater than 5.30 a "super-trend" prior. Five of the 9
graduate participants assume a constant mean. This prior clearly is not
predominant in the other groups of participants. Both the intermediate and
the inexperienced participants assume that the data are characterized by
further increases beyond the increase of 0.15 from the first to the second
observation on the event. This preliminary analysis suggests that a much
richer data set than ours will make it possible to characterize participants’
processing of information in a way that may be fruitful.

How fast do the participants converge to forecasts that are closely
related to the data? One way of looking at this issue is in terms of the
standard deviations of the forecast errors relative to the actual rational-
expectations standard deviation. Figure 7 shows the distribution of the
standard deviations of the forecast errors for each participant relative to
the ratiomnal-expectation standard deviation for forecasts 2-10 and each

35

subsequent set of 10 forecasts. The mean relative standard deviations for

all participants are: 1.257 with a standard deviation of 0.331 for

5

35 Given the information on the range of initial forecasts above, it is
obvigus that some of the participants’ standard deviations are far larger
when the initial forecast 1s included in the calculation of the standar
deviation of the forecast errors.
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observations 2-10; 1.105 with a standard de?iation of 0.217 for observations
11-20; and 1.105 with a standard deviation of 0.104 for periods 71-1060. The
decresses In the mean values of the standard deviations of forecast errors and
in the range across participants from the initial intervals (2-10 and 11-20)
to the later intervals suggest that participants do gain additional
information from having more than a few observations. This decrease also
suggests that our results might not have been the same had we only analyzed
data for perieds 1 to 20 or 5 to 20, a common procedure in previcus work and
especially tempting when the forecasts are in a market which takes more time

per observation than does our stark experiment.®®

VI. CONCLUSION

In this paper, we have examined the consistency of participants’
expectations of events based on a process for which we know the exact
mechanism generating the data. We find no evidence which suggests obviously
strange forecasts or inefficient use of the available information. We also
find no evidence that one-step-ahead forecasts are systematically biased. The
major evidence which is inconsistent with the strict equality of the
participant’s one-step-ahead forecasts and the objective distribution is a
higher variance of forecast errors than the variance based on a rational
expectation., 1In addition, we find evidence of bias at the individual level in
two-step-ahead forecast errors. These results suggest that a detailed
analysis of forecasts for more than one period would be informative. This

analysis 1s on our agenda for future research.

36 Tests for unit roots in thé forecasts and forecast errors are however
the same for this initial interval.
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While it may seem restrictive that the results are conditional on a
random walk, this series has certain advantages compared to other alternatives
such 28 a constant mean with a trend. Random walks can be tricky. The
forecasts clearly reflect the random walk in the data, which suggests that the
participants are not looking for mean reversion that is not in the underlying
events being forecast. In other words, these results provide no support for
the proposition that most participants in a market in which prices have a unit
root (for example a martingale or random walk) would be misled into assuming
mean reversion. It almost goes without saying that the evidence cannct be
transferred to this very different setting directly. Nonetheless, these
results with relatively naive participants with relatively small sums of money
compared to markets in the economy provide no support for such behavior.

Our results hardly are a definitive answer to the question: MAre
expectations rational?" We have provided evidence which suggests that, at
least in a stark setting with sufficient information, the answer generally is
"yes." Among other things, it is important to note that the answer to this
gquestion 1s conditional on a single sequence of numbers generating a random
walk. We are exploring whether this conclusion carries over to other
sequences from similar mechanisms and whether the conclusion carries over to
other interesting mechanisms such as a difference equation with a cyclical
compeonent similar to business cycles.

An important issue is the extent to which these results carry over
to markets. After all, the proposition that forecasts are the same as the
predictions of economic theory is embedded in one of Muth’s original

definitions of rational expectations. The statistical setup for such an

analysis may have to be dramatically different than the one which we use in
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this paper because the variable being predicted by the agents is not exactly
the same as the theoretical equilibrium wvalue. The results in this paperx

suggest that such an exploration will yield informative results.



REFERENCES

Battalio, Raymond C., Gerald P. Dwyer Jr., and John H. Kagel. *"Tests of
Competing Theories of Consumer Choice and the Representative Consumer
Hypothesis." Economic Journal 97 (December 1987): 842-56.

Bolle, Friedel. "Learning to Make Good Predictions in Time Series.” In
Bounded Rational Behavior in Experimental Games and Markets, edited
by R. Tietz, W. Albers, and R. Selten, pp. 37-5C. Berlin:
Springer-Verlag, 1988.

Bryan, Michael F., and William T. Gavin. "Comparing Inflation Expectations of
Households and Economists: 1Is a Little Knowledge a Dangerous Thing?®
Federal Reserve Bank of Cleveland Economic Review. (Third Quarter
1986): 14-19.

Caskey, John. "Modeling the Formation of Price Expectations: A Bayesian
Approach.® American Economic Review 75 (September 1985): 768-775.

Cyert, Richard M., and Morris H. DeGroot. Bayesian Analysis and Uncertainty
in Economic Theory. Totowa, New Jersey: Rowman and Littlefield,

1987. -
Daniels, Brian P., and Charles R. Plott. "Inflation and Expectations in
Experimental Markets." In Bounded Rational Behavior in Experimental

Games and Markets, edited by R. Tietz, W. Albers, and R. Selten, pp.
198-218. Berlin: Springer-Verlag, 1988.

Dickey, David A. "Estimation and Hypothesis Testing in Nonstationary Time
Series." Ph.D. dissertation, Iowa State University, 1976.

________ , and Wayne A. Fuller. "Distribution of the Estimators for
Autoregressive Time Series with a Unit Root". Journal of the

American Statistical Association 74 (June 1979): 427-31.

, and . "Likelihood Ratio Statistics for Autoregressive Time

Series with a Unit Root." Econometrica 49 (July 1981): 10857-72.
Engle, Robert F., and C. W. J. Granger. "Co-integration and Error Correction:

Representation, Estimation, and Testing." Econometrica 55 {(March

1887): 251-76.

________ , and Byung Sam Yoo. "Forecasting and Testing in Co-Integrated
Systems." Journal of Econometrics 35 (1987): 143-59.

Forsythe, Robert, Thomas R. Palfrey, and Cnarles R. Plott. "Asset Valuation
in an Experimental Market." FEconometrica 50 (May 1982): 537-67.

Friedman, Benjamin. "Optimal Expectations and the Extreme Information
Assumptions of 'Rational Expectations’ Models." Journal of Monetary
Economics 5 (January 1979): 23-41.



2

Frydman, Roman. "Individual Rationality, Decentralization, and the Rational
Expectations Hypothesis." 1In Individual Forecasting and Aggregate
Outcomes, pp. 97-112, edited by Roman Frydman and Edmund R. Phelps.

Fuller, Wayne A. Introduction to Statistical Time Series. New York: John
Wiley & Soms, Inc., 1976.

Garner, C. Alan. T"Experimental Evidence on the Rationality of Intuitive
Forecasters." In Research in Experimental Economics, vel. 2, pp.
113-28. Greenwich, Connecticut: JAI Press, 1982.

Grossman, Herschel I. "Rational Expectations, Business Cycles, and Govermment
Behavior." In Rational Expectations and Economic Policy, pp. 5-22,
edited by Stanley Fischer. Chicago: University of Chicago Press,
1980.

Hendry, David F. "Econometric Modeling with Cointegrated Variables: An
Overview." Oxford Bulletin of Economics and Statistics 48 (August
1986): 201-12. : :

Jordan, J. §. “"Learning Rational Expectations: The Finite State Case.®

Journal of Economic Theory 36 (1985).

Kendall, Maurice G., and Alan Stuart. The Advanced Theory of Statistics.
Volume 2, Inference and Relationship. London: Charles Griffin &
Company Limited, 1961.

Knuth, Donald E. Seminumerical Algorithms. Second Edition, Volume 2Z, The
Art of Computer Programming. Reading Massachusetts: Addison-Wesley
Publishing Company, 1981.

Luces Jr., Reobert E. "Adaptive Behavior and Economic Theory." Journal of
Business 59 (October 1986): S401-26.

__________ , and Edward C. Prescott. "Investment Under Uncertainty."®
Econometrica 39 (September 1971): 659-81.

Mason, Timothy I. "Expectation Formation: An Experimental Study."
Unpublished Ph.D. dissertation, Indiana University, 1987.

Mood, Alexander M., Franklin A. Graybill, and Duane C. Boes. Introduction to
the Theory of Statistics. Third Edition. New York: McGraw-Hill,
Inc., 1974.

Muth, John.. "Rational Expectations and the Theory of Price Movements.®

Econometrica 29 (July 1961).

"Short-run Forecasts of Business Activity." Unpublished paper,
Indiana University, no date.

Phillips, P.C.B. "Time Series Regression with a Unit Root." Econometrica 55
(March 1987): 277-302.



(#5]

Plott, Charles R., and Shyam Sunder. "Efficiency of Experimental Security

Markets with Insider Information: An Application of Rational-
Expectations Models." Journal of Political Economy 90 (August 1982):
£63-98.

Schmalensee, Richard. "An Experimental Study of Expectation Formation.”

Econometrica 44 (January 1976): 17-41.

Shillex, Robertz J. "Rational Expectations and the Dynamic Structure of
Macroeconomic Models: A Critical Review." Journal of Monetary
Economics 4 (January 1978): 1-44.

Smith, Vernon L., Gerry L. Suchanek, and Arlington W. Williams. “Bubbles,
Crashes and Endogenous Expectations in Experimental Spot Asset
Markets." FEconometrica 56 (September 1988): 1119-1151.

Stock, James H. "Asymptotic Properties of Least Squares Estimators of
Cointegrating Vectors." FEconometrica 55 (September 1987): 1035-36.

Webb, Roy H. "The Irrelevance of Tests for Bias in Series of Macroeconomic
Forecasts." TFederal Reserve Bank of Richmond Economic Review 73

{November/December 1987): 3-9.

Williams, Arlington W. "The Formation of Price Forecasts in Experimental
Markets." Journal of Money, Credit, and Banking 19 (February 1987):
1-18.

Zarnowitz, Victor. "Rational Expectations and Macroeconomic Forecasts."
Journal o¢f Business and Economic Statistics 3 (October 1985): 293-
311.-



Table 1
Expected Receipts for Biased Forecasts

Expected receipts for biased forecasts
relative to
expected receipts for unbiased forecasts

Bias Expected value Without negative earnings
.00 1.000 1.000
.05 .939 .941
.10 771 .782
.15 .536 .570
.20 274 .363
.25 .000 .198

The expected value for forecasts with no bias is 17.9
cents per one-step-ahead forecast. The expected
pavment is the same for unbiased forecasts when
negative earnings are clipped from the outcomes
because negative earnings cannot occur.
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or Unit Roots in the Forecasts

Intermediate Inexperienced
Graduate students participants participants
Test Test Test
3ubisct gtatistic Subject statistic Subiect statistic

sgl -1.09 sul ~-1.97 spl -1.91
5g2 ~1.19 suZ -1.45 sp2 -1.03
sg3 ~1.08 sul -1.08 sp3 ~-1.38
sg4 -1.08 sué -1.31 sp4 -1.07
sg5 -1.58 sub -1.24 sp5 -1.80
sgbh ~-1.42 sub ~1.64 spb -1.63
sg7 -1.53 su7 ~1.48 sp7 -1.22
=g8 -1.08 sug -1.21 sp8 -1.61
sg9 ~1.42 su9 -1.31 sp9 -1.57
sulo -2.00 splo -1.47
spll -1.33
spl2 ~-1.11
spl3 -1.10
spla -1.48
spls -1.00
splé -1.53
spl7 -1.03
splg -1.50
spl9 ~1.465
sp20 -1.85

The test statistic is the t-ratio from sz regression of the change in the
forecast on last period's forecast. The test statistic is the t-ratic on
ast periocd's forecast from that regression. The distribution is derived
rom Dickey's simulations as reported by Fuller (1976, p. 373). For the
ata, the value of the test statistic is -1.20 and for the rational
expectation, it is -1.08.
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or Unit Roots in the Forecast Errors

v Intermediate Inexperienced

Graduate students participants participants

Test Test Test
Subject statistic Subject statistic - Subject gstatistic

sgl -5.16 sul ~-7.02 spl -7.90
sg2 -5.86 su2 ~-7.43 sp2 -4,00
sg3 -5.95 su3 -5.95 sp3 ~-6,04
sSg4 -5,57 sué -6.95 sp4 -5.04
sg5 -5.47 sub -4.79 sp5 -5.63
sg6 ~-7.84 sub ~-6.74 spé -7.06
sg7 -6.12 su7 -6.14 sp7 -6,05
sg8 -5.95 sul ~-5.21 sp8 ~5,18
s8g9 ~5,45 su9 -6.57 sp9 -7.61
sul0 -7.20 splo -7 .43
spll -5.35
spl2 -6.62
spl3 ~4,15
splé ~5,39
spls ~4,94
splé -5.19
spl7 -5.71
splg ~6.,80
spl9 -6.19
sp20 -6.94

The test statistic is the t-ratio from a regression of the change in the
forecast error on last period's forecast error. The test statistic is the
t-ratic on last period’s forecast error from that regression. The
distribution is derived from Dickey's simulations as reported by Fuller
(1976, p. 373). For the rational expectation, the value of the test
statistic is -5.95.



Table &

Teste of Zquelity of Varisoces of Forecest Frrors snd Variasmce of Forecast Frrors Under Rsticwnal Fupectaiioces

Graduste participsuis

Intersediate participants Inexperienced psrticipants
Test Test Test
Standard statistic Standard statistic tandérd statistic

Subject deviatien mal Sebiect deviation 2al Subiect devistion Bol
Bzl .098 29.56 sul 114 39.95 spl 128 49,11
-873 .169 023

852 101 31.25 862 108 35,72 #p2 - L1317 41.98
' 2707 .364 113

8g3 097 2%.00 sul 087 29.00 8p3 L108 35.9%
930 .930 348

884 -099 30.10 sud 108 35.92  eph 096 28.51
-818 .352 .82

85 .107 35.40 BuS L101 31.44 8p5 .118 62.95
.383 650 092

agb .109 36.45 Bud 121 44,69 apé -11% &3,.85
-322 . 063 076

ag? 2111 37.67 su? «125 47.6% ep? 105 33a??
.260 .032 <495

agh 097 25.00 sud .118 42.51 sp8 097 28.72
-930 .101 .960

sgd 2302 3z2.01 su9 .107 35.26° ep9 104 33.38
.639 , 392 .526

suld 115 40.91 spl0 .10% 36.63
-140 : .312

spll .113 39.24
194

2pl2 2106 34 .44
, 447

spl3 074 316.65%
065

spléd L1131 37.87

.251

apls 057 28.74
958

splé 108 34,27
559

Bpl7 108 36.35
2338

spll «118 41,68
<120

2pl%® <318 42,80
59

2520 121 45.33
.G35

The srenddrd deviatioep of

he forecast errors for the retiomal expectsticn is 0.097.

The test statiszicz ere
diztributed chi-sguare with 29 degrees of freedos.

fhe "mel” is the msrgimel sigeificsuce level.



Table 5

Tests of Fguality of Overall Variances

Participants’® variances

Overall varisnce to

Overall to each other rational expectation
staandard Test , Test

Group deviation statistic ndf mal statistic ndf msl
Graduate
participants .102 1.23 8 . 996 290.43 261 .204
Intermediate ;
participants 112 3.15 9 -958 383.10 290 . 0004
Inexperienced
participants ,
first group .110 4.32 9 .889 374.87 290 001
Inezperienced
participants
second group 108 9.25 9 A4l4 356.97 290 .00%

The test statistics are distributed chi-square with degrees of freedom indicated

by "ndf” and marginsl significance level indicated by “msl.”



Table 6

Tests of Equality of Subject’s and Rstiocsal-Fxpectation Mean Forecsst Frrors

Gradugte pavticipants Intermediate participents Inexperienced participants
Test Test Test
staristic . statistic statistic

Sublect Hean sl Subiect Mean Bl Subiect Mean sl
sgl 0.023 0,094 sul 0.017 ~0.282 8pl £.030 0.470
.925 .778- . 638

8g2 ~0.003 ~1.410 su? ~0.003 ~1.504 sp2 0.065 2.444
.158 .133 N

g3 6.022 Q sul 0.022 ] 5p3 4,033 0.771
1 1 541

egd 0.025 0.188 sud 0.023 0.0%% sph 0.025 0.188
.851 .925 851

85 0.025 0.188 su5 0.023 0.075 8p3 G.040 1.053
.851 . 940 292

8g6 0.007 -0.846 sué 0.017 ~0.244 apb 6.028 0.376
.397 .807 . 707

ag’ 0.035 06.771 su/ 0.013 ~0.470 ap? G.022 0,000
Y 31 638 1.600

sg8 0.022 0 sul 0.015 ~0.376 spd 0.035 0.752
1 .707 452
529 ~0.005 ~1.504 sud 0.002 -1.128 8p9 5.013 -0.470
.133 .259 .638

sull 0.035 0.733 spl0 8.031 0.508

.463 .612

spll 0.023 0.05¢6

955

epl2 0.020 -0.075
940

epl3 0,010 ~0.658
510

splé 0.060 2,162

031

epl5 0.034 0.715%
475

spl6 -0, 008 ~1.673

094
spl7 6.023 0.056
. 935

eplB 8.02¢ <0,0%4
925

spl9 0.617 -{.282
F78

sp20 0.002 ~1.128
259

The mesn of the vational-expectation {ezsct randos welk) forecast errors is 0.022.

{denoted “test staiistic”) axe spprozimstely normally distributed.
significance level for a two-talled test.

The “e8l” is the merginsl

The test statistics
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Table 7

Tests of Equality of Overall Means
Ope-step-sghead Forecast Frrors

Participants’ Overall wmean to
means to each other rational expectation
Overall Test Test i
Croup mean statistic df msl statistic mal
Craduate
participants 0.017 0.554 8.261 .815 ~0.875 .382
Intermediste : 128
participants 0.018 0.305 9.290 973 -0.979 o
Inezperienced
participants ‘
first group 0.032 0.465 9.290 .907 1.927 .054
Inezperienced
participants
second group 0.020 0.876 9.290 <547 -0.303 .762

The mean of the rational-expectation (exact random walk) forecast errors is 0.022. ?%e
test statistic for testing the hypothesis that the means are equal have P-distributions
under the null hypothesis. The test statistics for testing the hypothesis that the
mesn equals the ratiomasl-expectation mean are approximstely normally distributed. The

9L is the degrees of freedom for the F-statistic. “mel” is the marginsl significance
level.



¢s8 for Restrictions onm Estimated Frror Correction Mechanisms

Simplify
regression Rational expectations Adaptive expectations
F-ratio t-ratio estimated t-ratio estimared coefficient
Subject ___msl mgl coefficients msl standard error
Graduate students
gl 0.541 0.000 1.000 0.000 © 1.000
. 707 1.000 0.000 1.000 017
sgl 1.287 2.172 0.737 2.4592 1.119
<307 .039 0.432 019 -082
583 0 0 0 1
sgh 0.957 0.700 1.018 ~0.181 0.983
451 490 -0.036 . 858 024
8g5 1.762 -~ 0.723 0.427 2.847 0.803
174 476 0.500 .008 .102
sgb 1.218 1.548 0.917 1.242 1.137
<333 134 0.261 <224 105
sg7 0.876 2.393 0.474 4,138 1.019
-495 024 0.719 . 0004 .(86
sg8 ¢ 0 0 1
ggY 0.810 1.110 0.434 2.587 0.795
.533 «277 0.449 .015 .109
Intermediate subjects
sul 0.244 2.912 0.677 3.860 1.080
<910 .007 0.554 001 085
su2 3.442 1.999 1.079 0.839 1.191
026 .056 0.153 409 .105
sul ] 0 0 i
sud 0.3354 1.778 1.141 -0.081 1.127
818 . 087 -0.017 .936 061
sul $.419 2.151 . 781 0.232 0.826
793 041 048 .818 077
zub 2.240 2.592 842 2.324 1.137
099 . D05 428 028 093
su’ 0.151 0.904 951 0.562 1.058
. 960 =374 143 «579 v 081
suf 3.754 0.660 .833 0.956 1.012
433 -515 .234 »348 . 084
sud 1.329 1.159 950 G.782 1.083
«292 =257 162 b4l -088
suld 1.007 0.100 1.400 =2 . 760 1.098

426 921 -0.407 001 .061



Table & (coptipued)

Simplify .
regreasion Rational expectations Adaptive expectations
Ferario t-ratio estimated t-ratio estimated coefficlient
Subiect mel mel " coefficients wsl standard ervor
Inszperienced subjects
spl 0.701 2.283 1.195 0.420 1.255
«600 031 0.0%5 . 678 095
8p2 0.847 4,204 .186 3.974 0.460
L5811 . 0004 481 0004 074
sp3 0.699 0.477 440 3.0627 0.935
601 <637 <588 -~ 005 . 058
sp4 0.691 0.431 <605 2.401 0.983
<605 -670 <434 024 .095
sp 0.651 0.195 4 975 0.238 1.009
.533 .847 .058 814 .133
apb 0.544 4.041 -840 3.568 1.144
<705 0004 .679 .001 074
sp/ 0.056 0.448 1.292 -1.271 1.068
<994 .659 -{J.260 .215 088
spé 1.380 1.788 0.626 0.382 G.675
2275 .085 0.076 - 705 149
ap9 0.812 2.447 1.084 0.574 1.173
532 021 0.104 571 072
spll 6.094 3.116 0.704 3.323 1.140
002" 004 0.586 -003 .095
spll 1.755 0.498 0,719 1.458 0.978
176 .623 §.320 -156 »067
spl2 0.450 0.664 1.205 -0.780 1.068
771 <512 ~-0.158 442 . 064
8513 0.54% 0.454 1.020 0.306 1.078
. 702 «653 0.05% - 762 L171
spls 5.712 1.949 0.562 2.948 1.005
-003 .062 0.636 . 007 088
5015 0.350 1.504 0.632 1.385 $.853
~B4X 144 0.252 <177 075
zpl6 0.529 0.465 0.453 3.264 0.946
«713 646 0.593 .003 <110
spl? 0.700 0.093 0.777 0.917 0.959
601 .927 0.215 .367 072
gpl8 0.553 2.251 1.030 0.72% 1.154
699 033 0.160 472 068
8pl9 G.879 3.583 - 0.5386 4. .818 1.098
<493 001 0.774 .0001 «093
Bp2{ 0.741 4,235 0.628 4,537 1.167

+375 0002 0.772 - 3001 «103




Table S

Tests of Zquality of Two—step~shead Forecssts and Ope—step-shead Forecasts

GCraduate students Interpediste participants

Inexperienced perticipants
Hean Test Hean Test Hean Tesr
stendard statistic standsrd statistic standard atetistic

Subject devistiocn wsl Subieet deviatiop Bl Subiect devistion wsl
agl 812 0.745 sul -.038 ~2.214 spl 009 0.448
087 462 .092 .039 104 657

szl ~.054 -~3.598 sul 012 -0.587 sp2 -, 031 ~3.415
.081 001 <111 .562 049 002

553 G na su3 0 na ap3 - 002 ~0.239
g o 036 .798

sgh 002 G.571 sub 059 2.423 sph L0035 0.474
016 .573 .130 0.22 059 L8138

ags ~.052 -3.183 sud 021 1.925 8p5 062 3.455
088 -003 060 064 096 002

sgb .000 9.4x1077 sub ~.015 ~0.845 5D - 017 ~1.355
094 1.000 .097 405 068 .186

g7 .057 3.766 sul -.024 -0.625 8p7 -.034 -~3.0%9
082 001 205 .537 060 044

s5f o na sud .005 D.474 sp8 -, 007 ~0.379
o .059 639 098 iy

8g% -.017 0.115 su9 -.021 -1.326 sp9 -. 003 ~0. 828
.081 .909 .08 .195 034 L415
sull 007 0.420 apll ~ ~. 015 ~1.289

.0Bé .678 .063 2208
spll ~. 070 ~3.683

.102 001
spl2 -.014 ~1.480
053 L150
spl3 009 0.578

.080 .567

aplé -, 043 ~7.992

029 000

8pl5 014 2.223

034 D34

aplé 004 0.434
051 887
8pl? 016 1.72%

049 094
spl8 -. 017 ~1.823
057 2315

spls 016 1.361
D61 .185
ap20 L0032 0.297
063 789

The vest statistics are distributed Studemts t with 29 degrees

of freedom. The “"msl” is the marygizal
sigoificesce level for & two—tailed test.



tx of Equality of Overall Means
~step~ahead Minus One-step—shead Forecasts

Cverall

Groun mego
Graduate
participants -0.004
Intermedisate
participants -0.002
Inezperienced
participants
first group =0.003
Inexperienced
participants
second group -0.00e

Participants’
mean to each other

Test

statistic af msl
6.539 8.261 000
1.970 9,280 043
4.200 9.280 .000
6.273 9.280 . 000

Cverail mean

to zerso
Test
statiszic af msl
-0.85% 259 . 397
-0.826 285 776
-0.829 289 408
-2.3117 289 .036

The mean of the rationmal-expectation (exact random walk) difference between the forecasts is
identically zero.

F~distributions under the wnull hypothesis.
the mean squals zero are approximately distributed student's t.
fresdos for the test statistics, and "msl”™ is the marginal significance level.

The test statistics for testing the hypothesis that the mesns are egual have

The test statistics for testing the hypothesis that
The "df” is the degrees of



i1

vy of Earpings Ipn Second Interval and Test Statistics

Prror Meen difference
Earnings One-step-ahead correction two-step-ahead
Ope-step~ Two-step- forecast errors mechanism znd
ahead ahead Standard Sum of ope~step-ahead
forecast forecast Meap deviation coefficients forecasts
re 5.25 4,10 022 097 1 0
sgl 5.20 4.15 .023 -098 1.000 01
sg2 5.00 4,05 -.003 2101 1.169% - (54%
g3 5.25 4,10 .022 097 1 0
gh 5.25 3.69 025 099 0.982 002
g3 5.35+ 4 b4+ 025 =107 0.927 -, 052
16 4.90 &30+ 007 109 1.178 000
4,99 3.73 .035 +111 1.293% L057%
5.25 4,10 022 097 1 0
5.05 5.35+ -. 005 -102 0.883 - 017
4,80 4,20+ 017 .114 1.231% -.038%
4.85 3.40 -. 005 .108 1.232 012
5.25 4,10 022 097 1 O
5.00 3.75 023 .108 1.124 059
4.99 4,324 023 101 0.829% 021
4.67 4.00 017 121 1.270% - (15
4,65 3.65 .013 .125% 1.094 - 024
4,95 4.10 L0153 .118 1.067 005
4,85 4.20+ 002 107 1.112 -.021
310 4,65 3.39 .035 <115 0.993 - 007
spl 5.35% 4 .65+ 030 . 126% 1.280% 009
sp? 4,45 3.10 . 065% 117 667% - (31%
&5p3 4.97 4,13 035 .108 1.028 -. 002
sph 5.30+ 3.85 .025 .96 1.039 005
505 4,49 3.60 0460 .118 1.033 LOB2%
spd 4,80 4,254 -028 119 1.319% - 017
& 5.05 3.90 022 .105 1.032 -, 034%
5.40% 4 .60+ 035 097 0.692 -, 007
5.10 &4 40+ 013 .104 1.184% -, 005
4.97 .11 031 .109 1.290% - 015
4.72 3.15 023 2113 1.039 -.070%
4,99 4,16 020 .106 1.057 - 014
65,10+ 5.65+ 010 074 1.079 069
4.80 3.25 .060% <111 1.198 - 043%
5.24 4.25 .034 087 0.884 - U14%
4.56 4.43 -.008 106 1.046 004
5.04 4.03 023 -108 0.992 016
4 .80 3.95 .020 2116 1.190% - 17
4,860 £.30 017 .118 1.310% 016
4.75 3.00 002 2121 1.400% 003
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Teble 12

Regressione of Esrnings per Forecsst on Stetistics Charscterizing Forecasts

«257
(23.30)

+257
(23.57)

<252
(23.28)

2245
(9.56)

<232
(9.44)

0223
(8.97)

«230
(9.01)

One-gtep~ahead
forecant errors

Abpolute
value of
mean

e 222
(-2.40)

”9235
(~2.52)

mo&l&
("”1 ° 94)

_0309
("1050)

“0316
(-1.48)

Standard

deviation

Change in forecasts

one and two steps ahead

Abrsolute
value

Standard
devistion

Sum of

coeffa.
in r.e.
EoLoMs

Average earnings from each one-step-ahead forecast

e 841
(~7.58)

-.830
(=7.91)

“0793
(~7.94)

e 078

('”1 052)

.036
(1.26)

012
(1.26)

014
(1.42)

Average earnings from each two-step—ahead forecast

-1,020
(”3095)

"-870
(""3058)

-, 720
(-3006)

-, 851
(~3.61)

-0244
(_2002)

-,258
("'2.11)

-0185
(-1.55)

<114
(1.72)

2122
(1.82)

.033
(1.50)

R2

Se_

o715
006

<690
006

.630
006

446
<014

408
014

.351
014

<260
015

[ —

16.55

25.90

62.97

5.31

5.86

6.30

13.00

The sum of coefficients is the estimated sum of the two coefficients in the errvor-correction
mechanism consistent with rational expectations.

parentheses.

The t-statistice for each coefficient are in
The R? ig the fraction of variation explsined; Se 1s the standard error of the
reeidusls; and F is the F-statistic for the regression.
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rigure 4
One-step-ahead Forecasts in Second Interval
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Figure 5
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