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Does Consistency Predict Accuracy of Beliefs?: Economists Surveyed About PSA

For judged probabilities to be considered adequataational, internal
consistency is not enoughlversky and Kahneman (1974, p. 1130).

It appears that a minimal requirement of rationgalis that one not hold beliefs
that are contrary to objectively available datagupled with logical, statistical,
or mathematical reasoning: Gilboa, Postlewaite and Schmeidler (2009, )29
Section 1: Introduction
We told125 male attendees at the 1996 ASSA meeitingeston about two widely accepted
estimates in the medical literature relating tospate cancer: the unconditional probability of peites
cancer among asymptomatic men in their 50s, wii¢h(25; and the probability (in the same
population) of a positive Prostate Specific Antige%$A), a commonly used blood test to screen for
prostate cancer, which is 0.050. After being infed of these probabilities, we elicited subjective
beliefs about two related conditional probabilititee posterior probability of cancer given a pusit
PSA test, denoted P(C|+), and the probability pbsitive PSA test conditional on undiagnosed
prostate cancer, referred to in the medical liteass thesensitivityof the PSA test, denoted P(+[C).
Figure 1 summarizes the information provided tgettls about unconditional probabilities of
the PSA test and of prostate cancer, P(+) = 0.080P4C) = 0.025, and the two conditional beliefs
elicited from subjects (with subscripts indexindiinduals subjects), P(C|tgnd P(+|G) We invite the
reader to pause for a moment of introspection: Wbaterical values would you assign as your best
estimates of P(C|+) and P(+|C)? The novel aspdtitlicitation of conditional beliefs is that it
yields a measure of Bayesian consistency withayuirgg factually accurate beliefs. Elicited
conditional beliefs can be completely wrong, ydirety consistent with the definition of conditidna

probability. If people vary in the extent to whitttey adhere to Bayes’ Rule, then would we expect

this to correlate with other observable features?

! Although the medical literature refers to the pdst probability of cancer conditional on a posittest result as the test’s
positive predictive valyehis paper follows convention in economics refeyito P(C|+) as thposterior probability.
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A wide range of voices has remarked upon the cigteand singularity of Bayes’ Rule as both
a prescriptive and descriptive nofnGilboa, Samuelson and Schmeidler (2010, p. texample,
write: “The mode of reasoning most widely usedéoremic modeling iBayesiar’” Starmer (2000, p.
377) writes that, before non-additive probabilitpaels appeared in the economics literature,
economists usually took it for granted (and propa&ointinue to take for granted) that the Savage
Axioms—which guarantee that choice over lotteri@s be represented as expected utility
maximization with respect to a subjective prob&piiistribution conforming to Bayes’ Rule—provide
the “right model of individual choice.” Reinhar8elten (2001, p. 13) writes that “Modern
mainstream economic theory is largely based omagalistic picture of human decision making [in
which] agents are portrayed as fully rational Baesnaximizers of subjective utility.” Camerer et
al.’s (2003, p. 1214-1215) definition of “full ratality” requires that “people have well-formedibéd
about how uncertainty will resolve itself, and whew information becomes available, they update
their beliefs using Bayes’s law.” According to Aoags et al., (2005, p. 1364), “Most of the formal
literature in economic theory and in related fidklbased on the Bayesian model of information
processing.” And Gilboa, Postlewaite and Schmei(®#609, p.287) emphasize the singularity of
Bayesian information processing (as opposed tai@lpioolkit containing multiple procedures for
reasoning on the basis of data or lack of dategending that: “[W]ithin economic theory the Bayasi

approach is the sole claimant to the throne obrnaity.”

2 Savage argued for a normative interpretation peeted utility theory while admitting that he hirtisgolated the theory
when first encountering the pairs of gambles usefllais’ paradox (Savage, 1954). See Starmer@22009) for
more on normative interpretations of expectedtutiieory.

% Binmore (2008) distinguishes Bayesians (i.e.,siséBayesian models in their appropriate contextawBavage
described as Small Worlds—where all states andgitities are known and genuine surprises therefarmot occur)
from “Bayesianismists” (i.e., those who mis-apBlyesian models built for Small Worlds to Large-Wdatomains,
where Binmore and Savage would view it as prepogteto summarize one’s thinking by means of a sipgbbability
distribution or prior). Gintis (forthcoming) all@that many important decisions may not have wadkgied state
spaces or well-defined probabilities, which he sajts for extensions of the Bayesian model toehadsallenging
contexts, but with the Bayesian model serving assthgular benchmark model of information procegsi@intis
(forthcoming, p. 2) writes: “I have always been dortable with identifying rationality with the Saga axioms, which
may be described in shorthand as ‘preference densig over lotteries with subjective probabilitiesAnd
Loewenstein (2006) usefully cautions that theoe¢tixtensions of standard models in pursuit of dddalism,

2



Based on this near methodological consensus reggtige centrality of Bayes, we define
consistency of beliefss the extent to which subjective conditionaldfeladhere to Bayes’ Rule.
Because Bayes’ Rule is equivalent to the definibbnonditional probability, it imposes the follavg
restriction on individuals’ subjective conditiortaliefs (assuming that probabilities we supplied
coincide with subjects’ unconditional beliefs):

P(Cl+) P(+) = P(+|G)P(C).
The ratio of numerical values for the two uncoraitil probabilities in the expression above (if
probabilistic logic is to be applied to subjecthaiefs) requires that the ratio of elicited coraal
beliefs takes on a specific numerical ratio:
P(C|+) /P(+|C) = P(C)/P(+) = 0.025/0.050 = %.
One can then measure inconsistency in various Wassd on deviations from this restriction.

We defineinconsistencys the absolute (log approximated) percentage ti@viaf an

individual’s elicited ratio of conditional beliefeom the correct ratio of unconditional probabéif
inconsistency= |log( [ P(C|+)/ P(+|C)]/ [1/2] ).
Of 125 respondents who provided a complete seliaffeel belief data, 24 (19 percent) generated
perfectly Bayesian conditional beliefs, indicatgdirconsistency= 07

Published point estimates for these conditionababdities are P(C|+g 0.34 and P(+|&

0.68. Note that one’s beliefs can be substantiafigcurate, even as a perfect Bayesian. For eeamp

six perfect Bayesians in our sample reported P(€|8)50 and P(+|¢) 1.00; two reported 0.20 and

especially concerning information and informationgessing, do not necessarily wind up being maoabstec.

* The log-approximated percentage deviation fromeBaRule has two main advantages over other mesasfideviation.
First, it attenuates and therefore reduces thaenfte of extreme deviations, which makes the reswdtreport
conservative. Second, unlike exact percentageatiens, the log-approximation is completely symiicetrecause log(
[P(CIH)/ P(+|C)]/[1/2]) =- log( [ P(+|G) P(C|+)]/ 2 ), and therefore does not depend on whetteerdstriction is
expressed as P(C|Hp(+|C) = %2 or as P(+|GJP(C|+) = 2.

® Our survey team intercepted ASSA attendees justdrithe hall where the main registration desk, waig a scripted
3- to 10-minute face-to-face interview protocolS®A attendees were surprisingly agreeable to peawidwith
subjective beliefs about prostate cancer riskssaffereports about PSA testing. We collected 188eys. Eight
respondents supplied partial belief data by nopaeding to at least one of the five belief itenesing 125 complete
observations. The eight partial responders arkided from the analysis except where noted othexwis
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0.40; and one reported 0.10 and 0.20, all of wairehwell into the upper half of the inaccuracy
distribution, despite adhering perfectly to BayRsle. There is a problem, however, using the same
pair of elicited beliefs to compute both incongistgand inaccuracy, because those measures are then
functionally and statistically dependent. Instead,use a different, but related, set of survens¢o
measure accuracy: two subjective beliefs aboutrhike (as opposed to point-in-time) risk of prostate
cancer, and lifetime probability of mortality fropnostate cancer. These beliefs measures of liéetim
incidence and mortality depend on roughly the staotial sources, but are numerically very different
because the majority of prostate cancers are stowigg and non-lethal. Computing inconsistency
based on the conditional beliefs described eaalerinaccuracy based on lifetime incidence and
mortality, we can inspect bivariate covariatiorthaese two variables in the scatter plot shown gufé
2, with inconsistency on the x-axis versus inaccyi@n the y-axis.

The 24 observations clustered along the y-axiparict Bayesians with zero inconsistency.
Notice that the two most inaccurate observatioegarfect Bayesians. In the other direction, te t
most inconsistent observations are well below tigpoint of the inaccuracy range. The distribution
consists of a relatively small number of extrenspomses which are highly inconsistent and/or
inaccurate, and a larger group that is minimallyntderately inconsistent and inaccurate. Overall
pairwise correlation is —0.04 and statisticallyigmificant. Translated into elasticity of inaccaya
with respect to inconsistency, the coefficient frarbivariate regression of accuracy on inconsistenc
is —0.06 (i.e., elasticity, since both variables iarlog units) with t statistic —0.46. Eliminagiextreme
observations in all combinations that we tried (glgowing away the five largest observations of
inconsistency and inaccuracy, or the 10 extremé®ttf) raises the magnitude of the negative
correlation, often dramatically so. For exampieye throw away observations with inconsistency
greater than 1.5, pairwise correlation becomesG-@ith elasticity —0.60 (t statistic = —3.5). That

would imply (by linear extrapolation) that beligfgice as inconsistent as average are expected@0 be



percent more accurate. There is no evidence fatipwassociation between consistency and accuracy.

We speculate that many of us who teach choice wntssrtainty might expect (or wish) that
different normative metrics (i.e., consistency acduracy of beliefs) would correlate positively,
implying convergence or harmonization among po&digtcontradictory normative criteria. Suppose,
for example, people with fewer transitivity violatis (another normative metric based solely on
internal consistency) also turned out to be morgeB&n, with more accurate beliefs, higher levéls o
accumulated wealth, substantially longer lives esigp health, and higher than average levels df sel
reported happiness. Then axiomatic rationalityebasolely on internal consistency might be regarded
as standing on a firm evidential basis, bolstetirgge axioms’ intuitive appeal by correlating
positively with normative measures that do not dejpen internal consisten8yAny positive
association between consistency and accuracy igf®etmains, as yet, empirically unsubstantiaged a
far as we are aware, and is refuted by our data.

As the quotations appearing before the introduatiothis article suggest, many of us—when it
really matters (e.g., giving advice to a loved amrea high-stakes medical decision)—apply normative

criteria that go beyond, and sometimes contraifitérnal consistency. The first issue this paper

® The psychologists Hastie and Rasinski (1986) wheedirst to classify the two distinct categoridsiormative measures
that Gilboa (forthcoming) also discusses (unfortalyausing the same term “coherence” in a manreneitrically
opposed to Hastie and Rasinski’s usage). HastidRasinski (1986) and Hammond (1996) refer to ndvased on
internal consistency aoherence normg.g., Bayesian beliefs, transitivity, Kolmogoraxioms) to distinguish them
from non-consistency-based normative metrics basstdad on free-standing scales measuring a |éyerformance,
referred to asorrespondence normsCorrespondence norms are so hamed because #zesyira how well an
individual’s choices or inferences correspond ®dlkemands of his or her environment. The key wiffee is that
correspondence norms (i.e., free-standing levglesformance norms, which include accuracy of bglia€cumulated
wealth, lifespan, and happiness) can rank theeiagis of two people, whereas consistency or cabereorms say
nothing about single acts when considered in imoland only impose restrictions on pairs or laggts of decisions.
Gilboa (forthcoming) poses the question of wheti@r-consistency-based normative measures suchppsbas
belong in definitions of economic rationality ak aHe makes a strong case for explicitly definiatonality, perhaps
pluralistically and with context dependence to griim criteria other than consistency.

" According to an anecdote from reliable sourcesenting a well-known proponent of axiomatic deaisibeory, when
faced with the decision of whether to take a jolerofrom a competing university, the proponent loiedately chose to
deviate from the normative theory which he knewlwtlwas not due to indifference. It was a higghkes decision,
and he therefore brought in normative criteria pthan consistency to assess what it would meamatee a good
decision. When colleagues asked him why he djdsttchoose a prior, add up probability-weighteiities associated
with each of his options, and choose accordin@eoctiterion of maximum expected utility, the démistheorist replied
in exasperation: “Come on, this is serious!” (Gegeger, 2004, p. 62). This anecdote illustratas¢lien those who
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seeks to address is how to document empirical agigjek linking consistency to the objective
accuracy of subjective beliefs. The elicitatiochieique reported here provides a tool that allaws f
virtually any functional relationship between catency and accuracy (measured at the individual
level), enabling us to pose the following questsra hypothesis test: “Do people with consistent
beliefs also tend to have accurate beliefs?”

The second question concerns whether inconsisisrassociated with economic losses.
Google Scholar returns more than 4,000 hits assatwith the phrase “non-Bayesian beliefs.”
EconlLit returns more than 3,800 hits. Judging ftbma intense scrutiny by economic researchers, one
might presume that deviations from Bayes’ Rule haygortant economic consequences. And they
might. Yet one finds little evidence to substatetidne hypothesis of economic losses due to
inconsistent beliefs in this same literatfir®aising questions about whether deviations framdard
normative benchmarks are individually or socialbgity (or perhaps even beneficial) should not imply
broader skepticism about the substantial experiah@vidence documenting anomalies and biases. On
the contrary, when one takes the behavioral ecarmlitérature seriously, especially its priority on
empirical realism, it suggests a much needed foelipvguestion: If individuals do not conform to
standard normative decision-making models, what th¢he economic cost?

In search of evidence for direct costs due to isiancy, we adopt a model which assumes
that PSA decisions are based on minimization oa function that depends on beliefs about prostate
cancer risks, beliefs about the quality of the scheg instrument, and the PSA decision itself. We

follow Gaechter, Orzen, Renner, and Starmer (2008j)tempting to take advantage of the high level

best understand the mechanics of Bayesian reasbndhg inapplicable as a tool, or procedure, ifiegtking decisions.

8 Behavioral economists have paid close attentianadeling deviations from Bayes’ Rule, and experitabeconomists
have spent considerable effort documenting theestetyr which subjects conform to or deviate fromd&yRule (e.qg.,
Camerer 1987, 1992; Ganguly, Kagel and Moser, 2B0@er and Wyatt, 2003). The unstated presumgtianuch of
this literature is that people ought to be Bayessgpoint of view that Gilboa, Postlewaite and Seldier (2009, p. 286)
explicitly challenge, with the observation thatabitrarily chosen prior in conflict with frequendgta would seem
hardly rational: “A paradigm of rational belief slid allow a distinction between assessments tleatvatl-founded and
those that are arbitrary.”
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of statistical fluency and familiarity with axiona$ rational choice among economists by studying dat
collected from them. Minimization of expected les$eads to an objective function that can, injreo
be influenced by inconsistent beliefs through twatidct channels. The first channel through which
losses could occur would be if inconsistency caussascurate beliefs, in which case we would expect
to find a strong positive association between iscgdrncy and inaccuracy. The second channel for
inconsistency to cause losses would be if incomsigieople had a different likelihood of having a
PSA test (net of the effect of inconsistency onjective beliefs about risks and benefits). In dase,
we would expect to estimate a large effect of irststency on the PSA decision itself (either positiv
or negative, since we make no assumption abouth®h@sSA testing is good or bad) in the presence of
controls measuring subjective beliefs about carisks, benefits and costs of PSA testing. The
intuition is simple: if inconsistent beliefs arestly, then one expects that inconsistent men efthee
less accurate beliefs, or a systematically diffebemavioral mapping from perceived costs and
benefits into PSA decisions.

The third issue addressed in this paper concemadtual decision process men use to make
decisions about getting tested for PSA. Subjedialeefs about cancer risks, the quality of the PSA
test, and chances of negative side effects (camdition surgical or radiation treatment) surpriging
have no predictive power for self-reported PSA sleais. This corroborates what respondents self-
reported about their decision-making processesrat@s of search for statistical information ana lo
rates of “weighing pros and cons” even among redeots who identified both benefits and harms. We
find that respondents condition PSA testing denssion social cues (variables coding whom one
talked to prior to deciding to get tested). Gigtrong incentives for doctors to practice defensive
medicine, over-test, and over-diagnose (Studdext €2005), it is surprising that economists, vane
well aware of incentive-mismatch problems, appeaghore advice from the National Cancer Institute

to weigh pros and cons before testing.



Because there is room for misunderstanding, we westiate explicitly that our goal was not to
demonstrate that economists fail to conform to Balgelle. As mentioned, 24 out of 125 conformed
perfectly to Bayes’ Rule. We want to stress thathe absence of evidence showing that deviations
from Bayes’ Rule adversely affect payoffs, we dointerpret these deviations as irrationality. Heat
our goal is to provide an empirically grounded astdmf the actual decision process that statisyical
sophisticated decision makers use, revealing wifaary—role internal consistency of beliefs plays.

Section 2 describes how the data were collectedeputts descriptive statistics. Section 3
presents the main findings in the form of regrassiinking consistency to accuracy and, second,
consistency to self-reported PSA decisions. Sectimvestigates the robustness of these findings,
presenting further evidence regarding the roleocfad influences in PSA testing decisions. Finally
Section 5 discusses interpretations of the reanltisprospects for new norms of rationality that\all
for inconsistency.

Section 2: Description of data
Descriptive Data About Survey Respondents

We surveyed attendees of the annual meeting dhitierican Economic Association (regularly
attended by approximately 9,000 registered contergarticipants), also known as the Allied Social
Science Associations meetings, January 6-8, 200Boston, Massachusetts. Our interviewer
conducted face-to-face interviews based on a sctiptotocol designed to last three to 10 minutes,
although no time limit was imposed. The scrippfoeluced verbatim in Appendix 1) was visible to
respondents, and the interviewer encouraged resptstb read any sample items for themselves if
they wanted clarification. Most interviews werdleoted a few meters from the registration desk at
the AEA meetings, which also served as a passagenayd from conference sessions. The location
was chosen to ensure, as much as possible, refageichances of intercepting different types of

conference attendees.



The interviewer approached men only, and only thvdse appeared to be at least 40 years old.
He approached potential survey respondents witeraarized introductory statement offering
respondents a choice of $3 cash or a Swiss chedméeif and assurances that the survey would be
short. Survey respondents who chose $3 instetiteathocolate bar (83 versus 17 percent) were asked
if they wanted to donate the $3 participation fea tancer charity, which a majority did. Table 1
contains summary statistics for survey responses.

Of 133 respondents, 123 (92 percent) said they e®yaomists. The 10 non-economists
described themselves as political scientists odecécs working in fields that overlap with econosic
A few additional survey items not summarized in [€Eabwere collected as well. For example,
respondents’ subfields revealed a nicely heterageneepresentation of the economics profession, and
these subfield indicators are used as controlenmesof the regressions reported in the next section
The age distribution was remarkably symmetric, waittnean of 51, and covering a large range, 26 to
79. For the most part, our interviewer succeeddéutizng the over-40 target, with 119 reportingeag
of 40 or older.

Nearly half the respondents (46 percent) reportgadhig had a PSA. Among respondents 50
and older, the rate of PSA testing was 65 percktust respondents (91 percent of the 124 who
responded) said they recommend that men in theih&0e a PSA, with almost no difference in rates
of recommendation by age.

Non-Response

In Table 1, the column under the heading(s) “NundfdResponses” shows that item-specific
non-response was a problem for several questittheugh not the ones we would have expected.
Nine refused to classify their work as either “mapplied” or “more theoretical.” No one refused to
say whether he had taken a PSA. Nine refused, \ew® make a recommendation about whether

men in their 50s should have a PSA.



Perceived Harms, Risks and Benefits of PSA Testing

We will return to the remaining items in Table bely. Before getting to those, Table 2
summarizes eight frequently cited medical studesuaithe risks and benefits of PSA testing, with
comments highlighting statistical findings and exmpinion, especially potential harms from
screening, which patients undertaking cost-bewgafttulations would likely want to consider. After
gaining FDA approval in 1986 for use among menaalyediagnosed with prostate cancer, PSA testing
spread rapidly as a screening tool for asymptonmaéig, with some estimating that by the late 1990s
as many as half of American men over the age dfdeDundergone PSA testing (Gann, 1997). Aside
from the large direct costs of financing mass sureg which have been estimated at $12 to 18 hillio
per year (U.S. Preventive Services Task Force, 20028), another key point of contention regagdin
PSA screening concerns the benefit of early detlectMost prostate cancers grow so slowly that
patients with prostate cancer die of other caussts(6tanford et al., 1999; U.S. Preventive S&wic
Task Force, 2002). The benefits of early deteatiay also be limited in the case of fast-growing
cancers for which treatment has very limited susc&¥hile some studies report evidence that early
detection of prostate cancer reduces disease-gpewftality, there is no evidence showing reduttio
in overall mortality (Ciatto et al., 2000; Holmbewg al., 2002; Yao and Lu-Yao, 2002; Draisma gt al
2003; Concato et al., 2006). The most recent naizkd trial in the U.S. found no evidence that PSA
screening reduces death from prostate cancer tn fean cancer in general; in fact the death rates
were slightly higher in the screening group (Antkiet al., 2009). At the same time, the medical
literature reports significant harms from prosi@acer screening, including psychological stress,
needless biopsies following false positives, anermgatment of nonlethal prostate cancers thattresu
in complications such as incontinence and impotéWéng and Arnold, 2002; Hawkes, 2006).

Returning to Table 1, the survey item labeled “Hsirencodes responses to the forced-choice

(yes/no) question: “In your opinion are there ptitdiharms associated with PSA screening?” Intligh
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of the medical literature summarized in Table Buitprised us that only a quarter of respondeidis sa
there were harms associated with PSA testing. dperimost surprising was that only about a third of
respondents reported weighing pros and cons whedidg whether to have a PSA test. Not weighing
pros and cons can, of course, be rationalizednifezme perceives zero costs or zero benefits, becaus
in that case there are no tradeoffs to weigh. Wheomes to PSA testing, however, the material in
Table 2 shows a medical literature that has, frieennid-1990s, emphatically recommended weighing
costs and benefits as opposed to automatic scig@riasymptomatic patients. We worried, in fact,
that this sample item asking whether economistsAeghed the pros and cons might not generate any
variation, with nearly all respondents answeringsy
Elicited Frequencies
The following five probabilistic beliefs were elied:
« lifetime incidencdthe probability that a randomly drawn male in th&. is diagnosed with
prostate cancer within his lifetime ) denoted P {fetime)
« lifetime mortality(the probability that a randomly drawn male in th&. dies of prostate cancer
within his lifetime) denoted P(D Lifetime)
* incontinence probabilitythe probability of incontinence conditional onrgigal treatment for
prostate cancer) denoted P(Incontinence | Surgery)
* posterior probability(the probability that an asymptomatic U.S. malei;50s has prostate
cancer conditional on a positive PSA test) den&gcl+)
* sensitivity(the probability that an asymptomatic U.S. maldig50s has a positive PSA test
conditional on the event that he has prostate caidbe time of screening) denoted P(+|C).
The bottom block of elicited belief and publishemirp estimates in Table 1 shows that
respondents’ beliefs about these probabilitiesedrid be slightly too large, but not far off from

published point estimates in the medical literaturesofar as cost-benefit considerations drive PSA
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decisions, one would expect these five belief \desto have joint explanatory power as a proxy for
perceived net benefits of testing. We test thabliyesis below.
Consistency and Accuracy of Beliefs
We sought to construct a measure of logical inctescy that does not depend directly on the
accuracy of stated beliefs, so that functionalfjeipendent measures of consistency and accuracy,
based on separate sets of survey items, couldrbputed for each individual. To accomplish thig th
elicitation scheme (as described in the Introdmjtadlowed for infinitely many pairs of subjective
beliefs to be perfectly Bayesian, regardless ofismy. Our interview script reads:
The main focus of the survey is prostate cance8W (Prostate Specific Antigen) screening. |
won't ask any personal questions about the illnss#, just about screening. I'd like to elicit
your best guesses about the risks of prostate cance
[Elicitation of P(C Lifetimeg)] For a randomly drawn American male, I'd like ymuguess the
probability that he wilbe diagnosedavith prostate cancer in his lifetime?
[Elicitation of P(D Lifetime)] What would you say is the probability that hdldie from
prostate cancer in his lifetime?
Now I’'m going to ask you about American males ieittb0s who have no symptoms, have
never been diagnosed with prostate cancer, anstegened with a PSA test for the very first
time. One leading study suggests that 5% of naglsampled men from this population have a
positive PSA. It's also estimated that 2.5% adyuadve prostate cancer at the time of
screening, which includes those whose PSAs fadletbtect the disease. [source: Harris and
Lohr, 2002, Ann Intern Med].
[Elicitation of P(C|+):] Given a positive PSA, I'd like you to estimateetprobability that a man
actually has prostate cancer.

[Elicitation of P(+|C):] And given cancer at the time of screening, whatild you say is the

12



probability of a positive PSA?

The first two elicited beliefs, lifetime incidene@d mortality, are used to construct a measure
of belief inaccuracy. The conditional point-in-tirbeliefs are used to construct a measure of belief
inconsistency As is clear from the interview script, applyitige definition of conditional probability
to these conditional beliefs imposes the restmct®(C|+YP(+|C)=1/2. Respondents might know
nothing about relevant medical studies and puldigh®A facts but nevertheless conform perfectly to
this restriction and be perfectly Bayesian. Absolog-approximated percentage deviations from this
Bayesian restriction generates our measure ofdimidtual’s inconsistency:

inconsistengy =| log[P(C|+)YP(+|C)] — log[1/2] |.
Inaccuracy of beliefs with respect to publishethpestimates is defined as:
inaccuracy = (| log[P(C Lifetime)0.177)] | + | log[P(D Lifetimg)0.028] | )/2.
This definition computes inaccuracy by averagingodilite percentage deviations of lifetime incidence
and lifetime mortality from their respective poegtimates in the medical literatufe The scatter plot
of inconsistencynd inaccuracpresented earlier revealed zero or negative coiwelalf one supposes
there is a single scale of general intelligence single-dimensional spectrum of axiomatic ratibya

as is commonly implied by references to “rationadtsus “irrational” subjects in the behavioral

®  We re-ran regressions reported in the next segiith alternative definitions of inconsistency edn other functional

specifications of the deviation. For example, déon can be measured in percentage points as eppopercentage
deviations with the following formula (althoughgitves disproportionate influence to respondentk Vgitge-magnitude
beliefs):absolute percentage-point deviation from Bayd$(+|C)- 2P(C|+)|. Another deviation measure we tried
was raw percentage deviations rather than log appations:absolute percentage deviation from Bayels
[P(C|+)/P(+]|C) - 1/2)/(1/2) |, which produces a much more sprasdistribution and, unfortunately, is not invatian
under algebraically equivalent re-statements oféis&riction. For example, a slightly differentvdgion emerges from
the formula:alternative absolute percentage deviation from Bay¢[P(+|CYP(C|+)- 2])/2 |. The log approximations
we use attenuate extreme deviators and produce gnoeervative (i.e., smaller magnitude) correlatioWe also tried
binary classification schemes splitting the sanimtie subsamples of consistent Bayesians versusisigtent non-
Bayesians. Dichotomization as shown in the nebietactually strengthens the case for our integficets.

Lifetime incidence and lifetime mortality are ddsecause the point-in-time PSA-related frequen(giesterior
probability andsensitivity were already used to compute inconsistency. Mbtte variation irinaccuracyas defined
above derives from beliefs about mortality sinds inuch rarer and therefore generates a wideerahgercentage
deviations. We re-ran all empirical models usiligraative measures @fconsistencylifetime incidence deviations
alone, lifetime mortality devaitions alone, andaaerage of five deviations based on all five etidibeliefs, revealing
no substantive changes. Appendices 2 and 3 degtedistributions of these measures in greatailde
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economics literature, one would expect performamo®rding to one normative metric to correlate
positively with performance as measured by othemadive metrics. These data provide no support
for such a theory.
Accuracy and Consistency Within Subsamples

Next, four cuts of the sample are used to diviggpoadents into consistent and inconsistent
subsamples and contrasts in mean inaccuaeeyeported. Groupings into consistent versus
inconsistent subsamples are shown as columns ile Baperfect Bayesians versus deviators from
Bayes; below- versus above-mediaoconsistencybottom versus upper quartilesin€onsistencyand
Ballpark Bayesians (a very inclusive classificationanyone whose inconsistencies can be modeled as
Bayesian beliefs plus a noise term) versus Emeaissr{those who commit gross errors in conditional
probabilistic reasoning described in detail beldtv)he first column contains mean values of
inaccuracy, signed inaccuracy, four log deviatiohslicited beliefs, inconsistency and signed
inconsistency. Reading horizontally across thst fiow, Table 3 indicates the average among the 24
perfect Bayesians (those witliconsistency0) had higher inaccuracy than the rest of the saifip6
versus 0.90). Similarly, the lower half of theansistency distribution had higher inaccuracy tten
upper half (1.08 versus 0.87), and the lower gleanthd higher inaccuracy than the upper quarti2g(1
versus 0.77). According to the fourth cut of taeple into Ballpark Bayesians and Emersonians,
accuracy is, once again, negatively associatedamitisistency (inaccuracy of 1.08 among the
consistent versus 0.78 among the inconsistent).

The second row of Table 3 shows that beliefs of=tent respondents tend to be too small,
whereas the beliefs of inconsistent individualgitenovershoot the estimates in medical journals.

Consistent individuals’ beliefs are not, howeveamerally any closer to those published estimates.

1 The label is inspired by Emerson’s (1841) “Selfi&ee” in which he wrote” The other terror that scares us from self-
trust is our consistency ... A foolish consistencthis hobgoblin of little minds, adored by littlestsmen and
philosophers and divines. With consistency, a gseat has simply nothing to do.”



Rows 3 and 4 show log deviations for lifetime ireside and mortality, the two components averaged
in signedinaccuracy and inaccuracy

Of the 16t statistics in the middle block of Table 3 labeledier the heading “log deviations,”
five have magnitude greater than 2, indicatingsteally significant unconditional differences in
means between consistent and inconsistent subsanmpfehese five significant differences,
consistent individuals’ mean deviation from zersrnsaller in three castsand larger in twd® These
disaggregated bivariate contrasts, while mixedh@toshow any tendency for consistent individuals to
have more accurate beliefs, and are generally simsiwith the initial view of the bivariate
relationship in Figure 2.
Taxonomy of Inconsistencies: Emersonians and BdIBayesians

Closer examination of the elicitation scheme revéat there are conceptually distinct ways in
which a respondent can deviate from Bayes’ Rulemé&respondents are within plausible bounds
(defined just below) and could be modeled as iy threre producing Bayesian beliefs with an error
term that produces moderately inconsistent conditibeliefs. Other subjects’ beliefs involve more
basic violations of inequalities required by coiaditl probability. The former group is referreda®
Ballpark Bayesians and the gross violators of géfendion of conditional probability are referred &s
Emersonians.

We define three types of gross violations of pralggltheory, any one of which would indicate
a process for generating beliefs that cannot plysBéreconciled with the definition of conditional

probability. The first gross logical error is P(§[* 0.50. The definition of conditional probability

12" The three cases in Table 2 where consistentitheils are, on average, closer to zero deviatian thconsistent

individuals are: -0.00 versus 0.22 for log(posté@icd4) among perfect Bayesians and deviators Bayes, witht
statistic -2.1; -0.18 versus 0.48 for log(morigdt028) among Ballpark Bayesians and Emersoniaitis,t statistic -
2.5; and -0.11 versus 0.67 for log(posterior/O&@#png Ballpark Bayesians and Emersonians, isthtistic -7.9.

The two cases in Table 2 where consistent indalglare, on average, farther away from zero dewiare: -0.69
versus 0.23 for log(mortality/0.028) among perf@ayesians and deviators from Bayes, wistatistic -2.2; and 0.13
versus -0.10 for log(sensitivity/0.64) among lowaad upper quartiles of the inconsistency distrimtiwitht statistic of
2.5.
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states that P(C|+¥F P(Cn +)/P(+). The numerator refers to an intersectibavents for which it must
be true that P(@ +) < min{P(C), P(+)}=0.025. The unconditional probatids provided to
respondents imply that conditional beliefs musbbended above by %:

P(C|+) <0.025/0.05 = 0.50
Elicited probabilities precisely at the upper bowh@d.50 correspond to the belief that there are no
false positives. Of 133 respondents, 36 (34 ecastsrand 2 non-economists) violated this logical
bound with subjectiveosteriorbeliefs strictly greater than 0.50.

The second gross departure from probabilistic legR(C|+)> P(+|C). Substituting the
definition of conditional probability for both tesnthe numerators of the conditional probabilities
of course the same while the denominators takenowi values. But P(C)=0.025 < P(+PSA)=0.05
implies P(C|+x P(+|C), which holds with equality only when théensection event in the numerator
has probability zeroEleven respondents strictly violated this condit@mf whom also committed the
first gross departure.

The third logical error is P(C|#F P(+|C). Given the information provided which explicitly
mentions false positives and cancers undetect&Bytesting, P(C|+PSA) cannot be zero. The
argument in the preceding paragraph implies thepstestriction P(C|+) < P(+|C). Sixteen responsgent
provided equal conditional beliefs. Of these, seatso violated the first logical restriction bytshg
P(C|+) = P(+|Cp0.50. Seven others stated P(CEHP(+PSA|CGF0.50. In total, 45 respondents
committed at least one of the three errors regyltirthe designatioBmersonian
Section 3: Evidence that I nconsistency L eads to Economic L osses?

Loss Function With Two Channels For Inconsistency

Denote respondent isconsistencysd;. His probabilistic beliefs, which are a functioh

inconsistency, are represented &3 ) Person-specific value judgments needed to rankrgent

outcomes associated with prostate cancer, PSAgestnd treatment options, are summarized by the
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parameter vectd;, which is interpreted as accounting for all inpersonal differences aside from
inconsistency and beliefs. We suppose thegpresents states of nature drawn from a standard
probability measure on the univei@e In the PSA testing context, states can be thiooighs terminal
nodes on a large probabilistic event tree geneyaimtingencies that describe various combinatdns
events: cancer, positive PSA, types of prostatearaand treatment options in the event of cancer.

Statesw include contingencies with successful treatmepdgtially successful treatments with
side-effects, and contingencies with unnecessageses (i.e., surgery that removes slow-growing
cancers which would not have proved lethal if ieftreated)—as well as the opposite, contingenaies i
which valuable treatment options are missed. Trisedtep from the root of the event tree has two
branches corresponding to the unobserved evemi®state cancer and no prostate cancer. The
second step has four branches total, two brancbesthe cancer node, and two from the no cancer
node, corresponding to the observed events +PSARBA.

The path along the tree corresponding to the pient “No cancer and -PSA” is a terminal
node. We can normalize the payoff associated tithnode to zero, indicating a status-quo outcome
that abstracts from small monetary, time and hassés associated with having the PSA test and
receiving a correct, negative result. Along thangh with no cancer and +PSA (i.e., a false paitiv
several contingencies are possible correspondingrious options given to patients who have a
positive PSA. These include watchful waiting (wiltte stress of worrying about as-yet undiagnosed
prostate cancer); biopsy, false positive on biopgypecessary surgery; biopsy, false negative on
biopsy, undiagnosed cancer; biopsy, correct p@sitidicating cancer; or a biopsy that successfully
rules out prostate cancer.

From this long yet far-from-complete list of statgsone appreciates that many person-specific
value judgments must go into assigning payoffdab all contingencies can be ranked. For example,

as authors of one of the medical journals quotethinle 2 wrote, some men will prefer to live fewer
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years with a fully functioning body, and otherslyilefer to live more years with side effects of
treatment. Still others might prefer to never éstéd or diagnosed, regardless of the underlying
physical state. The person-specific parametesimply that loss functions for different people il
take on different values (representing differenkmags of states) even if their subjective belesfs
identical: even if b=y andd = &; , then i and i’ will nevertheless assign differlisses to each
contingencyw, and possibly make differeak antdoss-minimizing testing decisiond t t; *,
wheneve®; # 6;. This allows for full heterogeneity in rankingethontingent outcomes and does not
presume there is a universally correct decisionggt, or not to test).

Given these definitions, the very standard prolistimlstructure generating conditional on
subjective beliefsjis summarized by a conditional pdfjsfw, bB(:)). The loss function depends on
states, inconsistency (which imparts a direct éffecthe losses assigned to all contingenciesfrigg o
effect on beliefs about the probabilities of reaghany particular node on the tree), the testiraysitan
denoted;t and person-specific parameters needed to ramingencies: L, 9, t; 6;). Taking beliefs
and inconsistency as fixed, the decision maker coegyxisk (i.e., expected loss) at each elemettitan
binary choice set (eithert 0 which codes the decision not to have a PSi\ ¢e$ =1, which codes
the decision to have a PSA):

Ro=Ja L(w, &,0;8) fup(w, Bi(&)) dw,
Ri =Jao L(w, &,1;8) fep(w, b(&)) dw.
Finally, the optimal choice of minimizes risk: it = argmin i {0, 1R

One sees from this that there are two channelsigiwavhichd; exerts an influence on PSA
decisions;t and therefore two channels through which one malgserve evidence, albeit indirectly,
thatd; is associated with economically meaningful lossBse empirical strategy is to examine the

channels separately (after linearizing the funeia®ependence of bnd; and of t* on &). We seek to
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measure the effect & on b and the effect od on t*. If inconsistencyeads to losses, then we expect
to observe empirical effects of appreciable sizeubh at least one of these two channels.
Chanel 1: Empirical Model With Conditional Effedtlaconsistency on Inaccuracy

Table 4 shows results from a regression of ina@yuoa inconsistency, with controls for
whether respondents consulted written informatibae,mode in which information was processed,
social influencers, a quadratic function of agel smbfield indicators along with other personal
characteristics from the survey. Comparing theptnbivariate model (in which the regression
coefficient on inconsistency was -.06) to the kiclsink model in Table 4 (in which the coefficient
inconsistency is nearly the same, changing onky08), one sees no evidence that inconsistencysexer
large conditional effects on the accuracy of bsliedimilarly for every intermediate specification
involving different subsets of the regressors: wean saw a statistically significant and positive
coefficient that would demonstrate a positive asgmn between consistency and accuracy of beliefs.

There are several puzzling effects in Table 4 te noowever. Consulting written information
paradoxically increases inaccuracy of beliefs. tinother hand, deliberation captured by the viiab
“weighing pros and cons” appears to have a bemg¢fdiect reducing inaccuracy, with a magnitude
just large enough to cancel out the effect of ctimguwritten information. Although 29 respondents
report consulting written information and 46 repegighing pros and cons, only 15 do both. Six
respondents report having consulted an authorg@wurce such as a medical journal, which also
implies having consulted a written source. Thaaye neoclassical economist and average
econometrician were about one third less inaccubhate the sample average.
Chanel 2: Empirical Models With Conditional Effeofsinconsistency on PSA Testing

Table 5 presents estimates of four linear proligbiliodels, witht statistics computed using

robust standard errot$. The first three models are the main focus—preamtiodf PSA decisions. The

14 Logit and probit models produce qualitativelyrideal results and are available from the authgenurequest. Similar

19



fundamental modelssumes PSA decisions are a function of all filgesiive beliefs and a quadratic
function of age. Thadd-info-processing modaksumes that PSA decisions are a function of
everything appearing in tieandamental modelnd, in addition, depend on information acquisitio
information processing, and inconsistency. Findhgadd influencers modealllows the probability of
taking a PSA to encompass the two previous modelsia addition, depend on social influencers.
The final columns of Table 5 provide a comparisbthe same encompassing model applied to a
different dependent variable, respondents’ PSAmauendations.

We find statistical confirmation of the self-remothat most economists do not weigh costs and
benefits in the results of a joint test that thmstffive regressors have zero coefficients. This
corresponds to the hypothesis that subjective fisadieout cancer risks and benefits of treatmentado
influence PSA decisions. The second-to-last rowadfle 5 shows p-values for that hypothesis, which
reveal surprisingly weak predictive power of subjexbeliefs in the first two models. This weak
predictive power does not result from overall wesdshof the prediction equation, however, as
likelihood ratio tests easily reject the hypothébat all coefficients in the model are zero, asralé
models. According to the p-value in the third mptewever, subjective costs and benefits begin to
have statistically significant predictive power ennformation about social influences is addedho t
model. Even in thadd influencers modgindividual beliefs have surprisingly weak effeotsthe
probability of having PSA testing. For examples grerceived risk of incontinence, which we would
have guessed would strongly condition men’s evedoatof the test’s desirability, has very moderate
effects across the three PSA-decision models, impthat a man whose perceived risk of
incontinence to be twice as big as average isoat,md to 8 percentage points less likely to have a

PSA. Coefficients on information acquisition ardgessing (i.e., pros-cons deliberation and logical

to Wisdom, Downs and Loewenstein’s (2010) approaehyse the linear probability model estimated hyg@with
robust standard errors) to provide easy-to-inténmagnitudes of estimated effects on binary oute(healthy versus
unhealthy menu choices, in their case, and PSAsied in ours). The linear probability model hHas advantage of
easily correcting for heteroscedasticity of errofge checked that none of the important effectssarequalitative
results change with logit or probit specificatimfghe empirical model.
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inconsistency) are nowhere statistically significan

Thedoctor influenced/ariable reveals strong conditional correlatiotwsen reliance on a
doctor’'s recommendation and PSA test taking, despé& obvious incentive mismatch in doctor-
patient transactions that lead to well-documentetlpms of defensive medicine, over-diagnosis,
over-prescription, over-treatment and other poé¢iptioblems that economists should be well aware of
(see Behrens, Guth, Kliemt and Levati, 2005; Loestein, 2005; and Sorum et al., 2004, for more on
doctor-patient incentive mismatch).

Statistical Predictors of the PSA Recommendation?

The simple correlation between PSA recommendatodsself-reported decisions is a
surprisingly small 0.09 (and far from statisticagrsficance). The last columns of Table 5 show the
estimated prediction model applied to PSA recomragads. To keep the sample the same, the PSA
recommendation was modified to a forced-choiceigarthat codes non-responses as zeros. Even in
this forced-choice version, the rate of recommeandaemains nearly twice as large as the rate & PS
taking, 85 versus 46 percent. Beliefs about castsbenefits have more predictive power for PSA
recommendations than for PSA decisions but, onagagonsistency of beliefs plays a very limited
role.

Theories Regarding Inconsistent Beliefs and Otlents of Inconsistency

Why might smart people hold inconsistent subjedtigkefs? Gilboa, Postlewaite, and
Schmeidler (2008) provide examples of decisionexist(e.g., wars, or a coin that one has never seen
or flipped before) in which they argue it wouldib@tional to hold probabilistic beliefs. Non-stamd
reasoning processes that generate behavior intemsvgith axioms of internal consistency can be
defended and, in some contexts, shown to enjoyrddgas over decision processes adhering strictly to
consistency (e.g., Gilboa and Schmeidler, 1995;Ugdson, 2001; Aragones et al., 2005; Spiegel,

Heifetza and Shannon, 2007; Robson and Samuel868).2Grunwald and Halpern (2004) identify
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the problem of dilation—where updating newly arduaeformation can cause posterior distributions to
become more spread out and therefore less preaisargiie that non-Bayesian updating which
sometimes ignores information provides more pregisdictions. This less-is-more result regarding
the number of variables used in prediction taskseags in a growing number of theoretical and
empirical studies (e.g., Hogarth and Karelia, 2Q@#)6; Baucells, Carrasco and Hogarth, 2008; Berg
and Hoffrage, 2008; Goldstein and Gigerenzer, 200%k finding that less information can enhance
performance also appears in laboratory studies €@amLoewenstein and Weber, 1989) and financial
data (DeMiguel, Garlappi, and Uppal, 2009).

In a related vein, models of time-inconsistencygvenstein, 1987) and the possibly adaptive
advantages of time-inconsistency have been disdystdpern, 1997; Robson and Samuelson, 2009;
Warneryd, forthcoming). One empirical study showlet time-inconsistency and expected utility
violations were both associated with higher payoaffside and outside the task domain that generated
those inconsistencies (Berg, Eckel and Johnsor))200heoretical work on rule-based behavior
typically considered to be incompatible with axigimaationality has stimulated discussions about
inconsistencies that provide compensating beneffissmplicity and robustness in the face of Large-
World uncertainty (Gigerenzer and Selten, 2001; Bgw2002; Segal and Sobel, 2007; Comte and
Postlewaite, 2008; and see also Gintis, 2010, anddbudens).

Normative Status of Bayesian Reasoning, Money Pamgp®utch Books

The Savage axioms underlying expected utility thewe a prime example of consistency
criteria whose normative status is widely accepleshbite a lack of evidence demonstrating that
deviators suffer significant losses. Sugden (129@)es (with great originality in the face of near
methodological consensus pointing in the opposrection) against the normative interpretation of
expected utility theory. Hammond’s (1998) modehfializes the argument made informally many

times before advocating a strong normative intégpien for expected utility theory and the Bayesian
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mechanism that supports it. Starmer (2000, 20089Pprovides truly illuminating historical and
methodological analysis of normative debates aBaytsian reasoning and expected utility theory.
Similar to Bayesian consistency, preference cossestis assumed in virtually every model
with utility functions and often defended as norively appealing based on inconsistent agents’
theoretical vulnerability to money-pump or DutchdBs exploitation (Davidson, McKinsey and
Suppes 1955, p. 146; Raiffa 1968, p. 8Although the existence of transitivity violatioissby now
beyond doubt (Tversky, 1969; Grether and Plott9126omes, Starmer and Sugden, 1989, 1991;
Sippel, 1997; Harbaugh, Krause and Berry, 2001;r&mai and Miller, 2002; List and Millimet, 2004),
there seems to be little evidence that individwdle behave inconsistently in real economic
environments suffer significant losses as a resohu and Chu (1990) and Cherry, Crocker and
Shogren (2003) report some instances of individwalg are money-pumped in the lab, showing that
they quickly learn to avoid inconsistent choiceat fleave them vulnerable to exploitation. List and
Millimet (2004) show that subjects in the field yaignificantly in terms of consistency of choice
patterns, and that market experience reduces tiapility of inconsistent patterns of choice—withou
showing, however, that inconsistency leads to redlevels of economic performance. Although
experience or contact with market pricing mechasisan reduce buy/sell disparities and facilitate
efficient pricing, such experience does not negédgsaake individual-level inconsistencies disappea
(Loomes, Starmer, and Sugden, 2010) and sometsrassociated with new inconsistencies (Braga,
Humphrey, and Starmer, 2009). Camerer and Ho@ga8®0) suggest that learning about the
consequences of one’s inconsistency occurs relasl@vly, and Loewenstein (1999, 2005) argues

that many high-stakes decisions, especially medieaisions, are one-shot—without repetition in the

15 Exceptions include a growing number of papersespreviously mentioned, including the models obiRstein and

Spiegler (2008), Laibson and Yariv, (2007), Cuaitd Sugden (2001), and DeLong, Shleifer, SummetdNsaidman
(1991), in which inconsistent individuals do notessarily succumb to exploitative competitors. rfiaatd Tyran
(2005) and Halitwanger and Waldmand (1985) empbkatia role of strategic complementarities in deteimg
whether inconsistency among a few individuals ieflces aggregate measures of economic performahie,Sen
(1993) argues against the normative appeal ofriateronsistency axioms in general.
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decision maker’s natural environment—raising questiabout whether economists should assume that
inconsistency is likely to be exploited in comgetitand therefore mitigated by experience. Rubinste
and Spiegler (2008) critique money pump argumenthe grounds that actually carrying out
exploitative transactions requires face-to-faceactthat very likely triggers an attitude of cautior
suspicion among the potentially exploitable. AdRstein and Spiegler (2008, p. 237) put it, “We
tend to think strategically about the situation andpect that there is a ‘catch,” even if we cannot
pinpoint it.”
Section 4: Decision M aking Processin PSA Testing

As mentioned earlier, only 46 out of 128 responsleaported having weighed pros and cons
when deciding on PSA testing. Among those whondidweigh pros and cons were 16 who did not
despite having reported that they perceive haris dlear departure from thought processes typicall
assumed in economics motivates us to look for reer@ence about the decision making process. The
importance of modeling thought processes rather téstricting analysis to outcomes or consequences
motivates the admittedly speculative considerattbasfollow and attempts to cull additional
information from our data (Tukey, 1977; Rubinstaind Osborne, 1988; Leland, 1994; Gigerenzer and
Selten, 2001; Bardsley et al., 2010). This seait@mpts to follow Rubinstein’s recommendation
(Rubinstein,1991, 2001, 2003, 2006) to open thactbox” of decision processes in more detail.
Decision processes other than cost/benefit caladogerform well by various normative metrics and,
as numerous evolutionary models have shown, caatimmalizable under mechanisms that generate
selective pressurg.

One of the most frequently encountered non-standctsion procedures in evolutionary

'8 Rubinstein argues that experiments yield mosghtsivhen examining assumptions and documentingdasties that
provide an evidential basis for others to indudsivgenerate new theories (rather than testing ptiedis of theory).
Sugden (2008a, 2009), too, points to a role foorpy on empirical regularities that can be usedm evidential basis
for others to inductively construct new theory.nBiore et al. (2002) reflect on the importance géstigating more
deeply into how people think about games. Gilllusstlewaite and Schmeidler (2009, p. 285) advdeattew of
rationality that requires a compromise betweerrirglecoherence and justification....”
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models is imitation and, more generally, conditanaction on social cues (see Boyd and Richerson,
1985, or Gintis, forthcoming, and the referencesdim regarding imitation and adaptive successg On
important source of justification in the social dachily environments in which we make medical
decisions is social cues. This section attemppsduide additional insight into the role of delibgve
reasoning, the search for information, and sociakc

Table 6 presents a cross-tabulation of respongi tharms question, and the pros and cons
qguestion. Non-responses are recorded, too, betaegenight contain information about decision
processes. To examine whether the joint distraoutif harms and weighing pros and cons is any
different among PSA takers, Table 6 indicates ackets the number within each cell who are self-
reported PSA takers. The joint distributions amB&a\-takers and non-PSA-takers are remarkably
similar. The respondents in the diagonal elemefitise bivariate distribution include 59 respondent
who do not see harms, which provides a plausikienalization for having not weighed pros and cons.
Twelve respondents’ reports were entirely constsigth cost/benefit calculus. Respondents in tHe of
diagonal positions are, however, more difficulstpare with cost-benefit calculus, raising the taes
of how they are choosing to get tested, if not Ipyacess of weighing pros and cons?
Guess-50 Heuristic

One possibility is that, with no incentive paymeiaisaccurate guesses or (more likely, we
think) reflecting honestly on their ignorance absiattistical facts of PSA and prostate cancer,
respondents simply guess 50 (as a default belsddan the standard appeal to symmetry). It costs
very little effort if it is the default belief abbbinary outcomes in the absence of data. We ctiaed
number of times respondents guessed “50 percesgdaf completely uninformed priors, or use of a
guess-50 heuristiayas correlated witlionsistencyraccuracy Among the five elicited beliefs about
probabilities, the maximum number of times anyonthe sample guessed 50 is twice. Interestingly,

those who guessed 50 twice had more accurate fielgh mean inaccuracy of 0.71 (sd 0.01) among
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the 22 respondents who guessed 50 twice, vers@g4d®.09) among those who never guessed 50.

Of the 24 perfect Bayesians, two guessed 50 twkgaersonians and Ballpark Bayesians guessed 50 at
roughly the same rate. And inconsistency was ustaied with guessing 50. Appendix 4 discusses a
negative finding—no natural frequency effect—relgtto evidence in the psychology literature that
communicating probabilities in natural frequendes., “7 in 1000” instead of “0.7 percent”) caade

to dramatic improvements in Bayesian reasoningsagrdficantly different medical decisions.

Additional Evidence Regarding Social InfluenceP@A Decisions

The paired rows of Table 7 present mean contradtgden subsamples that correspond to
different hypotheses about the role of particukiables in influencing PSA decisions. The firairp
of rows shows the main finding, which is a largiedence in the rate of PSA taking between those
who reported nobody influenced them and those whorted at least one influencer (36 versus 78
percent). No other variable has such a large laiteaassociation with PSA taking. The remaining9ai
look for other variables and interactions that nlattuthe effect of social influence.

The second pair of rows in Table 7 looks for are&fbf weighing pros and cons among those
who reported being influenced by at least one offmexst likely, a spouse). In this subsample of
socially influenced respondents, rates of PSArgsthow virtually no effect from weighing pros and
cons. The third pair of rows in Table 7 showsdtigerence in rates of PSA testing among those who
weigh pros and cons and those who do not, revealmgdest 15 percentage point difference: 76
versus 61 percent. As with all bivariate contrasasisality is of course unclear. One explandton
higher rates of PSA testing among those who weigies and cons is that, after getting tested as a
result of a social heuristic, these respondents gla¢hered information and weighed pros and cons as
an after-the-fact rationalization.

The fourth pair of rows in Table 7 casts some daumbwvhat exactly those who report weighing

pros and cons are weighing. Among those who weigh and cons, there is only a slight difference in
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rates of PSA testing between those who perceiva$iand those who perceive no harms: 86 and 76
percent, respectively. Similarly, the sixth pdicontrasts shows that among those who perceive
harms, those who weighed pros and cons and thoselidmot have similar rates of PSA testing,
although the small number of observations makesethemparisons imprecise.

After social influences, the second largest bitar@ntrast was between those who consulted
written sources and those who did not (tﬁ‘efmm the bottom pair in Table 7), with rates ofA*S
testing of 95 and 55 percent, respectively. Whils tould have occurred as the result of infornmatio
search consistent and subsequent weighing of aodtbenefits according to the standard model, we
strongly doubt it. Much of the research literatarePSA testing in recent years has reported proven
harms and no proven benefits associated with serg@symptomatic populations. We would have
guessed that reading the medical literature waedd keconomists to greater skepticism about the
benefits of PSA testing. For example, the soune@sable 2 caution that discovering more cancers and
discovering them earlier does not imply savingdivénother interesting statistical issue in prtesta
cancer risk studies is that PSA testing was shaweduce disease-specific mortality but not overall
mortality. If weighing pros and cons caused thé E8cision rather than the other way around, then
the difference in rates of PSA taking within prastacons weighers should be especially large between
those who perceive harms and those who do not fwhis not).

One reading of these data is that those who pexddiarms felt a greater need to rationalize
their decision to get tested by reporting thatrttesting decisions resulted from a systematic ggsof
weighing pros and cons. This is consistent wighfturth through last rows of Table 7. The next-to
last (seventh) pair in Table 7 is consistent whilk hypothesis of after-the-fact rationalizatidn: i
consulting information led to higher rates of tegtbased on information discovered in those sources
then it would presumably matter whether one weighede factors or decided in some other way. The

seventh pair shows that, among those who conswitétgn sources, there is nearly the same rate of
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PSA testing between those who weighed pros and(€omst of 9) and those who did not (10 out of
11). Finally, the last pair of rows in Table 7 icates that consistency of beliefs, once agairyspda
very limited role in explaining PSA decisions, ralezl by similar rates of PSA taking among perfect
Bayesians and extreme deviators (i.e., Emersonians)
Section 5: Discussion
Findings

The first objective was to elicit belief data inywhat would provide independent measures of
consistency (with respect to Bayes’ Rule) and thjeaiive accuracy of subjective beliefs. Our
elicitation technique gives respondents two undootil probabilities and then elicits related
conditional probabilities to accomplish this objeet The second objective was to document evidence
consistent with economic losses due to inconsistelfs. The data we collected revealed no p@siti
correlation between consistency and accuracy, imglghat inconsistent beliefs did not generate
economic losses by reducing the accuracy of bektfieast in the context we studied. The other
channel capable of signaling the economic lossegdimave been a strong conditional effect of
inconsistency on the probability of getting a P84t which we also did not find. Finally, we
estimated a linear probability model of men’s diecis about PSA testing and found that subjective
beliefs about risks, benefits and costs are joimtig-predictive. Just about any variable that fg$oin
a standard expected utility model failed to pre®8# decisions. However, once information about
social influences was added to the empirical matiel subjective beliefs became jointly statistigall
significant, and the model’s sign pattern becamerahle to straightforward interpretations.

With full awareness of the usual caveats needautenpreting self-reports about issues as
personal as medical decision making, we asked nelgmts how much written information they had
acquired, the sources of that information, and etr not they had weighed pros and cons in

deciding whether to have a PSA test. More thahdaadl they had not weighed pros and cons. Insofar
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as the standard information processing model pesvalpoor fit of the data, one may rightfully ask
whether these data are simply too noisy to reealunderlying statistical links. We argue, on the
contrary, that respondents’ self-reported PSA daassbecome intelligible, with acceptable levels of
model fit, under the alternative hypothesis thatneenists, like many people, sometimes rely on a
simple heuristic of following doctors’ advice—esjady when sitting in a hospital or doctor’s offiee
which could be referred to asmhite-coat heuristic See a white coat, do what it sayhe social
influencer indicator variables, especiadlgctor influencedadd significant predictive power. Whether
trusting one’s doctor is effective in any normatsense is not addressed by our findings.

Why Economists?

To improve the chances of finding empirical linkestweeen logical consistency and objective
accuracy of beliefs, the data reported in this pagge collected mostly from economists. Gaechter,
Orzen, Renner, and Starmer (2009) argue that ezapfindings of anomalous behavior in samples of
economists are especially convincing, since onédvexpect economists’ professional training to
sensitize them to mechanisms causing these effécesumably the self-awareness of economists
makes anomalous effect sizes smaller than in thergeépopulation and therefore those effects can be
interpreted as conservative lower bounds. Our &asipe of 133 was comparable to theirs, which
was120. Previous studies have shown that ecormbusiave differently from non-economists
because of both selection and training (Carterleords, 1991; Frank, Gilovich and Regan, 1993;
Yezer, Goldfarb and Poppen, 1996). Surveys of @tists have also shown that economists’
statistical reasoning and policy views differ sainsially from those of non-economists, even after
controlling for education, income and gender (Capk001, 2002; Blendon et al., 1997). Also
relevant to the medical decision-making data stlidhehis paper is previous survey evidence showing
that economists agree more than non-economistseotieterminants of health and healthcare

expenditures (Fuchs, Krueger and Porterba, 19B8jhaps the most compelling reason for studying
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economists is that their beliefs about statisteal medical concepts can be measured with far less
noise than in the general population, whose poderstanding of statistics and “health literacy” is
well documented (Williams et al., 1995; Baker et 8998; Parker et al., 1995; Lusardi and Mitchell,
20009).

Logical consistency undoubtedly enjoys objectivemetive status in particular task settings,
for example, when taking the GRE exam. Howevegroaving body of theoretical models suggests
that deviations from standard normative axiomscon@mics, surprisingly perhaps, may have
beneficial effects for individual and aggregatefared’ Historians of science have also pointed out
that willingness to hold inconsistent views is guiarity rather than an exception among innovators,
for example, Kitcher (1992, p.85), who writes:

[O]n numerous occasions in the history of sciemoegstigators have found themselves inclined to
accept the members of a set of statements thatthdg recognize as jointly inconsistent, without
knowing immediately what should be abandoned: Daiemi evolutionary theory survived Lord
Kelvin's estimates of the age of the earth, Bahesry of the atom was retained and developed
even though it was at odds with classical electgmeéic theory. The phenomenon should be
apparent from humbler situations, in which peoplewk that they are inconsistent but do not yet
see the right way to achieve consistency. It manée universal, if each of us is modest enough
to believe that one of our beliefs is false."

The conclusions we draw are not categorically agjdire real-world benefits of adhering to

axioms of logical consistency. Rather, our goabiemphasize the importance of matching normative

" There is also a growing literature concerning ffieief inaccurate (distinguished here from incstesit) beliefs.
Complementing psychological studies of so-calldfissrving bias, Samuelson and Swinkels (1996) nepdvantages
in learning for those with distorted beliefs. Infld beliefs about the value of one’s endowmentimerease payoffs in
bargaining (Dekel and Scotchmer, 1999; Heifetz 8pietgel, 2001; Heifetz and Segev, 2004). Havingpatation for
being illogical in financial markets can make iffidult for opponents to predict one’s actions (Kynd Wang, 1997).
And overconfidence in the advice of financial exp@an increase market liquidity, resulting in diguia with distorted
beliefs that Pareto-dominate rational expectati{@esg and Lien, 2005; Berg and Gigerenzer, 200Rgcently, Gilboa
and Samuelson (2010) study a learning environmnmewhich biased minds learn more effectively.
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criteria to particular decision-making contextsjielproviding a counterexample in which standard
normative benchmarks are violated and performamoachanged (if not improved). Economists, who
are presumably as familiar with the normative bematks as anyone, vary substantially in the degree
to which they conform to consistency benchmarkshéaccuracy of their beliefs, and in the medical
decisions they make. And yet, statistical linksNsen these different sources of variation are Iypost
weak. Descriptively, social influences appear t@blkeast an order of magnitude more important than
the fundamentals of perceived risks and benefiB3A screening.
A Bolder Normative Economics in Which Inconsistdadyllowed?®

Ouir first finding, that consistency does not prédcuracy, suggests that the usual notions of
axiomatic or consistency-based rationality are gwokies for context-specific notions of rationglit
sometimes referred to as ecological rationalitygé®eénzer and Selten, 2001; Smith, 2003). The
second finding that consistency is uncorrelateth awdtual decision outcomes (when taken together
with the first) suggests that inconsistency in ttesnain has a small economic cost. The third figdi
that social influences are necessary to make s#rtke empirical PSA decision model, reveals the
importance of social cues. Conditioning actiorsonial cues no doubt functions well in many
contexts, but is surprising in light of well-knowrcentive problems in doctor-patient transactions.

Rubinstein (2006) expresses doubt that economaryhaormative or descriptive, serves the
prescriptive function that many, if not most, econgts have in mind when defending policy
implications based on economic research. Gin04@2, while arguing for the centrality of the ratad
actor model, allows that it will be necessary aadidhble to pursue extensions of standard notibns o
rationality in contexts that take us outside thakmorlds to which the Bayesian model is applieabl
With a slightly different take on the same them#b@a (forthcoming) writes in support of pluralisti

approaches rather than thiee-axiom-fits-all-contextspproach to normative analysis, which is

8 See Berg and Gigerenzer (2010) on narrow normatteepretations of rationality axioms in behaviazaonomics.
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prevalent if not dominant in both neoclassical batiavioral economics. More explicitly, Gilboa,

Postlewaite and Schmeidler (2009, p. 288) write:
We reject the view that rationality is a clear-daitiary notion that can be defined by a simpleo$et
rules or axioms. There are various ingredientational choice. Some are of internal coherence,
as captured by Savage’s axioms. Others have vattiexternal coherence with data and scientific
reasoning. The question we should ask is not venetiparticular decision is rational or not, but
rather, whether a particular decision is more retidhan another. And we should be prepared to
have conflicts between the different demands admatity. When such conflicts arise,
compromises are called for. Sometimes we may @axemands of internal consistency; at other
times we may lower our standards of justificatibrschoices. But the quest for a single set of
rules that will universally define the rational at®is misguided.

Tversky and Kahneman (1986) argued for a reseandrgm that maintains strict separation
between normative and descriptive analysis, arcngea clear hierarchy, with normative on top.
Contemporary behavioral economics has enthusidigtigadertaken this program whose ground rules
hold that no descriptive finding is allowed to mdoubts about the normative authority of neoatassi
rationality axioms. Thaler (1991) had already takp this program in 1991, going to great pains to
reassure unconvinced readers that behavioral edos@osed no threat to neoclassical norms and, in
fact, had nothing to add to normative economicsesihhad already reached a state of perfection
enjoying broad consensus among economists (Be@g)20versky and Kahneman (1986), in the
conclusion of their article, suggest a role forippto help those who deviate from the normative
model to conform. The notion that decision modalsutd serve as tools for aiding real-world
decisions is one that Rubinstein (2001, p. 61&ctsj “To draw an analogy, | do not believe that th
study of formal logic can help people become "ntogécal’, and | am not aware of any evidence

showing that the study of probability theory sigrahtly improves people's ability to think in
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probabilistic terms.”

Some behavioral economists and their colleagugs @®lls, Sunstein and Thaler, 1998) invest
a degree of faith in the prescriptive value of nassical rationality axioms that one rarely findghe
neoclassical literature, with calls for interventsao “de-bias” those of us who deviate from axita
rationality. Behavioral economists’ frequent engal investigation of “biases” and “deviations” fro
norms of rationality—expected utility violationgiglerence reversals, time inconsistency, and non-
Nash play in laboratory games—seems to hardendhmeative authority of neoclassical models.
These models may be descriptively wrong, the thigpkjoes, but they nevertheless provide the reliable
guidance about what people ought to do.

Ariely, Loewenstein and Prelec (2003) show that ynairthe predictable properties of
aggregate demand curves based on standard consweoer need not be abandoned as empirical
regularities, despite strong evidence refutingakiematic assumptions of the underlying model of
consumer choice. Even those of us whose policiepeces are influenced by the rich contributions
of economic theory that motivates a role for goneent (e.g., based on externalities, market power,
and information asymmetries) can enthusiasticailly Libertarian critics such as Sugden (2008b),
whose article titled, “Why incoherent preferencesdt justify paternalism,” says it all. He ikdiwe
are, methodologically committed to challenging axaic rationality, which lies at the core of
behavioral economics, without viewing descriptorenormativefailures of rationality axioms as
leading to new rationalizations for paternalistidigies (Sugden, 2004).

This normative debate will, no doubt, continue. ¥y wish to add an observation relevant
for interpreting our finding that economists’ bé&di@bout PSA testing and the risks of prostate @anc
typically violate the assumption of Bayesian rasiltly. When normative theory and observed
behavior come into conflict, behavioral economigsdally follows the research program laid out in

Tversky and Kahneman (1986) by unequivocally attiiig error to the agent responsible for the
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behavior. That is, however, not the only valid ulgttbn one can take away from this conflict between
normative theory and observed behavior. One csteaid conclude that principles previously thought
to have normative value are simply incomplete,exhpps have a more limited range of applicability,
than previously thought.

Tversky and Kahneman (1986) put forward an anaéamating behavioral anomalies and
optical illusions. Behavioral anomalies are anoesdbecause they deviate from axiomatic normative
decision theory. Optical illusions are illusiorechuse perceived distances deviate from objectively
measured distance. The implication is that theraatic foundation of normative decision theoryss a
solidly grounded as the measure of physical digtanc

Thaler (1991, p. 138) writes, “It goes without isgythat the existence of an optical illusion
that causes us to see one of two equal lines geldhan the other should not reduce the value we
place on accurate measurement. On the contrargidlis demonstrate the need for rulers!” Yet, in
documenting (again and again) that observed behdeioates from the assumptions (and predictions)
of expected utility theory, there is no analoghe straight lines of objectively equal length. Walthe
simple geometric verification of equal lengths agaiwhich incorrect perceptions may be verified, th
fact that human decisions do not satisfy the axionderlying expected utility theory in no way
implies an illusion or a mistake. Expected utitityory is, after all, but one model of how to raisky
alternatives. We would make the modest suggedtaniiehavioral economics could benefit from
boldly pursuing new normative criteria that morkeefively classify different procedures for making
decisions in a way that helps assess whether tieayell-matched to the environment in which they
are used, according to the principle of ecologiatibnality (Gigerenzer and Selten, 2001; Smith,
2003).
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Table 1. Survey responses

individual characteristics Fraction Yes Number of Responses
Keep $3 cash? 0.12 133
Give $3 to charity? 0.71 133
Chocolate? 0.17 133
Economist? 0.92 133
Work is applied as opposed to theoretical? 0.75 124
Neoclassical methodological orientation?* 0.75 128
50 years old or older** 0.62 133

PSA decision and recommendation
Did you have a PSA? 0.46 133
Would you recommend a PSA to men in their 50s? 0.91 124

information acquisition, perceived harms, and mode
of information processing

Written info? 0.22 131
Medical journal? 0.05 131
Harms? 0.25 122
Weighed pros and cons? 0.36 128

social influences

Doctor influenced? 0.58 133
Spouse or relative influenced? 0.07 133
Nobody influenced? 0.15 133
Mean Std Published
Subjective Dev of Number of point-
elicited probabilities Belief Mean Responsesestimates***

lifetime incidence Pr(C Lifetime) 0.27 0.019 132 0.177
lifetime mortality Pr(D Lifetime) 0.06 0.006 132 0.028
posterior probability Pr(C|+) 0.47 0.019 128 0.34
sensitivity Pr(+|C) 0.72 0.018 126 0.68

incontinence probability Pr(Incontinence|Surgery) 0.30 0.020 128 .020 t0 0.29

*Other individual information was collected tooy fexample, subfield specialization indicators used
as controls in some regressions reported belove sample of self-reported primary specializations
consisted of 7 percent econometrics, 12 perceanée, 5 percent health economics, 7 percent
economic history, 5 percent in industrial organ@atand 9 percent macroeconomics. No subfield
indicator correlates with neoclassical methodolalgazientation by more than 0.12, and some, like
econometrics and economic history, have slight ingjaorrelations with the neoclassical indicator.
**All 133 respondents reported their age in yedd) of whom were 40 or older. Mean self-reported
age was 51 years old. ***Stanford et al's (1999 ISEER study and Harris and Lohr (2002).



Table 2: PSA controversy in the medical literature

Journal  Author(s)
Archive of Concato,
Internal et al
Medicine (2006)
Annals of
Internal Barry
Medicine (2006)
Journal of the Draisma
National et al
Cancer (2003)
New England Steineck
Journal of et al
Medicine (2002)
\I]E(;JL:(rjr?;aor:‘ Ciatto et
Cancer al (2000)
ég]feeré(:eagf Concato
Physicians (1999)

. . Gann
Epidemiology (1997)
Journal of the
Q’Qg;;?“ Litwin et
Association al (1995)
(JAMA)

Comment

"Measurement of prostate-specific antigen (PSAgeirum and digital rectal examination (DRE) are
commonly used to screen for prostate cancer, feiafrecommendations regarding these tests v
For example, American Cancer Society and Americaniddical Association recommendations
include screening for prostate cancer in men dlkem 50 years, using PSA testing and DRE,
followed by transrectal ultrasound if either tesgult is abnormal. In contrast, the American Qule
of Physicians suggests counseling regarding pesbiatefits and risks, and the US Preventative
Services Task Force found insufficient evidenceetmmmend screening. These positions were
promulgated in the setting of data showing thatsttreening tests increase detection of prostate
cancer but without direct evidence showing that BERRE reduce mortality."

"We already know that PSA screening has a subataidivnside. . . .The poor specificity of PSA
testing results in a high probability of false piesis requiring prostate biopsies and lingering
uncertainty about prostate cancer risk, even witfally negative biopsy findings. Although we now
know that aggressive surgical treatment of prostateers largely detected the "old fashioned way"
without screening has a modest benefit, with abi8utancers needing to be removed to prevent 1
death over 10 years, that benefit comes at a ceratite price in terms of sexual dysfunction and
incontinence. The key question is whether eartg@d®n and subsequent aggressive treatment of
prostate cancers found through PSA screening pteemough morbidity and mortality to overcome
these disadvantages..."

"Whether asymptomatic men benefit from screenimgfostate cancer is an unresolved question."

Regarding watchful waiting versus other treatmgiitoms following a diagnosis of prostate cancer,
the "alternatives are associated with complex andmmensurable outcomes, and each man must
judge for himself which treatment is preferable."

"The benefits of prostate cancer screening ardhestretical, thus far unknown, and the poteniitd
of adverse effects much more worrying than for sireancer: screening as a current practice is
unethical, and the practice of screening, at thsem, must be limited to experimental studies$d:
see CiattoBritish Medical Journal,2003)]

"Routine PSA measurement without a frank discussiahe issues involved is inappropriate.”

"The most important question is whether the dedlingisease-specific] mortality* will be worth the
cost--in terms of anxiety, excess biopsies, and evmecessary surgery.” [also see Gann et al
(JAMA, 1995)]

Regarding patients' treatment decisions and ddectrammendations: "Little is known about how or
why they make treatment decisions, how their qualitife is affected by therapy, or why physicians
recommend one treatment vs. another." Regardists @emd benefits: "The traditional Western
medical perspective of maximizing survival at @stis inadequate. Indeed, the most rational
approach to treating men with localized prostateeaneeds to include not only adding years to life
but also adding life to years."

*The most common recommendation appears to beltwbrs should provide patients with informatiomatbthe PSA test's
pros and cons and encourage patients to decide BS@utesting on an individual basis. Medical ommication experts refer
to this as the balance-sheet approach, advocatddef@urpose of encouraging patients to weighscaistl benefits rather than
making automatic decisions in favor of screeningr@atment (Concato, 1999; McFall and Hamm, 2003)e National Cancer
Institute (the cancer wing of the U.S. Nationalitoges of Health) explicitly recommends againsitioe screening of
asymptomatic men, and its website (www.cancer.gtates that men should consider costs and bebefitse deciding on a
PSA test. In contrast, many hospitals and do@dopt a policy of automatic screening, as is renended by the American
Cancer Society and the American Urological Assamiat The recommendation to weigh costs and benieétore being tested
echoed in numerous medical journal articles, howereluding most of those listed in Table 1.



Table 3: Contrastsin mean inaccuracy between consistent and inconsistent subsamples

consistent  inconsistent consistent  inconsistent consistent  inconsistent consistent inconsistent
60 36 weakly 34 weakly
strictly 65 weakly below above
101 below above 25th 75th
Deviators median median percentile percentile 80
Grand 24 Perfec from t incon- incon- t incon- incon- t Ballpark 45 t

Mean Bayesians Bayes stat sistency sistency stat sistency sistency stat BayesiansEmersoniansstat
Measures of inaccuracy

inaccuaracy 0.99 1.26 0.90 1.7 1.08 0.87 16 1.26 0.77 25 1.08 0.78 2.2

signed inaccuracy 0.01 -0.56 0.16 -22 -0.12 0.15 -1.3  -0.45 004 -16 -0.14 032 1-2.
Log deviations of individual elicited beliefs

log(incidence/0.177) -0.06 -0.43 0.08 -1.7 -0.13 0.09 -1.00.44 -0.04 -13 -0.11 0.15 -1.2

log(mortality/0.028) 0.07 -0.69 023 -22 -011 021 -12 -0.48 0.11 -15 -0.18 80.4 -25

log(posterior/0.34)  0.18 0.00 0.22 -2.1 0.11 0.23 -11 0.09 0.12 -0.2 -0.11 0.67 9 -7

log(sensitivity/0.64)  0.06 0.06 0.07 0.0 0.11 0.02 15 013 -0.10 25 0.09 0.01 1.3
Measures of inconsistency

inconsistency 0.48 0.00 0.59 -- 0.12 0.81 -- 0.03 1.05 - 0.34 0.73 --

signed inconsistency -0.17 0.00 -0.21 - -0.06 -0.28 - -0.02 -0.28 - 0.14 -0.73 --

*Inaccuracy is the (within-individual) simple avgeaof the four absolute log deviations. Signedcngacy is the simple average of those same log
deviations without taking absolute values. **Ins@tency is the absolute log-approximated percentagr of the elicited ratio,
posterior/sensitivity relative to the correct ratio of 1/2. Signed inastecy is the same as inconsistency but withosiblale values.



Table 4: Regression of inaccuracy

predictors coef t
consult written?(1/0) 0.35 2.0
consult med j?(1/0) -0.31  -0.9
procon?(1/0) -0.40 -2.8
times guess 50 (2,1,0) -0.10 -112
nobody influenced?(1/0) 0.10 0.5
doctor influenced?(1/0) -0.07 -04
age -0.08 -1.2
age squared 0.00 1.3
psa (1/0) 0.04 0.3
cash (1/0) -0.13 -0.7
chocolate (1/0) -0.02 -01
noneconomist (1/0) 0.33 11
neoclassical?(1/0) -0.31  -2.0
applied?(1/0) -0.02 -01
econometrics(1/0) -0.36 -1.3
finance(1/0) -0.01 0.0
health economics(1/0) -0.26  -0.9
history(1/0) -0.08 -0.3
industrial organization(1/0) 0.42 1.3
labor(1/0) 0.48 2.1
macroeconomics(1/0) -0.08 -0.3
inconsistency -0.08 -0.6
constant 3.11 2.0
R2 0.24

Sample Size 117




Table5: Estimated linear probability modelsfor the PSA decision and PSA recommendation

Empirical Models of the PSA Decision:

PSA

fundamental add info- add influencers Recommendation
predictors coefficient t coefficient 't coefficient t coefficient t

log(incidence/0.177) 0.05 1.0 0.07 1.4 0.04 0.9 -0.11  -24
log(mortality/0.028) -0.01 -0.3 0.00 0.1 0.01 0.3 0.10 2.8
log(posterior/0.34) -0.09 -1.6 -0.06 -0.9 -0.05 -0.7 -0.050.7
log(sensitivity/0.64) 0.10 1.0 0.14 1.2 0.16 1.5 0.18 1.4
log(incontinence/0.150) -0.06 -1.6 -0.07 -1.7 -0.08 -2.3 0.07 -2.7
age -0.03 -1.1 0.00 0.1 -0.02 -0.6 0.02 0.7
age squared 0.00 2.0 0.00 0.6 0.00 1.3 0.00 -0.7
cash?(1/0) -0.15 -1.5 -0.17 -2.0 -0.10 -0.9
chocolate?(1/0) -0.08 -0.7 -0.09 -0.8 -0.08 -0.9
procon?(1/0) -0.06 -0.6 -0.04 -0.4 -0.05 -0.6
consult written?(1/0) 0.14 15 0.15 1.6 0.13 1.4
inconsistency 0.01 0.2 0.00 0.1 -0.02 -0.3
nobody influenced?(1/0) -0.09 -0.7 -0.17 -1.3
doctor influenced?(1/0) 0.27 2.9 -0.03 -0.3
constant 0.79 1.0 -0.09 -0.1 0.52 0.6 0.65 0.8
R2 0.34 0.38 0.46 0.18
Pr(test stat>observed|HO) 0.13 0.14 0.03 0.01
Sample Size 121 114 114 114

*HO is the joint hypothesis that the first five iables, which proxy for perceived costs and besgfit
have zero effect on the probability of having @ammending) a PSA. The test statistic is disteitdu
as F(5, sample size minus number of regressor®ruhd null.



Table 6: Cross-tabulation of harms of PSA and weighing pros and cons

Would you say you weighed pros
and cons in making your decision
about whether to have a PSA?

no yes no response Total

In your opinion are there no 59 [25]* 30 [16] 3[1] 92 [42]
potential harms associated  yes 16 [9] 12([7] 2[1] 30 [17]
with PSA screening? 4 response  7[2] 4 [0] 0 [0] 11 [2]
Total  82[36] 46 [23] 5 (2] 133 [61]

*Bracketed counts refer to the number of resporslenéach cell who reported having had
a PSA.



Table 7: PSA decisions broken out by information sources and self-
reported information processing

Took PSA and

50+72%**
Among those who: yes no fraction yes
report that nobody influences them 4 7 0.36
report that someone influences them 43 12 0.78
somebody influences & NOT weigh pros and con26 8 0.76
somebody influences & weigh pros and cons 16 4 0.80
do NOT weigh pros and cons* 31 20 0.61
weigh pros and cons* 22 7 0.76
weigh pros and cons & report NO harms 16 21 0.76
weigh pros and cons & report harms 6 7 0.86

do NOT weigh pros and cons & report harms 7 4 0.64

weigh pros and cons & report harms 6 1 0.86
do not consult written sources** 34 28 0.55
consult written sources** 19 1 0.95
consult written sources & NOT weigh pros and cofi® 1 0.91
consult written sources & weigh prosandcons 9 0 1.00
perfect Bayesians 10 4 0.71

Emersonian (severe violations of probability thgorg8 11 0.62

*Among respondents age 50 and over, there were thh® would not say
whether they weighed pros and cons or not. Ambegd three, one
reported having taken a PSA and two reported hawaken no PSA.
Under the heading "Took PSA and 50+7?," those thozeresponders (on
the pros-versus-cons sample item) explain why timessof "no"s and
"yes"s across the "do NOT weigh pros and cons™wamigh pros and
cons" rows do not quite equal that of the row laielAmong all." A
similar explanation applies to the columns underttbading "Recommend
PSA?" **Among the 29 respondents who said they otied written
information, 14 said they did not weigh pros andss@and 15 said they di
***The overall rate of PSA taking among respondéesfisand older was 65



Figure 1: Given the unconditional probability opasitive PSA test, P(+), and the unconditional
probability of prostate cancer, P(C), two condiibheliefs are elicited: the posterior
probability P(C|+)and sensitivity P(+|¢)

P(+) = 0.050 1-P(+) = 0.950

+ PSA
Test

- PSA
Test

elicited
conditional
belief

1-P(C|+) 1-P(C|5)

Cancer No Cancer Cancer No Cancer

P(C) = 0.025 1-P(C) = 0.975

Prostate No Prostate
Ca ncer Cancer

elicited
conditional
belief

1-P(+|C) 1- P(+|~C)




Figure 2: Inconsistency versus I naccuracy (N=125)
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*Bivariate regression linanaccuracy= 1.00 - 0.06inconsistency.Because inconsistency
and inaccuracy are defined as log deviations, tledficient -0.06 can be interpreted as the
elasticity of absolute inaccuracy (percentage-pdaviation from published incidence and
mortality rates) with respect to inconsistency @i percentage-point deviation from Ba
Rule). Simple correlation is -0.042.
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Appendix 1. Survey Instrument

1. I'm conducting a survey about health decisions agnon | Three dollars for charitys Chocolaten
economists and the first question is whether ydiki $3

. Three dollars for self
or a Swiss chocolate.

2. Are you an economist? Yeso Noo

3. What's your subfield (within economics)?

4. Would you say your professional work in economgs i | Theoreticalo  Appliedo
more theoretical or applied?

The main focus of the survey is prostate cancerR®W (Prostate Specific Antigen) screening. | wask any
personal questions about the iliness itself, jusiwd screening. I'd like to elicit your best guessbout the
risks of prostate cancer.

5. For a randomly drawn American male, I'd like yougtoess
the probability that he wilbe diagnosedavith prostate cancer
in his lifetime?

6. What would you say is the probability that he ik from
prostate cancer in his lifetirfie

Now I'm going to ask you about American males @irtB0s who have no symptoms, have never beenatiadgrwith
prostate cancer, and are screened with a PSAdeshé very first time. One leading study suggésat 5% of
randomly sampled men from this population havesitipe PSA. It's also estimated that 2.5% actublye prostate
cancer at the time of screening, which includes¢hwhose PSAs failed to detect the disease. [soHarris et al,
2002, Ann Intern Med]

7. Given a positive PSA, I'd like you to estimate tirebability
that a man actually has prostate cancer.

8. And given cancer at the time of screening, whatld/gou
say is the probability of a positive PSA?

9. In your opinion are there potential harms assodiaii¢h Yeso Noo
PSA screening? If so, what are they? Potential harms include:

10. Now I'd like you to consider a man in his 50s wWh&SA test
detected prostate canaerdwho was treated with surgery.
What would you guess is the probability that he siffer
from incontinence as a result of the treatment?

11.Did you ever have a PSA screening for prostateer@nc | Yeso Noo # times
If yes, how many times?

12. Whose views contributed to your decision about waiet
to have the PSA screening?

13. Did you consult any written sources of information
making your decision?

14. Did you consult any authoritative medical souragshsas | Yeso Noo
medical journals? If so, which source(s)? Sources:

15. Would you say you weighed pros and cons in makow y Yeso Noo
decision about whether to have a PSA?

16. Would you recommend that men in their 50s take APS| Yeso Noo

17.How old are you? yearsold, or:

0 age<40, 040-49, 050-59, 060-69, 70+o

18. Would you consider yourself a neoclassical econt¥mis | Yeso Noo
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Appendix 2: Signed Versus Absolute Measures of Inconsistency and I naccuracy, and
Interpretation of Unitsin the Log Approximation

So far, deviations have been computed using alesealte. Signed versions of
inconsistency and inaccuracy were constructeddofseseful information might be
contained in the signs of deviations. We constdiate analogous pair of variablsggned
inconsistencyndsigned inaccuracywith identical definitions tanconsistencyand
inaccuracy but without absolute values. The Figure in Appher8 shows empirical
distributions forsigned inaccuragyinaccuracy signed inconsisten@ndinconsistency

A few examples help interpret the unitsmmdiccuracyandinconsistencyAn
individual withinaccuracy= 0.10provided mortality and incidence beliefs that wene,
average, 10 percent too largetoo small The log approximations of percentage deviations
become imprecise for large deviations. For exantpkjndividual in our sample with
signed inaccuracy =3.9reported mortality and incidence beliefs that w&peercent of
published point estimates, that is, 98 percenstoall rather than “390 percent too small,”
since -3.9 = 109(0.02). The exact percentageadiew, [(ncidence/0.177 -1) +
(mortality/0.028-1)2, has an empirical range of -0.98 to 9 (i.emsaespondents’ beliefs

are 98 percent too small while others have belledsare 900 percent too large).
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inaccuracy and inconsistency

Density

Appendix 3: Empirical distributions of unsigned inaccuracy, unsigned inconsistency,

2
signed_inaccuracy
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Appendix 4: Natural Frequencies
No Natural Frequency Effect

Previous studies have documented large differeincgscisions resulting from logically
equivalent representations of statistical inforomife.g., the framing effect in Tversky and
Kahneman, 1986). Gigerenzer and Hoffrage (19999)18howed that communicating
probabilities in natural frequencies (e.g., “7 B00” versus “0.7 percent”) can lead to dramatic
improvements in Bayesian reasoning. Our intenpestocol alternated between two versions of
the interview script which varied the way that pablities were communicated to, and elicited
from, respondents. In the probability treatmeaspondents were told that “2.5 percent have
prostate cancer,” whereas in the natural frequéneagment they were told that “25 in 1000 have
prostate cancer.”

Counter to our expectations, the data showed Viytna treatment effect. In hindsight,
we might have expected no effect because of a itleyehce between our elicitation and those
for which large treatment effects have been shomemipusly. An important advantage of
natural frequencies is that the reference clalsl constant, making conditional probabilities
easier to understand for those without statistreahing (e.g., “50 in 1,000 had a positive PSA
and 17 of those 50 actually had cancer” may beee&sunderstand than “the probability of a
positive PSA is 0.05 and the probability of canmanditional on a positive PSA is 0.34
[=17/50]"). Our elicitation scheme, however, swigd between three different reference classes:
1,000 randomly drawn U.S. adult males (when efigithcidenceandmortality); 1,000
randomly drawn 50-year-olds without any symptomhistory of prostate cancer being screened

for the first time (when elicitingosterior probabilityandsensitivity; and 1,000 randomly drawn



U.S. males who have been diagnosed with prostatecand treated with surgery (when
eliciting the probabilityncontinencg Because the reference classes change, ilésditrprise
that natural frequencies did not improve Bayesaasoning. On the other hand, it could be that
economists’ specialized training enabled them terpret probabilistic and natural frequency

representations more or less equivalently.



