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THE 2-RAY ALGORITHM FOR SOLVING EQUILIBRIUM PROBLEMS ON THE UNIT SIMPLEX

Tim DOUP, Tilburg<br>Dolf talman, Tilburg


#### Abstract

In this paper we present a simplicial variable dimension restart algorithm to find economic equilibria on the n-dimensional unit simplex $S^{n}$ with just two rays to leave the arbitrarily chosen starting point. From this point the algorithm generates a sequence of adjacent simplices of varying dimension in some simplicial subdivision of $S^{n}$ until a simplex is found which yields an approximate solution. In this way the algorithm traces a piecewise linear path of points which can be considered as an approximation of the piecewise smooth path followed by some price adjustment process. This process solves a sequence of subproblems of varying dimension.


## 1. Introduction

In this paper a new simplicial variable dimension restart algorithm is presented to solve the equilibrium problem

$$
\begin{equation*}
z(x)=0 \quad x \in S^{n} \tag{1.1}
\end{equation*}
$$

where $z$ is a continuous function from the $n$-dimensional unit simplex $S^{n}=\left\{x \in R_{+}^{n+1} \mid \sum_{i=1}^{n+1} x_{i}=1\right\}$ into $R^{n+1}$ satisfying the conditions $x^{\top} z(x)=0$ for all $x$ in $S^{n}$ and, for all $i=1, \ldots, n+1, z_{i}(x)>0$ if $x_{i}=0$. Simplicial algorithms differ from each other in the number of rays along which the algorithm can leave the arbitrarily chosen starting point. From this point such an algorithm generates a sequence of
adjacent simplices of varying dimension of a simplicial subdivision of $S^{n}$ until an approximating simplex is found. An algorithm with $n+l$ rays was developed in van der Laan and Talman (4) (see also Doup and Talman (1)) and with $2^{\text {n+l }}-2$ rays in Doup, van der Laan and Talman (2).

Simplicial algorithms to solve the zero point problem on $R^{n}$ were developed with $n+1$ and $2 n$ rays in van der Laan and Talman (5), with $2^{\text {n }}$ rays in Wright (8) and with $3^{n}-1$ rays in Kojima and Yamamoto (3). These algorithms on $\mathrm{R}^{\mathrm{n}}$ are closely related to the algorithms on $S^{n}$ mentioned above. Moreover, a simplicial algorithm on $R^{n}$ exists with only two rays. This algorithm, introduced in Saigal (7) and independently in Yamamoto (9), solves a sequence of subproblems of varying dimension.

We now propose a 2-ray algorithm on $S^{n}$ which solves for varying $t, l \leqslant t \leqslant n$, a sequence of subproblems consis$t i n g$ of the first $t$ equations of (l.l). The dimension $t$, however, needs not to increase monotonically from 1 to $n$.

In section 2 we describe the piecewise smooth path of points in $s^{n}$ of the adjustment process which is approximately followed by the 2-ray algorithm. In section 3 the steps of the algorithm to follow the approximating piecewise linear path are presented. This path is traced by the algorithm by alternating linear programming pivot steps and replacement steps in some underlying simplicial subdivision of $S^{n}$. In section 4 some concluding remarks are given.

## 2. The 2-ray process

The equilibrium problem (EP) can be stated as follows. Let $z$ be a continuous function from $S^{n}$ into $R^{n+1}$ such that $x^{\top} z(x)=0$ for all $x$ in $S^{n}$ and for all $i$ in the index set $I_{n+1}=\{1, \ldots, n+1\}, x_{i}=0$ implies $z_{i}(x)>0$, then the problem is to find an $x^{*}$ in $S^{n}$ such that $z\left(x^{*}\right)=0$. The first condition is the so-called Walras' law and the second condition gives us that $x^{*}$ lies in the interior of $s^{n}$.

Let $x=v$ be an interior starting point in $S^{n}$, then the 2 -ray process starts by viewing the sign of only $z_{l}(v)$. If $z_{1}(v)$ is positive, then $x_{1}$ is increased away from $v_{1}$ and all other components of $x$ are kept relatively to $v$ equal to each other and lower than $x_{1} / v_{1}$. If $z_{1}(v)$ is negative, then $x_{1}$ is decreased away from $v_{1}$ and all other components of $x$ are kept relatively to $v$ equal to each other and larger than $\mathrm{x}_{1} / \mathrm{v}_{1}$. The first region is described by

$$
A(1)=\left\{x \in S^{n} \mid x_{2} / v_{2}=\ldots=x_{n+1} / v_{n+1} \leqslant x_{1} / v_{1}\right\}
$$

whereas the second region is described by

$$
A(-1)=\left\{x \in S^{n} \mid x_{2} / v_{2}=\ldots=x_{n+1} / v_{n+1} \geqslant x_{1} / v_{1}\right\}
$$

The idea behind the 2 -ray process is to solve a sequence of problems of varying dimension, not necessarily monotonic. We start by solving the problem $z_{1}(x)=0$ and succesively $z_{1}(x)=0, \ldots, z_{t}(x)=0$ for $t=2, \ldots, n$. By Walras' law this implies that a solution $x$ for $t=n$ also satisfies $z_{n+1}(x)=0$, i.e. $x$ is a solution to the EP.

In general, the region $A(k), k=t,-t$, for $t=1, \ldots, n$, is given by
$A(t)=\left\{x \in S^{n} \mid x_{i} / v_{i}=b, i=t+1, \ldots, n+1, x_{t} / v_{t} \geqslant b, b \geqslant 0\right\}$ and
$A(-t)=\left\{x \in S^{n} \mid x_{i} / v_{i}=b, i=t+1, \ldots, n+1, x_{t} / v_{t} \leqslant b, b \geqslant 0\right\}$.
Furthermore let $A(0)$ be equal to $\{v\}$. In $A(t)(A(-t))$ the process will generate points $x$ such that $z_{1}(x)=0, \ldots$, $z_{t-1}(x)=0$ and $z_{t}(x)>0\left(z_{t}(x) \leqslant 0\right)$. Therefore, let $C(k)$, $k=t,-t, 1<t \leqslant n$, be given by

$$
C(t)=C l\left(\left\{x \in S^{n} \mid z_{1}(x)=0, \ldots, z_{t-1}(x)=0, z_{t}(x)>0\right\}\right)
$$

and

$$
C(-t)=C_{l}\left(\left\{x \in S^{n} \mid z_{1}(x)=0, \ldots, z_{t-1}(x)=0, z_{t}(x)<0\right\}\right)
$$

and $C(n+1)=C(-(n+1))=\left\{x \in S^{n} \mid z(x)=0\right\}$. Furthermore let, for $k=t,-t, l \leqslant t \leqslant n, B(k)$ be the intersection of $A(k)$ and $C(k)$. In general, if $z$ is continuously differentiable, each $B(k), k=t,-t$, consists of smooth loops and curves (see e.g. (6)) each curve having two end points in bd $B(k)$, i.e. in either (bd $A(k)) \cap C(k)$ or in $A(k) \cap(b d C(k))$. More precisely, the boundary of $B(t), l \leqslant t \leqslant n$, is equal to

$$
\begin{aligned}
\text { bd } B(t)= & \left(\bigcup_{k=-(t-1),(t-1)}^{\cup}(A(k) \cap C(t))\right) \cup \\
& \left(\bigcup_{k=-(t+1),(t+1)}^{\cup}(A(t) \cap C(k))\right)
\end{aligned}
$$

and the boundary of $B(-t), 1 \leqslant t \leqslant n$, is equal to

$$
\begin{aligned}
\text { bd } B(-t)= & (\underset{k=-(t-1),(t-1)}{\cup}(A(k) \cap C(-t))) \cup \\
& \left(\cup_{k=-(t+1),(t+1)}^{\cup}(A(-t) \cap C(k))\right) .
\end{aligned}
$$

We observe that no points in $B(k), k=t,-t$, lie in the boundary of $S^{n}$. This is caused by the fact that $x_{i}=0$ implies $z_{i}(x)>0$ and for all $x$ in $S^{n}$ Walras' law holds.

Therefore, if an end point $x$ of a curve in $B(t)$ lies in (bd $A(t)) \cap C(t)$, then $x$ is equal to $v$ if $t=1$ and in the case $t>1 x$ is an end point of a curve in $B(-(t-1))$ if $x_{t-1} / v_{t-1}<b$ and in $B(t-1)$ if $x_{t-1} / v_{t-1}>b$. If the point $x$ lies in $A(t) \cap b d C(t)$, then $x$ is a solution of the $E P$ if $t=n$ and in the case $t<n$ the point $x$ is an end point of $a$ curve in $B(-(t+1))$ if $z_{t+1}(x)<0$ and in $B(t+l)$ if $z_{t+1}(x)>0$. Similarly, if an end point $x$ of a curve in
$B(-t)$ lies in (bd $A(-t)) n C(-t)$ then $x$ is equal to $v$ if $t=1$ and in the case $t>1, x$ is an end point of a curve in $B(-(t-1))$ if $x_{t-1} / v_{t-1}<b$ and in $B(t-1)$ if $x_{t-1} / v_{t-1}>b$. If the point $x$ lies in $A(-t) \cap$ bd $C(-t)$ then $x$ is a solution of the EP if $t=n$, and in the case $t<n$ the point $x$ is an end point of a curve in $B(-(t+1))$ if $z_{t+1}(x)<0$ and in $B(t+1)$ if $z_{t+1}(x)>0$. In this way we can link all the curves in $B(k), k=t,-t, l \leqslant t \leqslant n$, together.

Let $B$ be given by

$$
B=\underbrace{}_{k \in I_{ \pm n}} B(k)
$$

where $I_{ \pm n}=\{-n,-n+1, \ldots,-1,1, \ldots, n\}$, then the set $B$ is in general the union of piecewise smooth curves and loops and contains one curve, say $P$, connecting $v$ and a solution point $x^{*}$ of the EP. All other curves connect two solution points. This is illustrated in figure 1 for $n=2$.


Figure 1. The curve $P$ connects $v$ and $x^{*}$. The sign of $z_{1}(v)$ is negative and in the point $x$ we have $z_{1}(x)=0$ and $z_{2}(x)>0$

The curve P will be followed approximately by the 2 -ray algorithm which we will present in the following section.
3. The 2-ray algorithm on $S^{n}$

To follow the piecewise smooth curve $P$ of the 2-ray process, this curve is approximated by the piecewise linear path generated by the steps of a simplicial variable dimension restart algorithm. We call this algorithm the 2-ray algorithm on $S^{n}$. The piecewise linear path traced by the algorithm is followed by generating a sequence of adjacent simplices of varying dimension of some simplicial subdivision of $S^{n}$ containing this $p . l$. path. This sequence of simplices is generated by alternating pivot steps in a system of linear equations and replacement steps in the simplicial subdivision. The underlying simplicial subdivision is the so-called V-triangulation, developed in (l). Each t-dimensional region $A(t)$ and $A(-t)$ is triangulated in t-simplices. More precisely, each $A(k), k=t,-t$, is subdivided in $\frac{1}{2}(t+1)$ ! subsets $A(\gamma)$ for permutations $\gamma=\left(\gamma_{1}, \ldots, \gamma_{t}\right)$ of $t$ elements of the set $I_{ \pm t}=\{-t,-t+1, \ldots,-1,1, \ldots, t\}$ such that for all $i, l \leqslant i \leqslant t-1$, either $i$ or $-i$ is an element of $\left\{\gamma_{1}, \ldots, \gamma_{t}\right\}$, $k$ is an element of this set and such that for some $s$, $0 \leqslant s \leqslant t$,

$$
\gamma_{1}<0, \ldots, \gamma_{S}<0, \gamma_{S+1}>0, \ldots, \gamma_{t}>0 .
$$

We call such a permutation a feasible permutation of $t$ elements in $I_{ \pm t}$.

Definition 3.1. Let $\gamma=\left(\gamma_{1}, \ldots, \gamma_{t}\right)$ be a feasible permutation of $t$ elements in $I_{ \pm t}$. The region $A(\gamma)$ is given by

$$
\begin{align*}
& A(\gamma)=\left\{x \in S^{n} \mid x=v+\Sigma_{h=1}^{t} \alpha\left(\gamma_{h}\right) q\left(\gamma_{h}\right)\right. \\
& \left.0<\alpha\left(\gamma_{t}\right) \leqslant \ldots<\alpha\left(\gamma_{1}\right)<1\right\} \tag{3.1}
\end{align*}
$$

where the vectors $q\left(\gamma_{h}\right), h=1, \ldots, t$ are given by

$$
q\left(\gamma_{h}\right)=p\left(\left\{\gamma_{1}, \ldots, \gamma_{h}\right\}\right)-p\left(\left\{\gamma_{1}, \ldots, \gamma_{h-1}\right\}\right)
$$

with for $K \subset I_{-n}=\{-n, \ldots,-1\}, K \neq \varnothing, p(K)$ given by

$$
p_{i}(K)=\left\{\begin{array}{ll}
v_{i} / \Sigma_{k} \notin-K{ }_{k} & i \notin-K \\
0 & i \in-K
\end{array} \quad, i \in I_{n+1}\right.
$$

and for $K \subset I_{ \pm n}, K \not \subset I_{-n}, K \neq \varnothing, p(K)$ given by

$$
p_{i}(K)=\left\{\begin{array}{ll}
v_{i} / \Sigma_{k} \in K^{+} v_{k} & i \in K^{+} \\
0 & i \notin K^{+}
\end{array}, i \in I_{n+1}\right.
$$

where $K^{+}=\{k \in K \mid k>0\}$. In the case $K=\varnothing, p(K)$ is given by $p(K)=v$.

Some regions $A(\gamma)$ are given in figure 2 for $n=2$.


Figure 2. The 2-dimensional unit simplex subdivided into 2dimensional regions $A(\gamma)$

The region $A(\gamma), \gamma=\left(\gamma_{1}, \ldots, \gamma_{t}\right)$, is $t$-dimensional for feasible $\gamma$. The set $A(k), k=t,-t$, is equal to the union of the $A(\gamma)$ 's over all $\gamma=\left(\gamma_{1}, \ldots, \gamma_{t}\right)$ containing $k$.

The boundary of $A(\gamma)$ consists of a number of ( $t-1$ )dimensional subsets. These are obtained by setting one inequality in (3.1) to an equality. The following four cases can occur: i) $\alpha\left(\gamma_{t}\right)=0$, ii) $\alpha\left(\gamma_{i}\right)=\alpha\left(\gamma_{i-1}\right), i \neq s+1$, $2<\mathrm{i}<\mathrm{t}$, iii) $\alpha\left(\gamma_{s+1}\right)=\alpha\left(\gamma_{S}\right)$ and iv) $\alpha\left(\gamma_{1}\right)=1$. Let $x$ be an interior point in bd $A(\gamma)$. In case $i, x$ lies also in $A(\bar{\gamma})$, with $\bar{\gamma}$ given by

$$
\bar{\gamma}= \begin{cases}\left(\gamma_{1}, \ldots, \gamma_{t-1}\right) & \text { if } \gamma_{t}=t \text { or } \gamma_{t}=-t \\ \left(\gamma_{1}, \ldots, \gamma_{t-1},-\gamma_{t}\right) & \text { if } \gamma_{t}<0 \text { and } \gamma_{t} \neq-t \\ \left(\gamma_{1}, \ldots, \gamma_{s}, \gamma_{t}, \gamma_{s+1}, \ldots, \gamma_{t-1}\right) & \text { if } \gamma_{t}>0 \text { and } \gamma_{t} \neq t .\end{cases}
$$

In case ii, $x$ lies also in $A(\bar{\gamma})$, with $\bar{\gamma}$ given by $\bar{\gamma}=\left(\gamma_{1}, \ldots, \gamma_{i-2}, \gamma_{i}, \gamma_{i-1}, \ldots, \gamma_{t}\right)$. In case iii, which can only occur if $0<s<t$, $x$ lies also in $A(\bar{\gamma})$, with $\bar{\gamma}$ given by

$$
\bar{\gamma}= \begin{cases}\left(\gamma_{1}, \ldots, \gamma_{s-1}, \gamma_{s+1}, \ldots, \gamma_{t}\right) & \text { if } \gamma_{s}=-t \\ \left(\gamma_{1}, \ldots, \gamma_{s-1}, \gamma_{s+1}, \ldots, \gamma_{t},-\gamma_{s}\right) & \text { if } \gamma_{s} \neq-t .\end{cases}
$$

Finally, if case iv holds, $x$ lies in the boundary of $s^{n}$. More precisely, if $\gamma_{1}$ is negative, then $x$ lies in the boundary face $S_{h}^{n}=\left\{x \in S^{n} \mid x_{h}=0\right\}, h=-\gamma_{1}$, and if $\gamma_{1}$ is positive, then $x$ lies in $S^{n}(t)=\left\{x \in S^{n} \mid x_{h}=0, h=t+1, \ldots, n+1\right\}$. So, if $\gamma$ contains $-t$, then $x_{h}$ can be equal to zero for some $h=l, \ldots, t$, and if $\gamma$ contains $t$, then $x_{h}$ can be equal to zero for some $h=1, \ldots, t-1$ or $x_{h}$ is equal to zero for all $h$, $h=t+1, \ldots, n+1$. This concludes the description of the boundary of $A(\gamma)$.

The $V$-triangulation of $S^{n}$ triangulates each region
$A(\gamma)$ into $t$-simplices. Let $G(\gamma)$ denote the collection of $t$ simplices which triangulates $A(\gamma)$ into t-simplices. Let $m$ be a positive integer, $m^{-1}$ denoting the grid size of the $V-$ triangulation, then the collection is defined as follows.

Definition 3.2. The collection $G(\gamma)$ of $t$-dimensional simplices $\sigma\left(y^{1}, \pi(t)\right)$ with vertices $y^{1}, \ldots, y^{t+1}$ is given by

1) $y^{1}=v+\varepsilon_{i=1}^{t} a\left(\gamma_{i}\right) m^{-1} q\left(\gamma_{i}\right)$ for integers $a\left(\gamma_{i}\right)$,
$i=1, \ldots, t$ such that $0<a\left(r_{t}\right) \leqslant \ldots \leqslant a\left(\gamma_{1}\right) \leqslant m-1$
2) $\pi(t)=\left(\pi_{1}, \ldots, \pi_{t}\right)$ is a permutation of the $t$ elements in $\left\{\gamma_{1}, \ldots, \gamma_{t}\right\}$ such that $p<p^{\prime}$ if $\pi_{p}=\gamma_{i-1}, \pi_{p},=\gamma_{i}$ for certain $i$ and $a\left(\pi_{p}\right)=a\left(\pi_{p},\right)$
and
3) $y^{i+1}=y^{i}+m^{-1} q\left(\pi_{i}\right), i=1, \ldots, t$.

The triangulation of the regions $A(y)$ is illustrated in figure 3 for $n=2$ and $m=2$. The arrows give the directions of the vectors q(.).


Figure 3. Triangulation of the regions $A(\gamma)$ in $S^{n}, n=2$, with grid size m ${ }^{-1}=\frac{1}{2}$

We call the union of $G(\gamma), \gamma=\left(\gamma_{1}, \ldots, \gamma_{t}\right)$, over all $\gamma$ 's such that $\gamma$ contains $k$, the triangulation $G(k)$ of $A(k), k=t,-t$, $1 \leqslant t \leqslant n$.

The algorithm in general moves from one t-simplex
$\sigma\left(y^{1}, \pi(t)\right)$ in $A(k), k=t,-t$, to an adjacent $t-s i m p l e x$
$\bar{\sigma}\left(\bar{y}^{1}, \bar{\pi}(t)\right)$ in $A(k)$. If both simplices lie in $G(\gamma)$, the parameters $\bar{y}^{1}, \bar{\pi}(t)$ and $\bar{a}$ are obtained from table $l$ where $p$ is the index of the vertex of $\sigma$ such that $\sigma$ and $\bar{\sigma}$ share the common facet $\tau\left(y^{1}, \ldots, y^{p-1}, y^{p+1}, \ldots, y^{t+1}\right)$, where $a_{j}=a\left(\gamma_{i}\right), j=\left|\gamma_{i}\right|$, $i=1, \ldots, t, a_{j}=0$ for $j=t+1, \ldots, n+l$, and where $e(h)$ is the $h$-th unit vector in $R^{n+1}$.

|  | $\bar{y}^{1}$ | $\bar{\pi}(t)$ | $\bar{a}$ |
| :--- | :--- | :--- | :--- |
| $p=1$ | $y^{1}+m^{-1} q\left(\pi_{1}\right)$ | $\left(\pi_{2}, \ldots, \pi_{t}, \pi_{1}\right)$ | $a+e\left(\left\|\pi_{1}\right\|\right)$ |
| $1<p<t+1$ | $y^{1}$ | $\left(\pi_{1}, \ldots, \pi_{p-2}, \pi_{p}, \pi_{p-1}, \ldots, \pi_{t}\right)$ | $a$ |
| $p=t+1$ | $y^{1}-m^{-1} q\left(\pi_{t}\right)$ | $\left(\pi_{t}, \pi_{1}, \ldots, \pi_{t-1}\right)$ | $a-e\left(\left\|\pi_{t}\right\|\right)$ |

Table 1. $p$ is the index of the vertex to be replaced

We now consider the case that an adjacent simplex of $\sigma\left(y^{1}, \pi(t)\right)$ does not lie in $G(\gamma)$. The following three lemmas describe this case.

Lemma 3.3. Let $\sigma\left(y^{1}, \pi(t)\right)$ be a $t-s i m p l e x$ in $G(\gamma)$. The facet $\tau$ opposite vertex $y^{l}$ lies in the boundary of $A(\gamma)$ iff

$$
\pi_{1}=\gamma_{1} \text { and } a\left(\gamma_{1}\right)=m-1
$$

In the case $\gamma_{1}<0$, $\tau$ is a ( $t-1$ )-simplex in $S_{-\gamma_{1}}^{n}$, i.e. all points $x$ in $\tau$ satisfy $x_{-\gamma_{1}}=0$. In the case $\gamma_{1}>0, \tau$ is a ( $t-1$ )-simplex in $S^{n}(t)$.

Lemma 3.4. Let $\sigma\left(y^{l}, \pi(t)\right)$ be a $t-s i m p l e x$ in $G(\gamma)$. The facet $\tau$ opposite vertex $y^{p}$, for some $p, 1<p<t+1$, lies in the boundary of $A(\gamma)$ iff

$$
\begin{aligned}
& \pi_{p-1}=\gamma_{i-1}, \pi_{p}=\gamma_{i} \text { for certain } i, 1<i \leqslant t, \text { and } \\
& a\left(\gamma_{i-1}\right)=a\left(\gamma_{i}\right) .
\end{aligned}
$$

In this case we consider three subcases:

1) $\operatorname{sgn}\left(\gamma_{i-1}\right)=\operatorname{sgn}\left(\gamma_{i}\right)$ : the facet $\tau$ is also a facet of the t-simplex $\bar{\sigma}\left(y^{1}, \bar{\pi}(t)\right)$ in $G(\bar{\gamma})$, where $\bar{\gamma}=\left(\gamma_{1}, \ldots, \gamma_{i-2}, \gamma_{i}\right.$, $\left.\gamma_{i-1}, \gamma_{i+1}, \ldots, \gamma_{t}\right)$ and $\bar{\pi}(t)=\left(\pi_{1}, \ldots, \pi_{p-2}, \pi_{p}, \pi_{p-1}, \pi_{p+1}\right.$, $\cdots, \pi_{t}$ )
2) $\gamma_{i-1}=-t$ and $\gamma_{i}>0$ : the facet $\tau$ lies in bd $A(-t)$ and is the $(t-1)$-simplex $\bar{\sigma}\left(y^{1}, \bar{\pi}(t-1)\right)$ in $G(\bar{\gamma})$, where $\bar{\gamma}=\left(\gamma_{1}, \ldots\right.$ $\left., \gamma_{i-2}, \gamma_{i}, \ldots, \gamma_{t}\right)$ and $\bar{\pi}(t-1)=\left(\pi_{1}, \ldots, \pi_{p-2}, \pi_{p}, \ldots, \pi_{t}\right)$
3) $\gamma_{i-1}<0, \gamma_{i-1} \neq-t$ and $\gamma_{i_{1}}>0$ : the facet $\tau$ is also a facet of the $t$-simplex $\bar{\sigma}\left(y^{1}, \bar{\pi}(t)\right)$ in $G(\bar{\gamma})$ where $\bar{\gamma}=\left(\gamma_{1}\right.$, $\left.\ldots, \gamma_{i-2}, \gamma_{i}, \gamma_{i+1}, \ldots, \gamma_{t},-\gamma_{i-1}\right), \bar{a}\left(-\gamma_{i-1}\right)=0$ and $\bar{\pi}(t)=\left(\pi_{1}, \cdots, \pi_{p-2}, \pi_{p}, \pi_{p+1}, \cdots, \pi_{t}{ }^{-\quad \pi_{p-1}}\right)$.

Lemma 3.5. Let $\sigma\left(y^{1}, \pi(t)\right)$ be a $t$-simplex in $G(\gamma)$. The facet $\tau$ opposite vertex $y^{t+1}$ lies in the boundary of $A(\gamma)$ iff

$$
\pi_{t}=\gamma_{t} \text { and } a\left(\gamma_{t}\right)=0
$$

In this case we again consider three subcases:

1) $\gamma_{t}=-t$ or $\gamma_{t}=t$ : the facet $\tau$ lies in bd $A\left(\gamma_{t}\right)$ and is a $(t-1)$-simplex $\bar{\sigma}\left(y^{1}, \bar{\pi}(t-1)\right)$ in $G(\bar{\gamma})$, where $\bar{\gamma}=\left(\gamma_{1}, \ldots\right.$ ,$\left.\gamma_{t-1}\right)$ and $\bar{\pi}(t-1)=\left(\pi_{1}, \ldots, \pi_{t-1}\right)$
2) $\gamma_{t}<0$ and $\gamma_{t} \neq-t$ : the facet $\tau$ is also a facet of the $t-$ simplex $\bar{\sigma}\left(y^{1}, \bar{\pi}(t)\right)$ in $G(\bar{\gamma})$, where $\bar{\gamma}=\left(\gamma_{1}, \ldots, \gamma_{t-1},-\gamma_{t}\right)$, $\bar{a}\left(-\gamma_{t}\right)=0$ and $\bar{\pi}(t)=\left(\pi_{1}, \ldots, \pi_{t-1},-\pi_{t}\right)$
3) $\gamma_{t}>0$ and $\gamma_{t} \neq t$ : the facet $\tau$ is also a facet of the $t-$ simplex $\bar{\sigma}\left(y^{l}, \bar{\pi}(t)\right)$ in $G(\bar{\gamma})$, where $\bar{\gamma}=\left(\gamma_{1}, \ldots, \gamma_{S},-\gamma_{t}\right.$, $\left.\gamma_{s+1}, \ldots, \gamma_{t-1}\right)$, with $s$ such that $\gamma_{s}<0$ and $\gamma_{s+1}>0$, $\bar{a}\left(-\gamma_{t}\right)=a\left(\gamma_{s+1}\right)$ and $\bar{\pi}(t)=\left(\pi_{1}, \ldots, \pi_{p-1},-\pi_{t}, \pi_{p}, \ldots, \pi_{t-1}\right)$ where $\pi_{p}=\gamma_{s+1}$.

This concludes the case that an adjacent simplex of a simplex $\sigma\left(y^{l}, \pi(t)\right)$ in $G(\gamma)$ does not lie in $G(\gamma)$.

The algorithm now generates adjacent $t-s i m p l i c e s$ $\sigma\left(y^{l}, \pi(t)\right)$ in $G(k), k=t,-t$, for varying $t, l \leqslant t \leqslant n$, with k -complete common facets.

Definition 3.6. A g-simplex $\sigma\left(y^{1}, \ldots, y^{g+1}\right), g=t-1, t$, is $k-$ complete, $k=t,-t$, if the linear system

$$
\begin{equation*}
\sum_{i=1}^{\mathrm{g}+1} \lambda_{i}\left(\frac{z\left(y^{i}\right)}{1}\right)+\sum_{h=t}^{\mathrm{n}+1} \mu_{\mathrm{h}}(\stackrel{e(\mathrm{~h})}{0})=\left(\frac{0}{1}\right) \tag{3.2}
\end{equation*}
$$

has a solution $(\lambda, \mu)$ such that $\lambda_{i} \geqslant 0, i=1, \ldots, g+1$, and $\mu_{t}>0$ if $k=t$ and $\mu_{t} \leqslant 0$ if $k=-t$.

Observe that the system has $n+2$ rows and for $g=t-1, n+2$ columns and for $g=t$ one column more. To guarantee convergence we need the following assumption.

Nondegeneracy assumption. The linear system (3.2) has for $g=t-1$ a unique solution $(\lambda, \mu)$ such that $\lambda_{i}>0, i=1, \ldots, t$, and $\mu_{t} \neq 0$, whereas for $g=t$ at most one of the variables $\lambda_{i}, i=1, \ldots, t+1$, and $\mu_{t}$ is equal to zero.

If $\bar{z}$ is the piecewise linear approximation of $z$ with respect to the underlying triangulation and $\sigma\left(y^{l}, \ldots, y^{t+1}\right)$ is a $k-$ complete simplex, then according to (3.2) the point $x=\Sigma_{i}{ }_{i} y^{i}$ lies in $\sigma$ and satisfies

$$
\begin{array}{ll}
\bar{z}_{h}(x)=0 & h=1, \ldots, t-1  \tag{3.3}\\
\bar{z}_{h}(x)=-\mu_{h} & h=t, \ldots, n+1
\end{array}
$$

A $k$-complete $t$-simplex contains a whole line segment of points satisfying (3.3). Such a line segment can be followed by making an l.p. pivot step in (3.2). At an end point either $\lambda_{p}=0$ for some $p$ or $\mu_{t}=0$.

Let $\bar{C}(k), k=t,-t$, be defined as the regions $C(k)$ but with respect to the function $\bar{z}$, then $x$ satisfying (3.3) lies in $\overline{\mathrm{C}}(\mathrm{k})$. The algorithm now follows the piecewise linear path $\overline{\mathrm{P}}$ in the union of $A(k) \cap \bar{C}(k), k \in I_{ \pm n}$, which starts at the point $v$. The algorithm terminates when an approximate solution to the EP has been found, i.e. when $t=n$ and $\mu_{n}$ becomes equal to zero. We will now describe the case that for a $k$ complete t-simplex $\sigma\left(y^{1}, \pi(t)\right) \quad \mu_{t}$ becomes equal to zero in the linear system (3.2). If $t=n$ the point $x=\sum_{i=1}^{n+1} \lambda_{i} y^{i}$ is an approximate solution to the EP.

Lemma 3.7. Let $\sigma\left(y^{1}, \pi(t)\right)$ be a $k$-complete $t$-simplex of $G(\gamma)$ in $A(k), k=t,-t, l<t<n$, with solution $(\lambda, \mu)$ of the linear system (3.2) such that $\mu_{t}=0$. Then, if $\mu_{t+1}>0$, $\sigma\left(y^{1}, \pi(t)\right)$ is a facet of the $(t+1)$-complete ( $\left.t+1\right)$-simplex $\bar{\sigma}\left(y^{1}, \bar{\pi}(t+1)\right)$ of $G(\bar{\gamma})$ in $A(t+1)$ with $\bar{\gamma}=\left(\gamma_{1}, \ldots, \gamma_{t}, t+1\right)$, $\bar{a}(t+1)=0$ and $\bar{\pi}(t+1)=\left(\pi_{1}, \ldots, \pi_{t}, t+1\right)$, and if $\mu_{t+1}<0$, then $\sigma\left(y^{1}, \pi(t)\right)$ is a facet of the $-(t+1)$-complete $(t+1)-$ simplex $\bar{\sigma}\left(y^{1}, \bar{\pi}(t+1)\right.$ ) of $G(\bar{\gamma})$ in $A(-(t+1))$ with $\bar{\gamma}=\left(\gamma_{1}, \ldots, \gamma_{S}\right.$, $\left.-(t+1), \gamma_{s+1}, \ldots, \gamma_{t}\right), \bar{a}(-(t+1))=a\left(\gamma_{s+1}\right)$ and $\bar{\pi}(t+1)=\left(\pi_{1}\right.$, $\left.\ldots, \pi_{p-1},-(t+1), \pi_{p}, \ldots, \pi_{t}\right)$ where $\pi_{p}=\gamma_{s+1}$ and $s$ is such that $\gamma_{s}<0$ and $\gamma_{s+1}>0$.

In both cases of lemma 3.7 the algorithm continues by making an l.p. pivot step with $\left(z^{\top}(\bar{y}), 1\right)$ in the linear system (3.2) where $\bar{y}$ is the vertex of $\bar{\sigma}$ opposite the facet $\sigma$.

If in the case that for a $k$-complete $t$-simplex $\sigma\left(y^{l}, \pi(t)\right)$ of $G(\gamma)$ in $A(k), \lambda_{p}$ becomes equal to zero for some $p, l \leqslant p<t+1$, then the facet $\tau$ is either a facet of another $k$-complete $t$-simplex in $G(\gamma)$ or not. The latter case is described in the lemmas $3.3,3.4$ and 3.5 whereas the former case is described in table l. If we consider lemma 3.3, then we observe that a $k$-complete facet $\tau$ cannot lie in $S_{h}^{n}$, for certain $h, l \leqslant h \leqslant t-l$, since $\bar{z}_{h}(x)$ is positive for all $x$ in $S_{h}^{n}$, so that according to (3.3) such an $x$ cannot lie in $\bar{C}(k)$. The same holds in this case for $h=t$ and $k=-t$. If the algorithm generates a vertex $y$ in $A(t) \cap S^{n}(t)$, then we set $z_{t}(y)$ equal to $-\varepsilon$, where $\varepsilon$ is some arbitrary small positive number. This prevents the algorithm from generating a t-complete facet $\tau$ in $A(t) \cap S^{n}(t)$. Recall from section 2 that the 2 -ray process cannot generate points in $A(t) \cap s^{n}(t)$.

The algorithm starts with the 0 -dimensional simplex $\sigma(v)$. If $z_{l}(v)>0$, then $v$ is the facet of the l-dimensional l-complete simplex $\sigma\left(y^{l},(1)\right)$ in $A(1)$ with $y^{l}=v$, and if $z_{1}(v)<0$, then $v$ is the facet of the (-1)-complete l-simplex $\sigma\left(y^{1},(-1)\right)$ in $A(-1)$ with $y^{l}=v$. In general the algorithm generates for varying $k, k=t,-t, 1 \leqslant t \leqslant n$, in $A(k) a$ sequence of adjacent $t$-dimensional $k$-complete simplices $\sigma\left(y^{1}, \pi(t)\right)$ in $G(\gamma)$ for varying $\gamma$ such that $\gamma$ contains $k$. The common facet of two adjacent simplices in $A(k)$ is $k$-complete and the parameters $\bar{y}^{1}, \bar{\pi}(t)$ and $\bar{a}$ of a $t-s i m p l e x ~ \bar{\sigma}\left(\bar{y}^{l}, \bar{\pi}(t)\right)$ in $A(k)$ adjacent to a t-simplex $\sigma\left(y^{l}, \pi(t)\right)$ in $A(\gamma)$ are obtained from $y^{1}, \pi(t)$ and a described in table 1 if $\bar{\sigma}$ lies also in $A(\gamma)$, and in lemma 3.4 cases 1) and 3) and lemma 3.5 cases 2) and 3) if $\bar{\sigma}$ lies in $A(\bar{\gamma})$ for some $\bar{\gamma} \neq \gamma$. In these cases the algorithm continues by making an l.p. pivot step in (3.2) with $\left(z^{\top}(\bar{y}), 1\right)$ where $\bar{y}$ is the vertex of $\bar{\sigma}$ opposite the common facet $\tau$. If the $k$-complete facet $\tau$ lies in the boundary of $A(k)$, i.e. When case 2 ) of lemma 3.4 or case 1 ) of lemma 3.5 occurs, then $\tau$ is a ( $t-1)$-simplex $\sigma\left(y^{1}, \bar{\pi}(t-1)\right)$ in either $A(t-1)$ or $A(-(t-1))$ and the algorithm continues by
reintroducing $e(t-1)$ in (3.2) by either increasing $\mu_{t-1}$ or decreasing $\mu_{t-1}$ from zero. If the algorithm generates a solution ( $\lambda, \mu$ ) of the linear system (3.2) with $\mu_{t}=0$, then in the case $t=n$ the point $x$ given by $x=\sum_{i=1}^{n+1} \lambda_{i} y^{t}$ is an approximate solution of the EP, and in the case $t<n$, $\sigma$ is a ( $t+1$ )-complete $t$-simplex in $A(t+1)$ if $\mu_{t+1}>0$ and $a-(t+1)-$ complete $t$-simplex in $A(-(t+1))$ if $\mu_{t+1}<0$. The parameters of the unique $(t+1)$-simplex $\bar{\sigma}\left(y^{1}, \bar{\pi}(t+1)\right)$ in $A(k), k=t+1$ or $-(t+1)$, containing $\sigma$ as facet, are obtained as described in lemma 3.7.

By the description given above the algorithm traces a piecewise linear path $\bar{P}$ in $\bar{B}=U_{k} A(k) \cap \bar{C}(k)$ where the union is over all $k$ in $I_{ \pm n}$. The path $\overline{\mathrm{P}}$ connects v with an approximate solution $x$ of the EP. Notice that according to (3.3) the path $\overline{\mathrm{P}}$ can be considered as an approximation of the piecewise smooth path $P$ in $B$. If the accuracy of the approximate solution $x$ is not satisfactory, the algorithm can be restarted with $v$ equal to $x$ and with a smaller grid size of the triangulation.
4. Concluding remarks

As described in section 3 the 2-ray algorithm solves a sequence of subproblems $\bar{z}_{1}(x)=0, \ldots, \bar{z}_{t}(x)=0$ for varying $t, l \leqslant t \leqslant n$. However, it is also possible to solve the sequence of subproblems $\bar{z}_{i_{1}}(x)=0, \ldots, \bar{z}_{i_{t}}(x)=0$, where $\left(i_{1}, \ldots, i_{t}\right)$ is (fixed) permutation of $t$ elements in $I_{n+1}$. Once a permutation is chosen it remains fixed during the remaining part of the algorithm. If an index $i_{t+1}$ has to be added, then we can choose $i_{t+1}$ in such a way that $\left|\mu_{i_{t+1}}\right|=$ $\max \left\{\mid \mu_{h} \| h \in I_{n+1} \backslash\left\{i_{1}, \ldots, i_{t}\right\}\right\}$. For the starting point $x=v$ this coincides with choosing $i_{1}$ in such a way that $\left|z_{i_{1}}(v)\right|=\max _{h} \in I_{n+1}\left|z_{h}(v)\right|$. The regions $A(k), k=t,-t$, are adapted such that the permutation $(1, \ldots, t)$ is replaced by $\left(i_{1}, \ldots, i_{t}\right), t=1, \ldots, n$.

The 2-ray algorithm for solving the equilibrium problem can be easily adapted to solve the more general nonlinear complementarity problem (NLCP) on $S^{n}$ which can be stated as follows. Let $z$ be a continuous function from $S^{n}$ into $R^{n+1}$ such that $x^{\top} z(x)=0$ for all $x$ in $s^{n}$, then the NLCP is to find an $x^{*}$ in $S^{n}$ such that $z\left(x^{*}\right)<0$. In this case a starting point can lie on the boundary of $S^{n}$ and we must allow for movements on the boundary.

Algorithms discussed on $S^{n}$ can be generalized to the product space $S$ of $N, N \geqslant 1$, unit simplices $S^{n} j, j=1, \ldots, N$. A generalization of the 2 -ray algorithm would then be the $2^{\mathrm{N}}$-ray algorithm on S which can be applied to the EP and the NLCP on S. Again we must take into account that the starting point can lie on the boundary of $S$ and we must allow for movements on the boundary.

The $2^{N}$-ray algorithm on $S=\Pi_{j=1}^{N} S^{n}, N \geqslant 1$, to solve the NLCP on $S$ will be discussed in a subsequent paper.

References
(1) T.M. DOUP, A.J.J. TALMAN (1984): A new variable dimension simplicial algorithm to find equilibria on the product space of unit simplices, R.M. FEW l46, Tilburg University, Tilburg, The Netherlands.
(2) T.M. DOUP, G. VAN DER LAAN, A.J.J. TALMAN (1984): The $\left(2^{\mathrm{n}+1}-2\right)$-ray algorithm: a new simplicial algorithm to compute economic equilibria, R.M. FEW l5l, Tilburg University, Tilburg, The Netherlands.
(3) M. KOJIMA, Y. YAMAMOTO (1984): A unified approach to the implementation of several restart fixed point algorithms and a new variable dimension algorithm, Mathematical Programming 28, 288-328.
(4) G. VAN DER LAAN, A.J.J. TALMAN (1979): A restart algorithm for computing fixed points without an extra dimension, Mathematical Programming 17, 74-84.
(5) G. VAN DER LAAN, A.J.J. TALMAN (1981): A class of simplicial restart fixed point algorithms without an extra dimension, Mathematical Programming 20, 33-48.
(6) G. VAN DER LAAN, A.J.J. TALMAN (1985): Adjustment processes for finding economic equilibria, R.M. FEW 174, Tilburg University, Tilburg, The Netherlands.
(7) R. SAIGAL (1981): A homotopy for solving large, sparse and structured fixed point problems, Northwestern University, Evanston, IL, U.S.A.
(8) A.H. WRIGHT (1981): The octahedral algorithm, a new simplicial fixed point algorithm, Mathematical Programming 21, 47-69.
(9) Y. YAMAMOTO (1983): A new variable dimension algorithm for the fixed point problem, Mathematical Programming 25, 329-342.

```
168 T.M. Doup, A.J.J. Talman
    A continuous deformation algorithm on the product space of unit
    simplices
        •
169 P.A. Bekker
    A note on the identification of restricted factor loading matrices
170 J.H.M. Donders, A.M. van Nunen
    Economische politiek in een twee-sectoren-model
171 L.H.M. Bosch, W.A.M. de Lange
    Shift work in health care
172 B.B. van der Genugten
    Asymptotic Normality of Least Squares Estimators in Autoregressive
    Linear Regression Models
173 R.J. de Groof
    Geilsoleerde versus gecoördineerde economische politiek in een twee-
    regiomodel
174 G. van der Laan, A.J.J. Talman
    Adjustment processes for finding economic equilibria
175 B.R. Meijboom
    Horizontal mixed decomposition
176 F. van der Ploeg, A.J. de Zeeuw
    Non-cooperative strategies for dynamic policy games and the problem
    of time inconsistency: a comment
177 B.R. Meijboom
    A two-level planning procedure with respect to make-or-buy deci-
    sions, including cost allocations
178 N.J. de Beer
    Voorspelprestaties van het Centraal Planbureau in de periode }195
    t/m 1980
178a N.J. de Beer
    BIJLAGEN bij Voorspelprestaties van het Centraal Planbureau in de
    periode 1953 t/m 1980
179 R.J.M. Alessie, A. Kapteyn, W.H.J. de Freytas
    De invloed van demografische factoren en inkomen op consumptieve
    uitgaven
180 P. Kooreman, A. Kapteyn
    Estimation of a game theoretic model of household labor supply
181 A.J. de Zeeuw, A.C. Meijdam
    On Expectations, Information and Dynamic Game Equilibria
```

182 Cristina Pennavaja
Periodization approaches of capitalist development. A critical survey

183 J.P.C. Kleijnen, G.L.J. Kloppenburg and F.L. Meeuwsen
Testing the mean of an asymmetric population: Johnson's modified $T$ test revisited

184 M.O. Nijkamp, A.M. van Nunen
Freia versus Vintaf, een analyse
185 A.H.M. Gerards
Homomorphisms of graphs to odd cycles
186 P. Bekker, A. Kapteyn, T. Wansbeek Consistent sets of estimates for regressions with correlated or uncorrelated measurement errors in arbitrary subsets of all variables

187 P. Bekker, J. de Leeuw The rank of reduced dispersion matrices

188 A.J. de Zeeuw, F. van der Ploeg Consistency of conjectures and reactions: a critique

189 E.N. Kertzman
Belastingstructur en privatisering
190 J.P.C. Kleijnen
Simulation with too many factors: review of random and groupscreening designs

191 J.P.C. Kleijnen
A Scenario for Sequential Experimentation
192 A. Dortmans
De loonvergelijking
Afwenteling van collectieve lasten door loontrekkers?
193 R. Heuts, J. van Lieshout, K. Baken
The quality of some approximation formulas in a continuous review inventory model

194 J.P.C. Kleijnen
Analyzing simulation experiments with common random numbers
195 P.M. Kort
Optimal dynamic investment policy under financial restrictions and adjustment costs

196 A.H. van den Elzen, G. van der Laan, A.J.J. Talman Adjustment processes for finding equilibria on the simplotope

197 J.P.C. Kleijnen
Variance heterogeneity in experimental design
198 J.P.C. Kleijnen Selecting random number seeds in practice

199 J.P.C. Kleijnen Regression analysis of simulation experiments: functional software specification

200 G. van der Laan and A.J.J. Talman
An algorithm for the linear complementarity problem with upper and lower bounds

201 P. Kooreman Alternative specification tests for Tobit and related models

```
202 J.H.F. Schilderinck
    Interregional Structure of the European Community. Part III
```

203 Antoon van den Elzen and Dolf Talman
A new strategy-adjustment process for computing a Nash equilibrium
in a noncooperative more-person game
204 Jan Vingerhoets
Fabrication of copper and copper semis in developing countries.
A review of evidence and opportunities.
205 R. Heuts, J. v. Lieshout, K. Baken
An inventory model: what is the influence of the shape of the lead
time demand distribution?
206 A. v. Soest, P. Kooreman
A Microeconometric Analysis of Vacation Behavior
207 F. Boekema, A. Nagelkerke
Labour Relations, Networks, Job-creation and Regional Development
A view to the consequences of technological change
208 R. Alessie, A. Kapteyn
Habit Formation and Interdependent Preferences in the Almost Ideal
Demand System
209 T. Wansbeek, A. Kapteyn
Estimation of the error components model with incomplete panels
210 A.L. Hempenius
The relation between dividends and profits
211 J. Kriens, J.Th. van Lieshout
A generalisation and some properties of Markowitz' portfolio
selection method
212 Jack P.C. Kleijnen and Charles R. Standridge
Experimental design and regression analysis in simulation: an FMS
case study
213 T.M. Doup, A.H. van den Elzen and A.J.J. Talman
Simplicial algorithms for solving the non-linear complementarity
problem on the simplotope
214 A.J.W. van de Gevel
The theory of wage differentials: a correction
215 J.P.C. Kleijnen, W. van Groenendaal
Regression analysis of factorial designs with sequential replica-
tion

216 T.E. Nijman and F.C. Palm
Consistent estimation of rational expectations models
217 P.M. Kort
The firm's investment policy under a concave adjustment cost function

218 J.P.C. Kleijnen
Decision Support Systems (DSS), en de kleren van de keizer ...
219 T.M. Doup and A.J.J. Talman
A continuous deformation algorithm on the product space of unit simplices

## Bibliotheek K. U. Brabant



17000010597269

