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## Abstract

Iterated weighted least squares (IWLS) is investigated for estimating the regression coefficients in a linear model with symmetrically distributed errors. The variances of the errors are not specified; it is not assumed that they are unknown functions of the explanatory variables nor that they are given in some parametric way.

IWLS is carried out in a random number of steps, of which the first one is OLS. In each step the error variance at time $t$ is estimated with a weighted sum of $m$ squared residuals in the neighbourhood of $t$ and the coefficients are estimated using WLS. Furthermore an estimate of the covariance matrix is obtained. If this estimate is minimal in some way the iteration process if stopped.

Large sample properties of IWLS are derived. Some particular cases show that the asymptotic efficiency can be increased by allowing more than two steps. Even asymptotic efficiency with respect to WLS with the true error variances can be obtained.

AMS (1980) subject classification: 62M10, 90A20.
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1. Introduction

Consider for $n=1,2, \ldots$ the heteroskedastic linear regression model of the form

$$
y_{n t}=\beta^{\prime} x_{n t}+\varepsilon_{n t}, E\left\{\varepsilon_{n t}\right\}=0, V\left\{\varepsilon_{n t}\right\}=\sigma_{n t}^{2}, t=1, \ldots, n
$$

with observable $y_{n t} \in \mathbb{R}, x_{n t} \in \mathbb{R}^{k}$, regression coefficient vector $\beta \in \mathbb{R}^{k}$ $(k=1,2, \ldots)$ and errors $\varepsilon_{n t} \in \mathbb{R}$ (vectors are interpreted as columns, the symbol ' denotes transposition).

The notation with double indices permits different viewpoints on an increasing sample size $n$. One possibility is to consider the time intervals between consecutive observation times $t$ as fixed, thereby increasing the length $n$ of the observation period. In this interpretation the first index $n$ can simply be dropped. Another possibility is, at each stage $n$, to consider the length of the observation period as fixed, thereby decreasing the time intervals between consecutive times $t$ of observation. In this interpretation it is desirable to add the first index $n$ in order to maintain the interpretation of time for the second index $t$. In applications the distinction is not important. Particular forms of heteroskedasticity are easier formulated and analyzed from the second point of view.

Throughout this paper we assume that the errors $\varepsilon_{n 1}, \ldots, \varepsilon_{n n}$ are independent for each fixed $n$ and symmetrically distributed.

We want to estimate $\beta$ for the case of completely, unknown error variances $\sigma_{n t}^{2}$. Of course we can use the OLS-estimator $b_{n O}$ for $\beta$, defined by

$$
\begin{equation*}
\left.b_{n 0}=\sum_{1}^{n} x_{n t} x_{n t}^{\prime}\right)^{-1} \sum_{1}^{n} x_{n t} y_{n t} \tag{1.1}
\end{equation*}
$$

Under appropriate conditions

$$
\begin{equation*}
\sqrt{\mathrm{n}}\left(\mathrm{~b}_{\mathrm{nO}}-\beta \stackrel{\mathrm{L}}{\rightarrow} \mathrm{~N}_{\mathrm{k}}\left(0, \Phi_{0}\right)\right. \tag{1.2}
\end{equation*}
$$

It has already be shown by White (1980, 1982) following Eicker (1965), that consistent estimators $\hat{\Phi}_{n 0}$ for $\Phi_{0}$ can be constructed. This fact can be considered as a necessary condition for using this method in practice.

However, a draw back of OLS is that its asymptotic efficiency can be low. We measure this efficiency with respect to the usual wLS-estimator $\tilde{\mathrm{b}}_{\mathrm{n}}$ for $\beta$ with the reciprocals of the error variances as weighting coefficients:

$$
\begin{equation*}
\tilde{b}_{n}=\left(\sum_{1}^{n} x_{n t} x_{n t}^{\prime} / \sigma_{n t}^{2}\right)^{-1} \sum_{1}^{n} x_{n t} y_{n t} / \sigma_{n t}^{2} . \tag{1.3}
\end{equation*}
$$

Under appropriate conditions

$$
\begin{equation*}
\sqrt{\mathrm{n}}\left(\tilde{\mathrm{~b}}_{\mathrm{n}}-\beta\right) \stackrel{\mathrm{L}}{\rightarrow} \mathrm{~N}_{\mathrm{k}}(0, \widetilde{\Phi}), \tag{1.4}
\end{equation*}
$$

So the asymptotic efficiency $R_{0}$ of $b_{n 0}$ with respect to $\tilde{b}_{n}$ can be defined by $\mathrm{R}_{0}=\left\{\operatorname{det}(\widetilde{\Phi}) / \operatorname{det}\left(\widetilde{\Phi}_{0}\right)\right\}^{1 / k}$ or $\overline{\mathrm{R}}_{0}=\operatorname{tr}(\widetilde{\Phi}) / \operatorname{tr}\left(\Phi_{0}\right)$.

In this paper we investigate the behaviour of a class of estimators $\mathrm{b}_{\mathrm{nq}}(\mathrm{q}=0,1, \ldots)$ for $\beta$, also of the type WLS and obtained by an iteration procedure stopped after q steps.

The class presupposes a sequence of weight functions $f_{n}:[0, \infty) \rightarrow$ $[0, \infty)$ and a vector sequence of $m_{n} \geq 1$ positive weights $w_{n}=\left(w_{n j}, j \in I_{n}\right)$, where $I_{n}=\left\{-\left[\left(m_{n}-1\right) / 2\right], \ldots,\left[m_{n} / 2\right]-1,\left[m_{n} / 2\right]\right\}$ is a set of integers as far as possible symmetrically around 0 . Note that $0 \in I_{n}$ for all $n$.

We define the OLS-estimator $b_{n 0}$ of $\beta$ to be the $0^{\text {th }}$ iteration step. Let $b_{n q}$ denote the estimator of $\beta$ at step $q \geq 0$. Then estimators $\hat{\sigma}_{n t q}^{2}$ of $\sigma_{n t}^{2}$ based on the residuals $e_{n t q}=y_{n t}-b_{n q}^{\prime} x_{n t}$ are calculated from

$$
\begin{equation*}
\hat{\sigma}_{n t q}^{2}=\sum_{j \in I_{n}} w_{n j} e_{n, t+j, q}^{2} \tag{1.5}
\end{equation*}
$$

(We take $e_{n t q}=e_{n 1 q}$ for $t<1$ and $e_{n t q}=e_{n n q}$ for $t>n$; this definition for the boundaries is rather arbitrary and other more sophisticated definitions can be considered as well.) The estimator $b_{n, q+1}$ of $\beta$ in step $q+1$ is calculated according to

$$
\begin{equation*}
b_{n, q+1}=\left\{\sum_{1}^{n} x_{n t} x_{n t}^{\prime} f_{n}\left(\hat{\sigma}_{n t q}^{2}\right)\right\}^{-1} \sum_{1}^{n} x_{n t} y_{n t} f_{n}\left(\hat{\sigma}_{n t q}^{2}\right) \tag{1.6}
\end{equation*}
$$

The assumption of symmetrically distributed errors prevents an asymptotic bias in (1.6).

Under appropriate conditions (1.2) generalizes to

$$
\begin{equation*}
\sqrt{\mathrm{n}}\left(\mathrm{~b}_{\mathrm{nq}}-\beta\right) \stackrel{\mathrm{L}}{\rightarrow} \mathrm{~N}_{\mathrm{k}}\left(0, \Phi_{\mathrm{q}}\right) \tag{1.7}
\end{equation*}
$$

with corresponding asymptotic efficiency of $\mathrm{b}_{\mathrm{q}}$ given by $\mathrm{R}_{\mathrm{q}}=\{\operatorname{det}(\widetilde{\Phi}) /$ $\left.\operatorname{det}\left(\Phi_{\mathrm{q}}\right)\right\}^{1 / k}$ or $\overline{\mathrm{R}}_{\mathrm{q}}=\operatorname{tr}(\widetilde{\Phi}) / \operatorname{tr}\left(\Phi_{\mathrm{q}}\right)$. Consistent estimators $\hat{\Phi}_{\mathrm{nq}}$ for $\Phi_{\mathrm{q}}$ will be constructed for all $q \geq 0$.

For the case $m_{n}=1$ there is no need for a special interpretation of the index $t$. For $m_{n}>1$ the estimator $\hat{\sigma}_{n t q}^{2}$ of $\sigma_{n t}^{2}$ in (1.5) makes sense if this index follows some natural ordering (e.g. time).

The choice of $f_{n}(x)=1 / x$ means replacement in (1.3) of $\sigma_{n t}^{2}$ by $\hat{\sigma}_{\text {ntq }}^{2}$. The unboundedness of this obvious choice for $x \rightarrow 0$ causes difficulties due to the fact that the estimation of $\sigma_{n t}^{2}$ is often not appropriate for small $m_{n}$. Therefore in this paper we take functions for which $f_{n}(0)$ is well-defined. A typical example which should be kept in mind is $f_{n}(x)=$ $1 /\left(h_{n}+x\right)$ with $h_{n}>0$. This sequence approximates $1 / x$ for $h_{n} \rightarrow 0$ and makes also clear why further conditions still allow the possibility that $\left\|f_{n}\right\|_{\infty} \rightarrow \infty$.

Section 2 contains the basic results and an application. Expressions for $\Phi_{q}$ and corresponding estimators $\hat{\Phi}_{n q}$ are given. The proofs have been put together in section 3. Section 4 discusses some cases for which asymptotic efficiency with respect to WLS is obtained. The behaviour of $R_{q}, \bar{R}_{q}$ and $\Phi_{q}$ is analyzed further in section 5 .

In practice we will bound the number of iteration steps $q$ by some large fixed number $Q_{\max } \geq 1$. Assume that the optimal value $Q$ for which $R_{q}$ or $\bar{R}_{q}$ is maximal ( $\operatorname{det}\left(\Phi_{q}\right)$ or $\operatorname{tr}\left(\hat{\Phi}_{q}\right)$ is minimal) in $q \in\left\{0, \ldots, Q_{\text {max }}\right\}$ is uniquely determined. Then $Q$ is consistently estimated by an optimal value $\hat{Q}_{\mathrm{n}}$ for which det $\left(\hat{\Phi}_{\mathrm{nq}}\right)$ or $\operatorname{tr}\left(\Phi_{\mathrm{nq}}\right)$ is minimal in $\mathrm{q} \in\left\{0, \ldots, \mathrm{Q}_{\text {max }}\right\}$. The final estimator of $\beta$ becomes $\hat{\beta}_{n}=b_{n} \hat{Q}_{n}$. We call $\hat{\beta}_{n}$ the IWLS (Iterated WLS)-estimator of $\beta$. From the consistency of $\hat{Q}_{n}$ and the bounded range of $q$-values it follows with (1.7) that

$$
\begin{equation*}
\sqrt{n}\left(\hat{\beta}_{n}-\beta\right) \stackrel{L}{\rightarrow} N\left(0, \Phi_{Q}\right) \tag{1.8}
\end{equation*}
$$

and also that $\Phi_{Q}$ is consistently estimated by $\hat{\Phi}_{n} \hat{Q}_{n}$. It will be clear that the asymptotic efficiency of $\hat{\beta}_{n}$ is better than that of the oLS-estimator $b_{n O}$ unless $Q=0$. The analysis in section 5 shows that often $Q \geq 1$ and even $Q \geq 2$.

The idea of using residuals in this way to improve the efficiency in the case of unknown heteroskedasticy seems to go back to Rao (1970). The elaboration of this idea together with a detailed analysis seems to be new.

## 2. Basic results

In the conditions below we write shortly sup for $\limsup _{n} \max _{t}$ and inf for $\liminf \mathrm{n}^{\min }{ }_{t}$.

Let $\Delta>2$ be some fixed constant. For the (symmetric) distributions of the errors $\varepsilon_{n t}$ we assume

$$
\begin{align*}
& \inf \sigma_{n t}^{2}>0  \tag{2.1}\\
& \sup E\left|\varepsilon_{n t}\right|^{2+\Delta}<\infty . \tag{2.2}
\end{align*}
$$

The condition (2.2) implies

$$
\begin{equation*}
\sup \sigma_{n t}^{2}<\infty . \tag{2.3}
\end{equation*}
$$

For the $m_{n}$ weights $w_{n j}, j \in I_{n}$ we assume

$$
\begin{align*}
& m_{n}=0\left(n^{(\Delta-2) /(4 \Delta+8)}\right)  \tag{2.4}\\
& \sup \omega_{n j}<\infty . \tag{2.5}
\end{align*}
$$

The condition (2.4) admits $m_{n} \rightarrow \infty$. The order at which $m_{n}$ can increase is determined by $\Delta$ in (2.2) and tends to $n^{1 / 4}$ for $\Delta \rightarrow \infty$. The condition (2.5) norms the weights and allows that $\Sigma_{j} W_{n j} \rightarrow \infty$ for $n \rightarrow \infty$.
We write

$$
\begin{equation*}
\delta_{n}=m_{n} n^{-\Delta /(2 \Delta+4)} . \tag{2.6}
\end{equation*}
$$

Then $\delta_{n}=\circ\left(\mathrm{n}^{-1 /(\Delta+2)}\right)$ according to (2.4) and so $\delta_{\mathrm{n}} \rightarrow 0$.
We say that the sequence of functions $g_{n}:[0, \infty) \rightarrow[0, \infty)$ is adapted to the sequence $\delta_{n}$ if there exist constants $N \geq 1$ and $C_{1}, C_{2} \geq 0$ such that for all $\mathrm{n} \geq \mathrm{N}$ :

$$
\left|x_{1}-x_{2}\right|<\delta_{n} \Rightarrow\left|g_{n}\left(x_{1}\right)\right| \leq c_{1}+c_{2}\left|g_{n}\left(x_{2}\right)\right| .
$$

For the weight functions $f_{n}$ and their first and second derivatives $f_{n}^{\prime}, \quad f_{n}^{\prime \prime}$ we: nissume

$$
\begin{equation*}
f_{n}, f_{n}^{\prime}, f_{n}^{\prime \prime} \text { are adapted to } \delta_{n} . \tag{2.7}
\end{equation*}
$$

For bounded functions this condition is trivially fulfilled. We need this condition to deal with the unbounded behaviour in the neighbourhood of 0 . It is easily verified that (2.7) is fulfilled for the typical example $f_{n}(x)=1 /\left(x+h_{n}\right)$ provided that limsup $\delta_{n} / h_{n}<1$.

Let $\tilde{\sigma}_{n t}^{2}$ be defined as an approximation of $\sigma_{n t}^{2}$ in the same way as $\hat{\sigma}_{n t q}^{2}$ in (1.5):

$$
\begin{equation*}
\tilde{\sigma}_{n t}^{2}=\sum_{j \in I_{n}} w_{n j} \varepsilon_{n, t+j}^{2} \tag{2.8}
\end{equation*}
$$

(As in (1.5) we take $\varepsilon_{n t}=\varepsilon_{n 1}$ for $t<1$ and $\varepsilon_{n t}=\varepsilon_{n n}$ for $t>n$.) We need some moment conditions with respect to functions of $\tilde{\sigma}_{n t}^{2}$. We introduce for $f_{n}$ :

$$
\begin{align*}
& \inf E\left|f_{n}\left(\tilde{\sigma}_{n t}^{2}\right)\right|>0  \tag{2.9}\\
& \sup E\left|f_{n}\left(\tilde{\sigma}_{n t}^{2}\right)\right|^{2}<\infty  \tag{2.10}\\
& \text { sup } E\left|\varepsilon_{n t}^{2} f_{n}\left(\tilde{\sigma}_{n t}^{2}\right)\right|^{1+\varepsilon}<\infty \text { for some } \varepsilon>0  \tag{2.11}\\
& \sup E\left|\varepsilon_{n t}^{2} f_{n}^{2}\left(\tilde{\sigma}_{n t}^{2}\right)\right|^{1+\varepsilon}<\infty \text { for some } \varepsilon>0 . \tag{2.12}
\end{align*}
$$

for $f_{n}^{\prime}$ :

$$
\begin{align*}
& \sup E\left|f_{n}^{\prime}\left(\tilde{\sigma}_{n t}^{2}\right)\right|<\infty  \tag{2.13}\\
& \sup E\left|\varepsilon_{n t} \tilde{\sigma}_{n t} f_{n}^{\prime}\left(\tilde{\sigma}_{n t}^{2}\right)\right|^{2}<\infty, \tag{2.14}
\end{align*}
$$

and for $f_{n}^{\prime \prime}$ :

$$
\begin{equation*}
\sup E\left|f_{n}^{\prime \prime}\left(\tilde{\sigma}_{n t}^{2}\right)\right|<\infty \tag{2.15}
\end{equation*}
$$

$$
\begin{align*}
& \text { sup } E\left|\varepsilon_{n t} f_{n}^{\prime \prime}\left(\tilde{\sigma}_{n t}^{2}\right)\right|<\infty  \tag{2.16}\\
& \sup E\left|\varepsilon_{n t}^{2} f_{n}^{\prime \prime}\left(\tilde{\sigma}_{n t}^{2}\right)\right|<\infty . \tag{2.17}
\end{align*}
$$

The explanatory variables $\mathrm{x}_{\mathrm{nt}}$ are assumed to be deterministic with

$$
\begin{equation*}
\sup \left|x_{n t}\right|<\infty . \tag{2.18}
\end{equation*}
$$

Finally we assume the existence of some Caesaro-limits of the usual form in this kind of analysis. For $\gamma=-1,0,1$ we assume that

$$
\begin{align*}
& C_{\gamma}=\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{1}^{n} x_{n t} x_{n t}^{\prime} \sigma_{n t}^{2 \gamma}  \tag{2.19}\\
& C_{0}>0 . \tag{2.20}
\end{align*}
$$

for $(\alpha, \beta)=(0,1),(1,1),(1,2)$ that

$$
\begin{equation*}
V_{\alpha \beta}=\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{1}^{n} x_{n t} x_{n t}^{\prime} E\left\{\varepsilon_{n t}^{2 \alpha} f_{n}^{\beta}\left(\tilde{\sigma}_{n t}^{2}\right)\right\} \tag{2.21}
\end{equation*}
$$

and finally that

$$
\begin{equation*}
W_{11}=-\lim _{n \rightarrow \infty} \frac{w_{n 0}}{n} \sum_{1}^{n} x_{n t} x_{n t}^{\prime} E\left\{\varepsilon_{n t}^{2} f_{n}^{\prime}\left(\tilde{\sigma}_{n t}^{2}\right)\right\} . \tag{2.22}
\end{equation*}
$$

The condition (2.20) gives asymptotic non-collinearity. With (2.9) it implies $V_{01}>0$.

The following theorems hold under the conditions in (2.1)-(2.22).

## Theorem 2.1 .

The relations (1.2), (1.4), (1.7) hold with

$$
\begin{align*}
& \tilde{\Phi}=C_{-1}^{-1}  \tag{2.23}\\
& \Phi_{q}=A_{q} V_{12} A_{q}^{\prime}+A_{q} V_{11} B_{q}^{\prime}+B_{q} V_{11} A_{q}^{\prime}+B_{q} C_{1} B_{q}^{\prime}, \tag{2.24}
\end{align*}
$$

where $\left(A_{0}=0\right)$ :

$$
\begin{equation*}
A_{q}=\sum_{j=0}^{q-1}\left(2 v_{01}^{-1} W_{11}\right)^{j} v_{01}^{-1}, \quad B_{q}=\left(2 v_{01}^{-1} W_{11}\right)^{q} C_{0}^{-1} . \tag{2.25}
\end{equation*}
$$

For the estimation of $C_{\gamma}, V_{\alpha \beta}$ and $W_{11}$ we use OLS-residuals. In (2.19) we use $e_{n t Q}^{2}$ in stead of $\tilde{\sigma}_{n t}^{2}$. In (2.21), (2.22) we drop the expectations and take $e_{n t 0}^{2}, \hat{\sigma}_{n t 0}^{2}$ in stead of $\varepsilon_{n t}^{2}, \tilde{\sigma}_{n t}^{2}$. This leads to the estimators

$$
\begin{align*}
& \hat{c}_{n \gamma}=\frac{1}{n} \sum_{1}^{n} x_{n t} x_{n t}^{\prime} e_{n t 0}^{2 \gamma}  \tag{2.26}\\
& \hat{v}_{n \alpha \beta}=\frac{1}{n} \sum_{1}^{n} x_{n t} x_{n t}^{\prime} e_{n t 0}^{2 \alpha} f_{n}^{\beta}\left(\hat{\sigma}_{n t 0}^{2}\right)  \tag{2.27}\\
& \hat{w}_{n 11}=-\frac{w_{n 0}}{n} \sum_{1}^{n} x_{n t} x_{n t}^{\prime} e_{n t 0}^{2} f_{n}^{\prime}\left(\hat{\sigma}_{n t 0}^{2}\right) \tag{2.28}
\end{align*}
$$

The estimator $\hat{\Phi}_{n q}$ of $\Phi_{q}$ is defined in accordance with (2.24), (2,25). We replace $C_{\gamma}, V_{\alpha \beta}$ and $W_{11}$ by $\hat{C}_{n \gamma}, \hat{V}_{n \alpha \beta}$ and $\hat{W}_{n 11}$.

Theorem 2.2.

$$
\begin{aligned}
& \hat{\mathrm{C}}_{\mathrm{n} \gamma} \xrightarrow{P} C_{\gamma} \text { for } \gamma=0,1, \\
& \hat{\mathrm{v}}_{\mathrm{n} \alpha \beta} \xrightarrow{P} \mathrm{~V}_{\alpha \beta} \text { for }(\alpha, \beta)=(0,1),(1,1),(1,2), \\
& \hat{\mathrm{w}}_{\mathrm{n} 11} \xrightarrow{P} \mathrm{~W}_{11} .
\end{aligned}
$$

## Corollory

$$
\hat{\Phi}_{\mathrm{nq}} \stackrel{\mathrm{P}}{\rightarrow} \Phi_{\mathrm{q}} .
$$

Inspection of the proofs of the theorems shows that the choice of OLS-residuals in (2.26)-(2.28) is the most simple one. Results continue to hold for residuals obtained after step $q^{\prime} \geq 0$ for any $q^{\prime} \in\left\{0, \ldots, Q_{\max }\right\}$.

The IWLS-estimation procedure is easily implemented in practice. Even the optimal choice $\hat{Q}_{n}$ for $Q$ in (1.8) gives no particular problems. The following example is included for illustration.

Example.
The Dutch national income (in billions guilders) during 1960-1975 is given in the table below (source: Nationale Rekeningen (CBS), table 61).

| Year | Income | Year | Income | Year | Income | Year | Income |
| :--- | :--- | ---: | ---: | ---: | ---: | ---: | ---: |
| 1960 | 38.396 | 1964 | 56.016 | 1968 | 82.655 | 1972 | 134.520 |
| 1961 | 40.616 | 1965 | 62.547 | 1969 | 93.913 | 1973 | 154.850 |
| 1962 | 43.458 | 1966 | 67.835 | 1970 | 105.377 | 1974 | 174.660 |
| 1963 | 47.317 | 1967 | 74.680 | 1971 | 118.700 | 1975 | 189.270 |

Let $y_{t}$ be the logarithm of the income in year $t+1959$ for $t=1, \ldots, n$ with $n=16$. We use the linear trend model $y_{t}=\beta_{1}+\beta_{2} t+\varepsilon_{t}$. Under the assumption of homoskedasticity we find for the OLS-estimate $b_{n 0}$ of $\beta=$ $\left(\beta_{1}, \beta_{2}\right)$ ' and the estimate $\hat{C}_{n 0}$ of the covariance matrix of $\sqrt{n}\left(b_{n O}-\beta\right)$ respectively

$$
b_{n 0}=\binom{3.46}{0.111}, \quad \hat{c}_{n o}=10^{-3} \times\left[\begin{array}{cc}
5.20 & -0.472 \\
-0.472 & 0.0556
\end{array}\right]
$$

The OLS-residuals do not contradict symmetric error distributions. They indicate a decreasing heteroskedasticity in time. This is confirmed by the test of Goldfeld-Quant $(5 \%-1 e v e l$ and an equal partition of the time period). So the diagonal elements of $\Phi_{0}$ are estimated incorrectly too small.

For $m_{n}=7$ the corresponding estimate with correction for heteroskedasticity becomes

$$
\hat{\Phi}_{\mathrm{n} 0}=10^{-3} \times\left[\begin{array}{cc}
9.22 & -0.795 \\
-0.795 & 0.0751
\end{array}\right] .
$$

For IWLS we took $m_{n}=7, w_{n j}=1 / m_{n}$ for all $j$ and $f_{n}(x)=$ $1 /\left(x+h_{n}\right)$. For the iteration criterion we prefered the choice of the trace in stead of the determinant. A small choice $h_{n}=0.001$ leads to the optimal value of $\hat{Q}_{n}=2$ iterations, resulting in

$$
\hat{\beta}_{\mathrm{n}}=\binom{3.44}{0.113}, \quad \hat{\Phi}_{\mathrm{n} 2}=10^{-3} \times\left[\begin{array}{cc}
6.97 & -0.637 \\
-0.637 & 0.0688
\end{array}\right] .
$$

The effect of IWLS is clear in this example.
The drawback of the whole analysis is that the OLS-residuals indicate also autocorrelation. This is confirmed by the test of Durbin-Watson (5\%-level). Therefore it would be interesting to know how IWLS behaves in the case of autocorrelation. Furthermore it is not clear if the number of observations is large enough to justify the asymptotic approximations. We reserve these difficult points for future research.

## 3. Proofs of the theorems

In the proofs $c, c_{i}$ denote generic non-negative constants not depending on $n$ and $C_{n}, C_{n i}$ denote non-negative sequences of random variables (or constants) which are bounded in probability (i.e. $\sup _{n} P\left\{\left|C_{n}\right| \geq M\right\} \rightarrow 0$ if $M \rightarrow \infty$ ). In view of the use of inf and sup in section 2 relations hold often only for all $n$ sufficiently large. For positive constants $\alpha_{n}$ and random variables $u_{n}$ we write $u_{n}=o\left(\alpha_{n}\right)$ if $\alpha_{n}^{-1} u_{n} \xrightarrow{P} 0$ and $u_{n}=O\left(\alpha_{n}\right)$ if $\alpha_{n}^{-1} u_{n}$ is bounded in probability.

The proofs of the theorems are preceeded by preparatory lemma's. They take as starting point the iteration step $q \geq 0$ and give results for expressions in the next step $q+1$. These lemma's use the induction assumption

$$
\begin{equation*}
b_{n q}-\beta=0(1 / \sqrt{n}) \tag{3.1}
\end{equation*}
$$

It will then turn out that also $b_{n, q+1}-\beta=0(1 / \sqrt{n})$ (see lemma 3.12, corollory). The valadity of (3.1) for the OLS-estimator $b_{n 0}$ follows from (2.19) for $\gamma=0,1$ since $E\left\{b_{n 0}\right\} \rightarrow \beta$ and $n V\left\{b_{n 0}\right\} \rightarrow \Phi_{0}=C_{0}^{-1} C_{1} C_{0}^{-1}$.

Lemma 3.1.

$$
\begin{equation*}
\max _{1 \leq t \leq n}\left|e_{n t q}^{2}-\varepsilon_{n t}^{2}+2\left(b_{n q}-\beta\right)^{\prime} x_{n t} \varepsilon_{n t}\right|=0(1 / n) \tag{3.2}
\end{equation*}
$$

Proof. Write $f_{n t q}=\varepsilon_{n t}-e_{n t q}=x_{n t}^{\prime}\left(b_{n q}-\beta\right)$. Then $e_{n t q}^{2}-\varepsilon_{n t}^{2}=-2 f_{n t q} \varepsilon_{n t}+$ $f_{n t q}^{2}$. From (2.18) and the induction assumption (3.1) we get max $\left|f_{n t q}\right|=$ $O\left(n^{-\frac{1}{2}}\right)$ and so (3.2) follows. 口

Lemma 3.2.

$$
\begin{equation*}
\max _{1 \leq t \leq n}\left|\hat{\sigma}_{n t q}^{2}-\tilde{\sigma}_{n t}^{2}+2\left(b_{n q}-\beta\right)^{\prime} \sum_{j} w_{n j} x_{n, t+j} \varepsilon_{n, t+j}\right|=0\left(m_{n} / n\right) \tag{3.3}
\end{equation*}
$$

Proof. From (1.5) and (2.8) we get

$$
\hat{\sigma}_{n t q}^{2}-\tilde{\sigma}_{n t}^{2}=\Sigma w_{n j}\left(e_{n, t+j, q}^{2}-\varepsilon_{n, t+j}^{2}\right) .
$$

So with (3.2) and (2.5) we get

$$
\max \left|\hat{\sigma}_{n t q}^{2}-\tilde{\sigma}_{n t}^{2}+2\left(b_{n q}-\beta\right)^{\prime} \sum \omega_{n j} x_{n, t+j} \varepsilon_{n, t+j}\right| \leq\left(C_{n} / n\right) \sum_{j} w_{n j} \leq c C_{n} m_{n} / n
$$

Note the conventions in (1.5) and (2.8) with respect to values $t<1$ and t > n. -

Lemma 3.3.

$$
\begin{equation*}
\max _{1 \leq t \leq n}\left|\varepsilon_{n t}\right|=0\left(n^{1 /(2+\Delta)}\right) . \tag{3.4}
\end{equation*}
$$

Proof. With (2.2) we get

$$
\begin{aligned}
& P\left\{n^{-1 /(2+\Delta)} \max \left|\varepsilon_{n t}\right| \geq M\right\} \leq \sum_{1}^{n} P\left\{\left|\varepsilon_{n t}\right| \geq M n^{1 /(2+\Delta)}\right\} \\
& \leq \sum_{1}^{n}\left(M n^{1 /(2+\Delta)}\right)^{-2-\Delta} E\left|\varepsilon_{n t}\right|^{2+\Delta} \leq M^{-2-\Delta} \sup E\left|\varepsilon_{n t}\right|^{2+\Delta} \\
& \leq \mathrm{cm}^{-2-\Delta} \rightarrow 0, M \rightarrow \infty .
\end{aligned}
$$

Corollory 1. Combining $(2,18),(3.1),(3.2)$ and (3.4) we get with (2.6):

$$
\begin{equation*}
\max _{1 \leq t \leq n}\left|e_{n t q}^{2}-\varepsilon_{n t}^{2}\right|=O\left(n^{-\Delta /(2 \Delta+4)}\right)=O\left(\delta_{n} / m_{n}\right) \tag{3.5}
\end{equation*}
$$

This implies

$$
\begin{equation*}
\max \left|e_{n t q}^{2}-\varepsilon_{n t}^{2}\right| \stackrel{P}{\rightarrow} 0, \quad \frac{1}{n} \sum_{1}^{n}\left|e_{n t q}^{2}-\varepsilon_{n t}^{2}\right| \stackrel{P}{\rightarrow} 0 \tag{3.6}
\end{equation*}
$$

Corollory 2. Combining $(2,5),(2.18),(3.1),(3.3)$ and (3.4) we get in the same way

$$
\begin{equation*}
\max _{1 \leq t \leq n}\left|\hat{\sigma}_{n t q}^{2}-\tilde{\sigma}_{n t}^{2}\right|=0\left(\delta_{n}\right) . \tag{3.7}
\end{equation*}
$$

Since $\delta_{\mathrm{n}} \rightarrow 0$ this implies

$$
\begin{equation*}
\max _{1 \leq t \leq n}\left|\hat{\sigma}_{n t q}^{2}-\tilde{\sigma}_{n t}^{2}\right| \xrightarrow{p} 0 . \tag{3.8}
\end{equation*}
$$

Lemma 3.4.
Let $g_{n}$ be adapted to $\delta_{n}$ and $\xi_{n t}$ be a double sequence of random variables such that

$$
\frac{1}{n} \sum_{1}^{n}\left|\xi_{n t}\right|=0(1), \quad \frac{1}{n} \sum_{1}^{n}\left|\xi_{n t}\right|\left|g_{n}\left(\tilde{\sigma}_{n t}^{2}\right)\right|=0(1) .
$$

Then

$$
\frac{1}{n} \sum_{1}^{n}\left|\xi_{n t}\right|\left|g_{n}\left(\bar{\sigma}_{n t q}^{2}\right)\right|=0(1)
$$

for any double sequence $\bar{\sigma}_{n t q}^{2}$ such that

$$
\max _{t}\left|\bar{\sigma}_{n t q}^{2}-\tilde{\sigma}_{n t}^{2}\right| \leq \max _{t}\left|\hat{\sigma}_{n t q}^{2}-\tilde{\sigma}_{n t}^{2}\right|
$$

Proof. Since $g_{n}$ is adapted to $\delta_{n}$ it follows that there exist $N \geq 1, C_{1}>0$ and $\mathrm{C}_{2}>0$ such that for all $\mathrm{n} \geq \mathrm{N}$ we have

$$
\left|x_{1}-x_{2}\right|<\delta_{n} \Rightarrow\left|g_{n}\left(x_{1}\right)\right| \leq c_{1}+c_{2}\left|g_{n}\left(x_{2}\right)\right| .
$$

Let $\varepsilon>0$. Using (3.7) we may take $N$ so large that

$$
P\left\{\max \left|\hat{\sigma}_{n t q}^{2}-\tilde{\sigma}_{n t}^{2}\right| \geq \delta_{n}\right\}<\varepsilon / 3 .
$$

From the conditions of this lemma it follows that there exists an $M>0$ such that

$$
\mathrm{P}\left\{\mathrm{n}^{-1} \Sigma\left|\xi_{\mathrm{nt}}\right| \geq \mathrm{M} /\left(2 \mathrm{C}_{1}\right)\right\}<\varepsilon / 3
$$

$$
\mathrm{P}\left\{\mathrm{n}^{-1} \sum\left(\xi_{\mathrm{nt}}\left|\mathrm{~g}_{\mathrm{n}}\left(\tilde{\sigma}_{\mathrm{nt}}^{2}\right)\right| \geq \mathrm{M} /\left(2 \mathrm{C}_{2}\right)\right\}<\varepsilon / 3 .\right.
$$

Then

$$
\begin{aligned}
& P\left\{n^{-1} \Sigma\left|\xi_{n t}\right|\left|g_{n}\left(\bar{\sigma}_{n t q}^{2}\right)\right| \geq M\right\} \leq P\left\{\max \left|\hat{\sigma}_{n t q}^{2}-\tilde{\sigma}_{n t}^{2}\right| \geq \delta_{n}\right\}+ \\
& +P\left\{n^{-1} \Sigma\left|\xi_{n t}\right|\left|g_{n}\left(\bar{\sigma}_{n t q}^{2}\right) \geq M, \max \right| \hat{\sigma}_{n t q}^{2}-\tilde{\sigma}_{n t}^{2} \mid<\delta_{n}\right\} \\
& <\varepsilon / 3+P\left\{C_{1} n^{-1} \Sigma\left|\xi_{n t}\right|+C_{2} n^{-1} \Sigma\left|\xi_{n t}\right|\left|g_{n}\left(\tilde{\sigma}_{n t}^{2}\right)\right| \geq M\right\} \\
& \leq \varepsilon / 3+P\left\{n^{-1} \Sigma\left|\xi_{n t}\right| \geq M /\left(2 C_{1}\right)\right\}+P\left\{n^{-1} \Sigma\left|\xi_{n t}\right|\left|g_{n}\left(\tilde{\sigma}_{n t}^{2}\right)\right| \geq M /\left(2 C_{2}\right)\right\} \\
& <\varepsilon / 3+\varepsilon / 3+\varepsilon / 3=\varepsilon .
\end{aligned}
$$

So by definition $n^{-1} \Sigma\left|\xi_{n t}\right|\left|g_{n}\left(\bar{\sigma}_{n t q}^{2}\right)\right|$ is $0(1)$. a

## Lemma 3.5.

$$
\begin{align*}
& \frac{1}{n} \sum_{1}^{n}\left|e_{n t q}^{2 \alpha} f_{n}^{\beta}\left(\hat{\sigma}_{n t q}^{2}\right)-\varepsilon_{n t}^{2 \alpha} f^{\beta}\left(\tilde{\sigma}_{n t}^{2}\right)\right| \stackrel{P}{\rightarrow} 0  \tag{3.9}\\
& \text { for }(\alpha, \beta)=(0,1),(1,1),(1,2) \\
& \frac{1}{n} \sum_{1}^{n}\left|e_{n t q}^{2} f^{\prime}\left(\hat{\sigma}_{n t q}^{2}\right)-\varepsilon_{n t}^{2} f^{\prime}\left(\tilde{\sigma}_{n t}^{2}\right)\right| \stackrel{P}{\rightarrow} 0 . \tag{3.10}
\end{align*}
$$

Proof. At first we prove (3.9) for $(\alpha, \beta)=(0,1)$. The mean value theorem gives

$$
n^{-1} \Sigma\left|f_{n}\left(\hat{\sigma}_{n t q}^{2}\right)-f_{n}\left(\tilde{\sigma}_{n t}^{2}\right)\right| \leq \max \left|\hat{\sigma}_{n t q}^{2}-\tilde{\sigma}_{n t}^{2}\right| n^{-1} \Sigma\left|f_{n}^{\prime}\left(\bar{\sigma}_{n t q}^{2}\right)\right|
$$

for $\bar{\sigma}_{n t q}^{2}$ such that $\left|\bar{\sigma}_{n t q}^{2}-\tilde{\sigma}_{n t}^{2}\right| \leq\left|\hat{\sigma}_{n t q}^{2}-\tilde{\sigma}_{n t}^{2}\right|$. So with (3.8) we see that it suffices to prove that $n^{-1} \Sigma\left|f_{n}^{\prime}\left(\bar{\sigma}_{n t q}^{2}\right)\right|=0(1)$. From (2.13) it follows that $n^{-1} \Sigma\left|f_{n}^{\prime}\left(\tilde{\sigma}_{n t q}^{2}\right)\right|=0(1)$ and from (2.7) that $f_{n}^{\prime}$ is adapted to $\delta_{n}$. By taking $\xi_{n t}=1$ and $g_{n}=f_{n}^{\prime}$ we see with lemma 3.4 that indeed $n^{-1} \Sigma\left|f_{n}^{\prime}\left(\bar{\sigma}_{n t q}^{2 t}\right)\right|=0(1)$.

Secondly we prove (3.9) for $(\alpha, \beta)=(1,1)$. Since

$$
\begin{aligned}
& n^{-1} \Sigma\left|e_{n t q}^{2} f_{n}\left(\hat{\sigma}_{n t q}^{2}\right)-\varepsilon_{n t}^{2} f_{n}\left(\tilde{\sigma}_{n t}^{2}\right)\right| s \\
& s \max \left|e_{n t q}^{2}-\varepsilon_{n t}^{2}\right| n^{-1} \Sigma f_{n}\left(\tilde{\sigma}_{n t}^{2}\right)+\max \left|\hat{\sigma}_{n t q}^{2}-\tilde{\sigma}_{n t}^{2}\right| n^{-1} \Sigma e_{n t q}^{2}\left|f_{n}^{\prime}\left(\bar{\sigma}_{n t q}^{2}\right)\right|
\end{aligned}
$$

the result follows from (3.6), (3.8) provided that $n^{-1} \sum f_{n}\left(\tilde{\sigma}_{n t}^{2}\right)=O(1)$, $n^{-1} \Sigma e_{n t q}^{2} \mid f_{n}^{\prime}\left(\bar{\sigma}_{n t q}^{2}\right)=0(1)$. The first relation follows from ${ }^{n}(2.10)$. From (2.3) it follows that $\mathrm{n}^{-1} \Sigma \varepsilon_{\mathrm{nt}}^{2}=0(1)$ and so, using (3.6),

$$
n^{-1} \Sigma e_{n t q}^{2} \leq n^{-1} \Sigma \varepsilon_{n t}^{2}+n^{-1} \Sigma\left|e_{n t q}^{2}-\varepsilon_{n t}^{2}\right|=0(1) .
$$

With lemma 3.4 for $\xi_{n t}=e_{n t q}^{2}$ and $g_{n}=f_{n_{2}}^{\prime}$ it follows that $n^{-1} \Sigma e_{n t q}^{2}\left|f_{n}^{\prime}\left(\bar{\sigma}_{n t q}^{2}\right)\right|=0(1)$ provided that $n^{-1} \Sigma e_{n t q}^{2}\left|f_{n}^{\prime}\left(\tilde{\sigma}_{n t q}^{2}\right)\right|=0(1)$. Since

$$
n^{-1} \Sigma e_{n t q}^{2}\left|f_{n}^{\prime}\left(\tilde{\sigma}_{n t}^{2}\right)\right| \leq n^{-1} \Sigma \varepsilon_{n t}^{2}\left|f_{n}^{\prime}\left(\tilde{\sigma}_{n t}^{2}\right)+\max \right| e_{n t q}^{2}-\varepsilon_{n t}^{2}\left|n^{-1} \Sigma\right| f_{n}^{\prime}\left(\tilde{\sigma}_{n t}^{2}\right) \mid
$$

we see with (3.6) that it suffices to verify $n^{-1} \Sigma \varepsilon_{n t}^{2}\left|f_{n}^{\prime}\left(\tilde{\sigma}_{n t}^{2}\right)\right|=0(1)$, $n^{-1} \Sigma\left|f_{n}^{\prime}\left(\tilde{\sigma}_{n t}^{2}\right)\right|$ or even $\sup E\left|\varepsilon_{n t}^{2} f_{n}^{\prime}\left(\tilde{\sigma}_{n t}^{2}\right)\right|<\infty$, sup $E\left|f_{n}^{\prime}\left(\tilde{\sigma}_{n t}^{2 t}\right)\right|$. Since

$$
\begin{aligned}
& \sup E\left|\varepsilon_{n t} \tilde{\sigma}_{n t} f_{n}^{\prime}\left(\tilde{\sigma}_{n t}^{2}\right)\right|^{2}<\infty \Rightarrow \sup E\left|\varepsilon_{n t}^{2} f_{n}^{\prime}\left(\tilde{\sigma}_{n t}^{2}\right)\right|^{2}<\infty \\
& \Rightarrow \sup E\left|\varepsilon_{n t}^{2} f_{n}^{\prime}\left(\tilde{\sigma}_{n t}^{2}\right)\right|<\infty
\end{aligned}
$$

this follows from (2.14), (2.13).
Thirdly we prove (3.9) for $(\alpha, \beta)=(1,2)$. Since

$$
\begin{aligned}
& n^{-1} \Sigma\left|e_{n t q}^{2} f_{n}^{2}\left(\hat{\sigma}_{n t q}^{2}\right)-\varepsilon_{n t}^{2} f_{n}^{2}\left(\tilde{\sigma}_{n t}^{2}\right)\right| s \max \left|e_{n t q}^{2}-\varepsilon_{n t}^{2}\right| n^{-1} \Sigma f_{n}^{2}\left(\tilde{\sigma}_{n t}^{2}\right)+ \\
& \quad+2 \max \left|\hat{\sigma}_{n t q}^{2}-\tilde{\sigma}_{n t}^{2}\right| n^{-1} \Sigma e_{n t q}^{2}\left|f_{n}^{\prime}\left(\bar{\sigma}_{n t q}^{2}\right)\right| f_{n}\left(\bar{\sigma}_{n t q}^{2}\right)
\end{aligned}
$$

this follows in the same way provided that $n^{-1} \Sigma f_{n}^{2}\left(\tilde{\sigma}_{n t}^{2}\right)=O(1)$, $n^{-1} \Sigma e_{n t q}^{2}\left|f_{n}^{\prime}\left(\bar{\sigma}_{n t q}^{2}\right)\right|=0(1), n^{-1} \Sigma f_{n}\left(\bar{\sigma}_{n t q}^{2}\right)=0(1)$. The first relation follows from (2.10), the second one is contained in the proof for $(\alpha, \beta)=(1,1)$. The third one follows from $n^{-1} \sum f_{n}\left(\tilde{\sigma}_{n t}^{2}\right)=0(1)$, (2.7) for $f_{n}$ and lemma 3.4 applied to $g_{n}=f_{n}$ and $\xi_{n t}=1$.

Finally, the proof of (3.10) is exactly the same as (3.9) for $(\alpha, \beta)=(1,1)$, replacing $f_{n}$ by $f_{n}^{\prime}$. Using (2.7) for $f_{n}^{\prime \prime}$ it remains to prove that $n^{-1} \Sigma\left|f_{n}^{\prime}\left(\tilde{\sigma}_{n t}^{2}\right)\right|=O(1), n^{-1} \Sigma \varepsilon_{n t}^{2}\left|f_{n}^{\prime \prime}\left(\tilde{\sigma}_{n t}^{2}\right)\right|=0(1), n^{-1} \Sigma\left|f_{n}^{\prime \prime}\left(\tilde{\sigma}_{n t}^{2}\right)\right|=0(1)$. This follows from (2.13), (2.17), (2.15). 口

In agreement with (2.19), (2.21), (2.22) we introduce $\hat{C}_{n \gamma}^{(q)}, \hat{v}_{n \alpha \beta}^{(q)}$, $\widehat{W}_{n 11}^{(q)}$ and intermediate approximations $\widetilde{C}_{n \gamma}, \tilde{V}_{n \alpha \beta}, \tilde{W}_{n 11}$ in the following way:

$$
\begin{align*}
& \hat{C}_{n \gamma}^{(q)}=\frac{1}{n} \sum_{1}^{n} x_{n t} x_{n t}^{\prime} e_{n t q}^{2 \gamma} \quad, \quad \tilde{C}_{n \gamma}=\frac{1}{n} \sum_{1}^{n} x_{n t} x_{n t}^{\prime} \varepsilon_{n t}^{2 \gamma}  \tag{3.11}\\
& \hat{v}_{n \alpha \beta}^{(q)}=\frac{1}{n} \sum_{1}^{n} x_{n t} x_{n t}^{\prime} e_{n t q}^{2 \alpha} f_{n}\left(\hat{\sigma}_{n t q}^{2}\right), \widetilde{v}_{n \alpha \beta}=\frac{1}{n} \sum_{1}^{n} x_{n t} x_{n t}^{\prime} \varepsilon_{n t}^{2} f_{n}\left(\tilde{\sigma}_{n t}^{2}\right)  \tag{3.12}\\
& \hat{W}_{n 11}^{(q)}=-\frac{w_{n 0}}{n} \sum_{1}^{n} x_{n t} x_{n t}^{\prime} e_{n t q}^{2} f_{n}^{\prime}\left(\hat{\sigma}_{n t q}^{2}\right), \widetilde{W}_{n 11}=-\frac{w_{n 0}}{n} \sum_{1}^{n} x_{n t} x_{n t}^{\prime} \varepsilon_{n t}^{2} f_{n}^{\prime}\left(\tilde{\sigma}_{n t}^{2}\right) \tag{3.13}
\end{align*}
$$

## Lemma 3.6.

$$
\begin{aligned}
& \hat{\mathrm{C}}_{\mathrm{n} 1}^{(q)}-\widetilde{\mathrm{C}}_{\mathrm{n} 1} \stackrel{\mathrm{P}}{\rightarrow} 0 \\
& \hat{\mathrm{~V}}_{\mathrm{n} \alpha \beta}^{(q)}-\widetilde{\mathrm{V}}_{\mathrm{n} \alpha \beta} \stackrel{\mathrm{P}}{\rightarrow} 0 \text { for }(\alpha, \beta)=(0,1),(1,1),(1.2) \\
& \hat{W}_{\mathrm{n} 11}^{(q)}-\widetilde{W}_{\mathrm{n} 11} \stackrel{P}{\rightarrow} 0 .
\end{aligned}
$$

Proof. Follows from (2.5), (2.18), (3.6), (3.9), (3.10). ם

> The connection between the intermediate approximations in
(3.11) -
(3.13) and the limits (2.19), (2.21), (2.22) is based on a weak law of large numbers for $p_{n}$-dependent variables.

Lemma 3.7 (WLN).
Let $\left(U_{n t} ; t=1, \ldots, n ; n=1,2, \ldots\right)$ be $p_{n}$-dependent. If $p_{n}=o(n)$ and $\sup E\left|U_{n t}\right|^{1+\varepsilon}<\infty$ for some $\varepsilon>0$ then

$$
\frac{1}{n} \sum_{1}^{n}\left(U_{n t}-E\left\{U_{n t}\right)\right\} \stackrel{P}{\rightarrow} 0
$$

Proof. For $p_{n}=0$ and $E\left\{U_{n t}\right\}=0$ the proof is suggested in Rao (1973), excercise $4.5, \mathrm{p} .146$. The general case follows easily from this particular case by splitting up the sum into independent parts. See Genugten (1989) for details and generalizations.

Lemma 3.8.

$$
\begin{aligned}
& \widetilde{C}_{n \gamma} \stackrel{P}{\rightarrow} C_{\gamma} \text { for } \gamma=0,1 \\
& \widetilde{v}_{n \alpha \beta} \xrightarrow{P} V_{\alpha \beta} \text { for }(\alpha, \beta)=(0,1),(1,1),(1,2) \\
& \stackrel{P}{\rightarrow} W_{11} .
\end{aligned}
$$

Proof.
Ad $_{-}-{ }_{\gamma}$. The assertion for $\gamma=0$ is trivial. From (2.19) and (3.11) we get

$$
\tilde{\mathrm{c}}_{n 1}-\mathrm{C}_{1}=\frac{1}{n} \sum_{1}^{n} x_{n t} x_{n t}^{\prime}\left(\varepsilon_{n t}^{2}-\sigma_{n t}^{2}\right)+o(1)
$$

So the assertion for $\gamma=1$ follows from (2.18) and lemma 3.7 for $p_{n}=0$ provided that $\sup E\left|\varepsilon_{n t}^{2}\right|^{1+\varepsilon}\langle\infty$ for some $\varepsilon>0$. However, this is implied by (2.2).
Ad $\underline{V}_{\alpha \beta}$. Note that $\left\{\varepsilon_{n t}^{2 \alpha}{ }_{n}^{\beta}\left(\tilde{\sigma}_{n t}^{2}\right)\right\}$ is $p_{n}$-dependent for $p_{n} \geq m_{n}-1$. From (2.21) and (3.12) we get

$$
\tilde{v}_{n \alpha \beta}-v_{\alpha \beta}=\frac{1}{n} \sum_{1}^{n} x_{n t} x_{n t}^{\prime}\left(\varepsilon_{n t}^{2 \alpha_{n}}{ }_{n}^{\beta}\left(\tilde{\sigma}_{n t}^{2}\right)-E\left\{\varepsilon_{n t}^{2 \alpha_{f}^{\beta}}{ }_{n}\left(\tilde{\sigma}_{n t}^{2}\right)\right\}\right)+o(1) .
$$

So the assertion for the indicated values of ( $\alpha, \beta$ ) follows from lemma 3.7 for $m_{n}$, provided that $m_{n}=o(n)$ and $\sup E\left|\varepsilon_{n t}^{2 \alpha} f^{\beta}\left(\tilde{\sigma}_{n t}^{2}\right)\right|^{1+\varepsilon}<\infty$ for some $\varepsilon>0$. This is implied by (2.4) and (2.10)-(2.12).
Ad $W_{11}$. Follows in the same way from (2.22) and (3.13), using (2.4) and (2.14). Note that (2.14) implies that sup $E\left|\varepsilon_{n t}^{2} f_{n}^{\prime}\left(\tilde{\sigma}_{n t}^{2}\right)\right|^{2}<\infty$.

Corollory. From lemma 3.6 and lemma 3.8 we get

$$
\begin{align*}
& \hat{\mathrm{C}}_{\mathrm{n} \gamma}^{(q)} \xrightarrow{P} C_{\gamma} \quad \cdot \gamma=0,1  \tag{3.14}\\
& \hat{\mathrm{v}}_{\mathrm{n} \alpha \beta}^{(q)} \xrightarrow{P} \mathrm{~V}_{\alpha \beta} \cdot(\alpha, \beta)=(0,1),(1,1),(1,2)  \tag{3.15}\\
& \hat{W}_{\mathrm{n} 11}^{(q)} \xrightarrow{P} W_{11} . \tag{3.16}
\end{align*}
$$

## Lemma 3.9.

$$
\begin{align*}
& \left.\frac{1}{\sqrt{n}} \sum_{1}^{n} \right\rvert\, x_{n t} \varepsilon_{n t}\left\{f_{n}\left(\hat{\sigma}_{n t q}^{2}\right)-f_{n}\left(\tilde{\sigma}_{n t}^{2}\right)\right\}+ \\
& \quad+2\left(b_{n q}-\beta\right)^{\prime} \sum_{j} w_{n j} x_{n t} x_{n, t+j}^{\prime} \varepsilon_{n t}^{\varepsilon}{ }_{n, t+j} f_{n}^{\prime}\left(\tilde{\sigma}_{n t}^{2}\right) \mid \xrightarrow{P} 0 . \tag{3.17}
\end{align*}
$$

Proof. Using a Taylor-expansion upto order 2 we get with (2.18), (3.7):

$$
\begin{aligned}
& n^{-1 / 2}\left|\sum_{1}^{n} x_{n t} \varepsilon_{n t}\left\{f_{n}\left(\hat{\sigma}_{n t q}^{2}\right)-f_{n}\left(\tilde{\sigma}_{n t}^{2}\right)-\left(\hat{\sigma}_{n t q}^{2}-\tilde{\sigma}_{n t}^{2}\right) f_{n}^{\prime}\left(\tilde{\sigma}_{n t}^{2}\right)\right\}\right| \\
& \quad \leq n^{1 / 2} \max \left|\hat{\sigma}_{n t q}^{2}-\tilde{\sigma}_{n t}^{2}\right|^{2} \cdot n^{-1} \Sigma\left|\varepsilon_{n t}\right|\left|f_{n}^{\prime \prime}\left(\bar{\sigma}_{n t q}^{2}\right)\right| \\
& \quad \leq C_{n} n^{1 / 2} \delta_{n}^{2} \cdot n^{-1} \Sigma\left|\varepsilon_{n t}\right|\left|f_{n}^{\prime \prime}\left(\bar{\sigma}_{n t q}^{2}\right)\right|
\end{aligned}
$$

From (2.4), (2.6) we get $n^{1 / 2} \delta_{n}^{2} \rightarrow 0$ and so the right hand side of the inequality is $O$ (1) provided that $n^{-1} \Sigma\left|\varepsilon_{n t}\right| \mid f_{n}^{\prime \prime}\left(\sigma_{n t q}^{2}\right)=0(1)$. However, using lemma 2.4 with $\xi_{n t}=\varepsilon_{n t}$ and $g_{n}=f_{n}^{\prime \prime}$, this follows from (2.7) provided that $n^{-1} \Sigma\left|\varepsilon_{n t}\right|=O(1), n^{-1} \Sigma\left|\varepsilon_{n t}\right|\left|f_{n}^{\prime \prime}\left(\tilde{\sigma}_{n t}^{2}\right)\right|=0(1)$ or even sup $E\left|\varepsilon_{n t}\right|<\infty$, $\sup E\left|\varepsilon_{n t} f_{n}^{\prime \prime}\left(\tilde{\sigma}_{n t}^{2}\right)\right|$. This is implied by (2.3), (2.16). So the left hand side of the inequality is $\circ(1)$. Combination with (3.3) leads to (3.7) provided that $\mathrm{n}^{-1 / 2} \mathrm{~m}_{\mathrm{n}} \rightarrow 0$ and $\mathrm{n}^{-1} \Sigma\left|\varepsilon_{n t} \mathrm{f}_{\mathrm{n}}^{\prime}\left(\tilde{\sigma}_{\mathrm{nt}}^{2}\right)\right|=0(1)$. This follows from (2.4) and (2.14). o

Lemma 3.10.

$$
\begin{align*}
& E\left\{\varepsilon_{n t} f_{n}\left(\tilde{\sigma}_{n t}^{2}\right)\right\}=0  \tag{3.18}\\
& E\left\{\varepsilon_{n t} \varepsilon_{n, t+j} f\left(\hat{\sigma}_{n t}^{2}\right)\right\}=0, E\left\{\varepsilon_{n t} \varepsilon_{n, t+j} f^{\prime}\left(\tilde{\sigma}_{n t}^{2}\right)\right\}=0, j \neq 0  \tag{3.19}\\
& E\left\{\varepsilon_{n t}^{2} \varepsilon_{n, t+i} \varepsilon_{n, t+j}\left(f^{\prime}\left(\tilde{\sigma}_{n t}^{2}\right)\right)^{2}\right\}=0, \quad i \neq 0, j \neq 0, i \neq j  \tag{3.20}\\
& \operatorname{Cov}\left\{\frac{1}{\sqrt{n}} \sum_{1}^{n} x_{n t} \varepsilon_{n t} f_{n}\left(\tilde{\sigma}_{n t}^{2}\right)\right\} \rightarrow V_{11} . \tag{3.21}
\end{align*}
$$

Proof. The existence of the expectations follows from (2.12), (2.14). The relations follow from the symmetry of the distribution of $\varepsilon_{n t}$. In particular, the left hand side of (3.21) equals

$$
\mathrm{E}\left\{\frac{1}{n} \sum_{t} \sum_{s} x_{n t} x_{n s}^{\prime} \varepsilon_{n t} \varepsilon_{n s} f_{n}\left(\tilde{\sigma}_{n t}^{2}\right) f_{n}\left(\tilde{\sigma}_{n s}^{2}\right)\right\}=\frac{1}{n} \sum_{t} x_{n t} x_{n t}^{\prime} E\left\{\varepsilon_{n t}^{2} f_{n}^{2}\left(\tilde{\sigma}_{n t}^{2}\right)\right\}
$$

and according to (2.21) this tends to $V_{11}$. $\quad$
Corollory.

$$
\begin{equation*}
\sum_{1}^{n} x_{n t} \varepsilon_{n t} f_{n}\left(\tilde{\sigma}_{n t}^{2}\right)=0(\sqrt{n}) \tag{3.22}
\end{equation*}
$$

Lemma 3.11.

$$
\begin{equation*}
\frac{1}{n} \sum_{1}^{n}\left(\sum_{j}^{n} w_{n j} x_{n t} x_{n, t+j}^{\prime} \varepsilon_{n t}^{\varepsilon}{ }_{n, t+j}\right) f_{n}^{\prime}\left(\tilde{\sigma}_{n t}^{2}\right) \stackrel{P}{\rightarrow-w_{11} .} \tag{3.23}
\end{equation*}
$$

Proof. Write $U_{n t}=\sum_{j} w_{n j} x_{n t}{ }^{x}{ }_{n, t+j} \varepsilon_{n t}{ }^{\varepsilon}{ }_{n, t+j} f_{n}^{\prime}\left(\tilde{\sigma}_{n t}^{2}\right)$. Then the $U_{n t}$ are $m_{n}-$ dependent. So lemma 3.7 gives $n^{-1} \Sigma\left(U_{n t}-E\left\{U_{n t}\right\}\right)=o(1)$ if $\sup E\left\{U_{n t}^{2}\right\}<\infty$. From (3.19) we get $E\left\{U_{n t}\right\}=w_{n 0} x_{n t} x_{n t}^{\prime} E\left\{\varepsilon_{n t}^{2} f_{n}^{\prime}\left(_{n t}^{n t} \tilde{\sigma}_{n t}^{2}\right)\right\}$. So with (2.22) we see that $n^{-1} \sum E\left\{U_{n t}\right\} \rightarrow-W_{11}$. Therefore it remains to verify that sup $E\left\{U_{n t}^{2}\right\}<$ $\infty$. We get with (3.20)

$$
E\left\{U_{n t}^{2}\right\}=\sum_{i}^{\sum} \sum_{j} w_{n i} w_{n j} x_{n t} x_{n, t+i}^{\prime} x_{n, t+j} x_{n t}^{\prime} E\left\{\varepsilon_{n t}^{2} \varepsilon_{n, t+i} \varepsilon_{n, t+j}\left(f_{n}^{\prime}\left(\tilde{\sigma}_{n t}^{2}\right)\right)^{2}\right\}
$$

$$
\begin{aligned}
& =w_{n O}^{2}\left|x_{n t}\right|^{4} E\left\{\varepsilon_{n t}^{4}\left(f_{n}^{\prime}\left(\tilde{\sigma}_{n t}^{2}\right)\right)^{2}\right\}+ \\
& +\sum_{j \neq 0} w_{n j}^{2}\left|x_{n t}\right|^{2}\left|x_{n, t+j}\right|^{2} E\left\{\varepsilon_{n t}^{2} \varepsilon_{n, t+j}^{2}\left(f^{\prime}\left(\tilde{\sigma}_{n t}^{2}\right)\right)^{2}\right\}
\end{aligned}
$$

and so with (2.5), (2.18):

$$
\begin{aligned}
E\left\{U_{n t}^{2}\right\} & \leq c_{1} E\left\{\sum_{j} w_{n j}^{2} \varepsilon_{n t}^{2} \varepsilon_{n, t+j}^{2}\left(f^{\prime}\left(\tilde{\sigma}_{n t}^{2}\right)\right)^{2}\right\} \\
& \leq c_{2} E\left\{\varepsilon_{n t}^{2}\left(\sum_{j} w_{n j} \varepsilon_{n, t+j}^{2}\right)\left(f^{\prime}\left(\tilde{\sigma}_{n t}^{2}\right)\right)^{2}\right\}=c_{2} E\left|\varepsilon_{n t} \tilde{\sigma}_{n t} f^{\prime}\left(\tilde{\sigma}_{n t}^{2}\right)\right|^{2} .
\end{aligned}
$$

With (2.14) this gives sup $E\left\{U_{n t}^{2}\right\}<\infty$. $\quad$

Corollory 1. With (3.1), (3.17) and the lemma we get

$$
\begin{equation*}
\frac{1}{\sqrt{n}} \sum_{1}^{n} x_{n t} \varepsilon_{n t} f_{n}\left(\hat{\sigma}_{n t q}^{2}\right)=\frac{1}{\sqrt{n}} \sum_{1}^{n} x_{n t} \varepsilon_{n t} f_{n}\left(\tilde{\sigma}_{n t}^{2}\right)+2 w_{11} \sqrt{n}\left(b_{n q}-\beta\right)+o(1) . \tag{3.24}
\end{equation*}
$$

Corollory 2. Using (3.1) and (3.22) it follows from (3.24) that

$$
\begin{equation*}
\sum_{1}^{n} x_{n t}{ }^{\varepsilon}{ }_{n t} f_{n}\left(\hat{\sigma}_{n t q}^{2}\right)=O(\sqrt{n}) . \tag{3.25}
\end{equation*}
$$

Lemma 3.12.

$$
\begin{equation*}
\sqrt{n}\left(b_{n, q+1}-\beta\right)=v_{01}^{-1} \frac{1}{\sqrt{n}} \sum_{1}^{n} x_{n t} \varepsilon_{n t} f_{n}\left(\tilde{\sigma}_{n t}^{2}\right)+2 v_{01}^{-1} W_{11} \sqrt{n}\left(b_{n q}-\beta\right)+o(1) . \tag{3.26}
\end{equation*}
$$

Proof. With (1.6), (3.12), lemma 3.8, (3.25), (3.24) we get

$$
\begin{aligned}
& \sqrt{n}\left(b_{n, q+1}-\beta\right)=\left(\frac{1}{n} \sum_{1}^{n} x_{n t} x_{n t}^{\prime} f_{n}\left(\hat{\sigma}_{n t q}^{2}\right)\right)^{-1} \frac{1}{\sqrt{n}} \sum_{1}^{n} x_{n t} \varepsilon_{n t} f_{n}\left(\hat{\sigma}_{n t q}^{2}\right)= \\
& =\left(\hat{V}_{n 01}^{(q)}\right)^{-1} n_{n}^{-1 / 2} \sum_{1}^{n} x_{n t} \varepsilon_{n t} f\left(\hat{\sigma}_{n t q}^{2}\right)=v_{01}^{-1} n^{-1 / 2} \sum_{1}^{n} x_{n t} \varepsilon_{n t} f\left(\hat{\sigma}_{n t q}^{2}\right)+o(1)=
\end{aligned}
$$

$$
=V_{01}^{-1} n^{-1 / 2} \sum_{1}^{n} x_{n t} \varepsilon_{n t} f\left(\tilde{\sigma}_{n t}^{2}\right)+2 v_{01}^{-1} W_{11} \sqrt{n}\left(b_{n q}-\beta\right)+o(1) \cdot \square
$$

Corollory. From (3.1), (3.22) we get

$$
\begin{equation*}
b_{n, q+1}-\beta=0(1 / \sqrt{n}) \tag{3.27}
\end{equation*}
$$

The foregoing lemma's are derived under the induction assumption (3.1) for step $q$. The relation (3.27) shows that then it necessarily holds for step $q+1$. It has already been shown that it holds for $q=0$. Hence all lemma's hold for arbitrary $q$.

Proof of theorem 2.2. The relations (3.14) - (3.16) in lemma 3.8, corollory hold for arbitrary $q$. In particular they hold for $q=0$. However, this is just the statement in theorem 2.2. व

Lemma 3.13.

$$
\begin{equation*}
\sqrt{n}\left(b_{n q}-\beta\right)=A_{q} \frac{1}{\sqrt{n}} \sum_{1}^{n} x_{n t} \varepsilon_{n t} f_{n}\left(\tilde{\sigma}_{n t}^{2}\right)+B_{q} \frac{1}{\sqrt{n}} \sum_{1}^{n} x_{n t} \varepsilon_{n t}+o(1) \tag{3.28}
\end{equation*}
$$

with $A_{q}, B_{q}$ defined in (2.25).

Proof. The relation (3.26) holds for any $q$. Iteration in $q$ and substitution of (2.25) leads to

$$
\sqrt{n}\left(b_{n q}-\beta\right)=A_{q} \frac{1}{\sqrt{n}} \sum_{1}^{n} x_{n t} \varepsilon_{n t} f_{n}\left(\tilde{\sigma}_{n t}^{2}\right)+B_{q^{n}} \sqrt{n}\left(b_{n o}-\beta\right)+o(1)
$$

Then (3.28) follows by substitution of $b_{n o}-\beta$ in (1.1). a

The expression at the right hand side of (3.28) is a sum of $m_{n}-$ dependent random variables. We need a central limit theorem for sums of that kind.

Lemma 3.14. (CLTT)
Let $\left(U_{n t} ; t=1, \ldots, n ; n=1,2, \ldots\right)$ be $p_{n}$-dependent. If $V\left\{\Sigma U_{n t}\right\} / n \rightarrow 1$ and

$$
\begin{aligned}
& m_{n}^{2+2 / \varepsilon}=o(n), \quad \text { sup } E\left|U_{n t}\right|^{2+\varepsilon}\langle\infty \text { for some } \varepsilon>0 \\
& \frac{1}{k-i} E\left|\sum_{j=i+1}^{k} U_{n t}\right|^{2}=O(1) \text { uniformly in i,k }
\end{aligned}
$$

then

$$
\frac{1}{\sqrt{n}} \sum_{1}^{n}\left(U_{n t}-E\left\{U_{n t}\right\}\right) \xrightarrow{L} N(0,1)
$$

Proof. The lemma is a reformulation of that in Berk (1973), theorem, p. 352. See also Genugten (1989) for details. 口

Remark. By considering linear combinations the theorem is easily extended to random vectors. The extension to a non-singular covariance matrix of the limit distribution is immediate.

Proof of theorem 2.1. We skip the proof of the standard result (1.4), (2.23) and proceed with (1.7), (2.24) for $q \geq 1$. We apply lemma 3.14, remark to the right hand side of (3.28) by taking $U_{n t}=A_{q} x_{n t} \varepsilon_{n t} f_{n}\left(\tilde{\sigma}_{n t}^{2}\right)+$ $B_{q} x_{n t} \varepsilon_{n t}$ and $p_{n}=m_{n}$. Note that $m_{n}^{2+2 / \Delta}=o(n)$. From (2.12) and (2.3) we get $\sup E\left|\varepsilon_{n t} f_{n}\left(\tilde{\sigma}_{n+t}^{2}\right)\right|^{1+\varepsilon}<\infty$ and $\sup E\left|\varepsilon_{n t}^{n}\right|^{2+\varepsilon}<\infty$ for some $\varepsilon>0$. Therefore sup $E\left|U_{n t}\right|^{2+\varepsilon}<\infty$ using (2.18). From (3.18) we see $E\left\{U_{n t}\right\}=0$ and from (3.19) that $\operatorname{Cov}\left\{\mathrm{U}_{\mathrm{nt}}, \mathrm{U}_{\mathrm{ns}}\right\}=0, \mathrm{t} \neq \mathrm{s}$. This implies that the condition concerning uniformity is also fulfilled. What remains to be done is to calculate the covariance matrix of the limit distribution. Using again the symmetry of the distribution of the $\varepsilon_{n t}$ we get from (2.19), (2.21):

$$
\begin{aligned}
& \operatorname{Cov}\left\{n^{-1 / 2} \Sigma x_{n t} \varepsilon_{n t} f_{n}\left(\tilde{\sigma}_{n t}^{2}\right)\right\}=n^{-1} \Sigma x_{n t} x_{n t}^{\prime} E\left\{\varepsilon_{n t}^{2} f_{n}^{2}\left(\tilde{\sigma}_{n t}^{2}\right)\right\} \rightarrow V_{12} \\
& \operatorname{Cov}\left\{n^{-1 / 2} \Sigma x_{n t} \varepsilon_{n t}\right\}=n^{-1} \Sigma x_{n t} x_{n t}^{\prime} \sigma_{n t}^{2} \rightarrow C_{1} \\
& \operatorname{Cov}\left\{n^{-1 / 2} \Sigma x_{n t} \varepsilon_{n t} f_{n}\left(\tilde{\sigma}_{n t}^{2}\right), n^{-1 / 2} \Sigma x_{n t} \varepsilon_{n t}\right\}= \\
& \quad=n^{-1} \Sigma x_{n t} x_{n t}^{\prime} E\left\{\varepsilon_{n t}^{2} f_{n}\left(\tilde{\sigma}_{n t}^{2}\right)\right\} \rightarrow V_{11} .
\end{aligned}
$$

So this limit equals

$$
A_{q} V_{12} A_{q}^{\prime}+A_{q} V_{11} B_{q}^{\prime}+B_{q} V_{11} A_{q}^{\prime}+B_{q} C_{1} B_{q}^{\prime}
$$

This is just the expression (2.24) for $\Phi_{q}$ and so (1.7) follows. व

## 4. Asymptotic efficiency

We consider a special case for which IWLS is asymptotically efficient $\left(\Phi_{Q}=\widetilde{\Phi}\right)$. In fact the conditions will give $\Phi_{q}=\widetilde{\Phi}$ for all $\mathrm{q} \geq 1$.

For the error distributions we assume that $\sigma_{n t}$ is a scale-parameter of the distribution $\mathscr{L}\left(\varepsilon_{n t}\right)$. More precisely, we assume that their exist i.i.d. random variables $\eta_{j}, j \in Z$ with $E\left\{\eta_{0}\right\}=0, V\left\{\eta_{0}\right\}=1$ such that

$$
\begin{equation*}
\mathscr{L}\left(\varepsilon_{n, t+j} / \sigma_{n, t+j}, j \in I_{n}\right)=\mathscr{L}\left(n_{j}, j \in I_{n}\right) \text { for all } n, t . \tag{4.1}
\end{equation*}
$$

Under (4.1) the condition (2.2) is equivalent to $E\left|r_{0}\right|^{2+\Delta}<\infty$ and (2.3).
Furthermore we assume that the error variances are smooth in the following sense:

$$
\begin{equation*}
\frac{m_{n}}{n} \sum_{1}^{n} \max _{j}\left|\sigma_{n, t+j}-\sigma_{n t}\right| \rightarrow 0 \tag{4.2}
\end{equation*}
$$

(with $\sigma_{n t}=\sigma_{n 1}$ for $t<1$ and $\sigma_{n t}=\sigma_{n n}$ for $t>n$ ).
Next, we take for the weight functions the typical example

$$
\begin{equation*}
f_{n}(x)=1 /\left(x+h_{n}\right) \tag{4.3}
\end{equation*}
$$

with

$$
\begin{equation*}
\lim \sup \delta_{n} / h_{n}<1, \quad h_{n} \rightarrow 0 \tag{4.4}
\end{equation*}
$$

In section 2 it has already been noted that for such functions the condition (2.7) holds. The weights are chosen to be equal:

$$
\begin{equation*}
w_{\mathrm{nj}}=1 / \mathrm{m}_{\mathrm{n}} . \tag{4.5}
\end{equation*}
$$

Finally we assume

$$
\begin{equation*}
m_{\mathrm{n}} \rightarrow \infty \tag{4.6}
\end{equation*}
$$

Theorem 4.1.
For the example defined by (4.1)-(4.6) we have

$$
\begin{equation*}
\Phi_{\mathrm{q}}=\widetilde{\Phi}, \quad \mathrm{q} \geq 1 \tag{4.7}
\end{equation*}
$$

In particular IWLS is asymptotically efficient.

Proof. From (2.21), (2.22) it follows that

$$
\begin{aligned}
& V_{\alpha \beta}=\lim _{n \rightarrow \infty} \frac{1}{n} \sum x_{n t} x_{n t}^{\prime} E\left\{\varepsilon_{n t}^{2 \alpha} /\left(h_{n}+\tilde{\sigma}_{n t}^{2}\right)^{\beta}\right\} \\
& W_{11}=\lim _{n \rightarrow \infty} \frac{w_{n 0}}{n} \sum x_{n t} x_{n t}^{\prime} E\left\{\varepsilon_{n t}^{2} /\left(h_{n}+\tilde{\sigma}_{n t}^{2}\right)^{2}\right\}
\end{aligned}
$$

It suffices to prove that $V_{\alpha \beta}=C_{\alpha-\beta}$ for $(\alpha, \beta)=(0,1),(1,1),(1,2)$. Since $w_{n 0}=1 / m_{n} \rightarrow 0$ according to (4.5). (4.6) we get $W_{11}=0$ and substitution into (2.23)-(2.25) immediately leads to $\Phi_{q}=C_{-1}^{-1}=\$$ for $q \geq 1$.

We consider the expectation on the right hand side of the equation for $V_{\alpha \beta}$. Substitution of (4.1) leads to

$$
E\left\{\varepsilon_{n t}^{2 \alpha} /\left(h_{n}+\tilde{\sigma}_{n t}^{2}\right)^{\beta}\right\}=\sigma_{n t}^{2 \alpha} E\left\{n_{0}^{2 \alpha} /\left(h_{n}+\sum_{j} w_{n j} \sigma_{n, t+j}^{2} n_{j}^{2}\right)^{\beta}\right\} .
$$

From (2.1), (2.3), (2.18) and (4.2) it easily follows that we may replace $\sigma_{n, t+j}^{2}$ by $\sigma_{n t}^{2}$ (use the mean value theorem for the expression under the expectation $\operatorname{sign}$ as a function of the $\left.\eta_{j}^{2}, j \neq 0\right)$. Hence,

$$
V_{\alpha \beta}=\lim _{n \rightarrow \infty} \frac{1}{n} \sum x_{n t} x_{n t}^{\prime} \sigma_{n t}^{2(\alpha-\beta)} E\left\{\eta_{0}^{2 \alpha} /\left(h_{n} \sigma_{n t}^{-2}+\sum_{j} w_{n j} \eta_{j}^{2}\right)^{\beta}\right\} .
$$

From (4.5) and the strong low of large numbers we get that $\sum_{j} w_{n_{j}} \eta_{j}^{2} \rightarrow$ $E\left\{\eta_{j}^{2}\right\}=1$, a.s. Since $h_{n} \rightarrow 0$ according to (4.4) the dominated convergence theorem gives that the expectation factor tends to 1 . However, with (2.19) this leads to $V_{\alpha \beta}=C_{\alpha-\beta}$.

The smoothess condition (4.2) in the theorem above is important. A typical example is the case $\sigma_{n t}=1+\lambda t / n(\lambda>0)$ of linear increasing
standard deviations. More general polynomial behaviour is included too. Periodic heteroskedasticity is not smooth.

Also important are the conditions $h_{n} \rightarrow 0$ and $m_{n} \rightarrow \infty$ in (4.4) and (4.6). If inf $h_{n}>0$ or sup $m_{n}>\infty$ then it is likely that asymptotic efficiency cannot be attained.

It is important to get insight in the asymptotic efficiency of IWLS under other or more general conditions. In particular small values of $m_{n}$ are desirable. Therefore we consider the asymptotic efficiency $R_{q}$ or $\bar{R}_{q}$ in the following section in a more general way.
5. The behaviour of $R_{q}$ and $\bar{R}_{q}$

The asymptotic efficiency $\mathrm{R}_{\mathrm{q}}$ and $\overline{\mathrm{R}}_{\mathrm{q}}$ is determined by the complicated expressions (2.23), (2.24). It can be simplified using further assumptions. This has already been shown in section 4 .

As in section 4 we assume that the $\sigma_{n t}$ are scale parameters in the sense of (4.1).

In this section we emphasize small values of $m_{n}$. Therefore we take fixed values not depending on $n$ :

$$
\begin{equation*}
m_{n}=m, \quad w_{n j}=w_{j}, \quad f_{n}=f . \tag{5.1}
\end{equation*}
$$

We write $I_{m}$ instead of $I_{n}$ and $w=\left(w_{j}, j \in I_{m}\right)$ for the vector in $\mathbb{R}^{m}$ with elements $w_{j}$.

Next, we assume the convergence of the simultaneous empirical distribution of the explanatory variables $x_{n t}$ and the standarddeviations $\sigma_{n t}$ in the following way. Let $F_{n}$ be the uniform distribution on the $n$ points $\left(x_{n t}, \sigma_{n, t+j}\right.$ for $\left.j \in I_{m}\right) \in \mathbb{R}^{k+\frac{n}{n}}, t=1, \ldots, n$. Then we assume

$$
\begin{equation*}
\mathrm{F}_{\mathrm{n}} \rightarrow \mathrm{~F} \tag{5.2}
\end{equation*}
$$

for some probability distribution $F$.
The following theorem gives expressions for the limits $C_{\gamma}, V_{\alpha \beta}$ and $W_{11}$ which determine $\widetilde{\Phi}, \Phi_{\mathrm{q}}$.

Theorem $5.1(\gamma=-1,0,1$ and $(\alpha, \beta)=(0,1),(1,1),(1,2))$

$$
\begin{align*}
& C_{\gamma}=\iint x x^{\prime} \tau_{0}^{2 \gamma} d F(x, \tau)  \tag{5.3}\\
& v_{\alpha \beta}=\iint x x^{\prime} \tau_{0}^{2 \alpha} E\left\{\eta_{0}^{2 \alpha f_{f}^{\beta}}\left(\sum_{j} w_{j} \tau_{j}^{2} \eta_{j}^{2}\right) d F(x, \tau)\right.  \tag{5.4}\\
& w_{11}=-w_{0} \iint x x^{\prime} \tau_{0}^{2} E\left\{\eta_{0}^{2} f^{\prime}\left(\sum_{j} w_{j} \tau_{j}^{2} \eta_{j}^{2}\right) d F(x, \tau) .\right. \tag{5.5}
\end{align*}
$$

Proof. Denote the expressions in (2.19), (2.21), (2.22) after lim by $\mathrm{C}_{\mathrm{n} \gamma}$, $V_{n \alpha \beta}, W_{11}$ respectively. Then

$$
c_{n \gamma}=\frac{1}{n} \sum_{1}^{n} x_{n t} x_{n t}^{\prime} \sigma_{n t}^{2 \gamma}=\iint x x^{\prime} \tau_{0}^{2 \gamma} d_{n}(x, \tau) .
$$

With (2.1), (2.3), (2.18) we see that all $\mathrm{F}_{\mathrm{n}}$ are restricted to a finite closed interval and that the integrand $x x^{\prime} \tau_{0}^{2 \gamma}$ is a continuous function of $(x, \tau)=\left(x, \tau_{j}\right.$ for $\left.j \in I_{m}\right)$ on that interval. Then (5.2) implies $C_{n \gamma} \rightarrow C_{\gamma}$ with $C_{\gamma}$ given by (5.3). The relations (5.4), (5.5) follow in the same way, e.g.

$$
\begin{aligned}
V_{\alpha \beta} & =\frac{1}{n} \sum_{1}^{n} x_{n t} x_{n t}^{\prime} E\left\{\varepsilon_{n t}^{2 \alpha} f^{\beta}\left(\tilde{\sigma}_{n t}^{2}\right)\right\}=\frac{1}{n} \sum_{1}^{n} x_{n t} x_{n t}^{\prime} \sigma_{n t}^{2 \alpha} E\left\{\eta_{0}^{2 \alpha} f^{\beta}\left(\Sigma w_{j} \sigma_{n, t+j}^{2} \eta_{j}^{2}\right)\right\}= \\
& =\iint x x^{\prime} \tau_{0}^{2 \alpha} E\left\{\eta_{0}^{2 \alpha_{f} \beta}\left(\Sigma w_{j} \tau_{j}^{2} \eta_{j}^{2}\right)\right\} d F_{n}(x, \tau) .
\end{aligned}
$$

Since $\alpha \leq 1$ it follows from $E\left\{\eta_{0}^{2}\right\}<\infty$ and the dominated convergence theorem that the integrand is a continuous function of $(x, \tau)$. a

The expressions (5.3)-(5.5) can be simplified further if we assume that the explanatory variables and the standarddeviations are asymptotically independent:

$$
\begin{equation*}
F=G \times H \tag{5.6}
\end{equation*}
$$

where the marginal distributions $G$ of the first $k$ components of $F$ is the limit distribution of the $\mathrm{x}_{n t}$ and the marginal distribution H of the last $m$ components of $F$ is the limit distribution of the $\sigma_{n, t+j}, j \in I_{m}$.

We introduce

$$
\begin{align*}
& c_{\gamma}=\int \tau_{0}^{2 \gamma} d H(\tau)  \tag{5.7}\\
& v_{\alpha \beta}=\int \tau_{0}^{2 \alpha} E\left\{\eta_{0}^{2 \alpha_{f}^{\beta}}\left(\sum_{j} w_{j} \tau_{j}^{2} \eta_{j}^{2}\right)\right\} d H(\tau)  \tag{5.8}\\
& w_{11}=-w_{0} \int \tau_{0}^{2} E\left\{\eta_{0}^{2} f^{\prime}\left(\sum_{j} w_{j} \tau_{j}^{2} \eta_{j}^{2}\right) d H(\tau) .\right. \tag{5.9}
\end{align*}
$$

Then the assumption (5.6) admits a remarkable expression for the asymptotic efficiency.

Theorem 4.2 (independency).

$$
\begin{align*}
& c_{0}=\iint x x^{\prime} d G(x)  \tag{5.10}\\
& \widetilde{\Phi}=c_{0}^{-1} / c_{-1}  \tag{5.11}\\
& \Phi_{q}=\left(v_{12} a_{q}^{2}+2 v_{11} a_{q} b_{q}+c_{1} b_{q}^{2}\right) c_{0}^{-1} \tag{5.12}
\end{align*}
$$

where

$$
\begin{equation*}
a_{q}=\frac{1-\tau^{q}}{1-\tau} v_{01}^{-1}, \quad b_{q}=\tau^{q}, \quad \tau=2 w_{0} w_{11} / v_{01} \tag{5.13}
\end{equation*}
$$

Proof. Substitution of (5.6) into (5.3)-(5.5) leads to $C_{0}$ given by (5.10) and $C_{\gamma}=c_{\gamma} C_{0}, V_{\alpha \beta}=v_{\alpha \beta} C_{0}, W_{-11}=w_{11} C_{0}$. Then (2.23) leads to (5.11) and (2.25) to $A_{q}=a_{q} C_{0}^{-1}, B_{q}=b_{q} C_{0}^{-1}$. So (5.12) follows from (2.24). a

Corollory. Substitution of (5.10), (5.11) into the determinant-definition $R_{q}=\left\{\operatorname{det}(\widetilde{\Phi}) / \operatorname{det}\left(\Phi_{q}\right)\right\}^{1 / k}$ or the trace-definition $\bar{R}_{q}=\operatorname{tr}(\widetilde{\Phi}) / \operatorname{tr}\left(\Phi_{q}\right)$ leads to $R_{q}=\bar{R}_{q}$ for all $q \geq 0$ and

$$
\begin{align*}
& 1 / R_{0}=c_{-1} c_{1}  \tag{5.14}\\
& 1 / R_{q}=c_{-1}\left(v_{12} a_{q}^{2}+2 v_{11} a_{q} b_{q}\right)+b_{q}^{2} / R_{0}, \quad q \geq 1 . \tag{5.15}
\end{align*}
$$

The corollory of theorem 4.2 is remarkable in the following way. From (5.14), (5.15) we see that the limit distribution of the explanatory variables has no effect on the asymptotic efficiency of OLS and IWLS. The expression (5.15) relates $R_{q}$ immediately to $R_{0}$, thereby enabling conclusions about the optimal value $q=Q$ for which $R_{q}$ is maximal. If $f$ is nonincreasing then $w_{11} \geq 0$; therefore in this case the condition $\tau<1$ is necessary for IWLS being better than OLS.

For more specific conclusions the expressions (5.7)-(5.9) have to be evaluated. We give some useful theorems for further reduction in special cases.

If the form of the heteroskedasticity is smooth in the sense of (4.2) then we can simplify the expressions in (5.7)-(5.9) by replacing the distribution $H$ by the marginal distribution $H_{O}$ of the 0 -th component of $H$.

We express this rather general result by means of the following theorem in which we adapt (4.2) in view of (5.1).

Theorem 4.3 (independency and smoothness). If the following smoothness condition holds

$$
\begin{equation*}
\frac{1}{n} \sum_{1}^{n}\left|\sigma_{n, t+1}-\sigma_{n t}\right| \rightarrow 0 \tag{5.16}
\end{equation*}
$$

then

$$
\begin{align*}
& c_{\gamma}=\int \tau_{0}^{2 \gamma} d H_{0}\left(\tau_{0}\right)  \tag{5.17}\\
& v_{\alpha \beta}=\int \tau_{0}^{2 \alpha} E\left\{\eta_{0}^{2 \alpha} f^{\beta}\left(\tau_{0}^{2}\left(\sum_{j} w_{j} \eta_{j}^{2}\right)\right) d H_{0}\left(\tau_{0}\right)\right.  \tag{5.18}\\
& w_{11}=-w_{0} \int \tau_{0}^{2} E\left\{n_{0}^{2} f^{\prime}\left(\tau_{0}^{2}\left(\Sigma_{j} w_{j} \eta_{j}\right)^{2}\right) d H_{0}\left(\tau_{0}\right) .\right. \tag{5.19}
\end{align*}
$$

Proof. With (2.3) it follows that $\sum\left|\sigma_{n, t+j} / \sigma_{n t}-1\right|=o(n)$ for all $j$, implying that $\mathrm{dH}(\tau)=\mathrm{dH}\left(\tau_{0}\right) \times \ldots \times \mathrm{dH}_{0}\left(\tau_{0}\right)$ for all $\tau=\left(\tau_{j}, j \in I_{m}\right)$. Substitution into (5.7)-(5.9) leads to (5.17)-(5.19). व

A polyniomal behaviour of heteroskedasticy is a simple example of smoothness. E.g for a linear increasing standarddeviations

$$
\begin{equation*}
\sigma_{n t}=1+\lambda t / n \quad(x>0) \tag{5.20}
\end{equation*}
$$

the smoothness condition (4.18) is easily verified and $H_{0}$ becomes the continuous uniform distribution on $[1,1+\lambda]$. (Note that the notation with double indices cannot be avoided without violating the condition (2.3) of bounded standarddeviations).

Periodic heteroskedasticity is not smooth. E.g for the alternating type

$$
\begin{equation*}
\sigma_{n t}=1, \quad \mathrm{t} \text { odd and } \sigma_{n t}=1+\lambda, \quad \mathrm{t} \text { even } \quad(\lambda>0) \tag{5.21}
\end{equation*}
$$

the condition (5.16) is not fulfilled. In this case $H$ is the uniform distribution on two points $\tau_{i}=\left\{\tau_{i j}, j \in I_{m}\right\}, i=1,2$ with $\tau_{i j}=1$, $\tau_{2 j}=1+\lambda$ for even $j$ and $\tau_{i j}=1+\lambda, \tau_{i j}=\lambda$ for odd $j$.

For the special weight function

$$
\begin{equation*}
f(x)=1 /(x+h), \quad x \geq 0 \tag{5.22}
\end{equation*}
$$

(with h > 0) it follows from (5.18), (5.19) that

$$
\begin{equation*}
w_{11}=w_{0} v_{12} \tag{5.23}
\end{equation*}
$$

In general the m-dimensional integral in (4.10) or (4.20) representing the expectation cannot be reduced any further. However, for the special case of normal error distributions reduction to a one-dimensional integral is possible.

Theorem 4.4 (normal error distributions).
Let $\eta_{j} \sim N(0,1), j \in I_{m}$. Then for $h>0, u_{j} \geq 0$ and integer $\alpha \geq 0$ and $\beta \geq 1$ :

$$
\begin{align*}
& E\left\{n_{0}^{2 \alpha} /\left(h+\sum_{j} u_{j} n_{j}^{2}\right)^{\beta}\right\}=  \tag{5.24}\\
& \quad=2^{\alpha} \frac{\Gamma(\alpha+1 / 2)}{\Gamma(1 / 2) \Gamma(\beta)} \int_{0}^{\infty} e^{-h t} t^{\beta-1}\left(1+2 t u_{0}\right)^{-\alpha-\frac{1}{2}} \prod_{j \neq 0}\left(1+2 t u_{j}\right)^{-1 / 2} d t .
\end{align*}
$$

Proof. This follows along the lines of Magnus (1986), sections 3-5. Therefore we only sketch the proof. The left hand side of (5.24) is equal to $E\left\{w_{1}^{\alpha} /\left(\delta+w_{2}\right)^{\beta}\right\}$, where $w_{1}=\left(a^{\prime} \eta\right)^{2}, w_{2}=\eta^{\prime} \wedge \eta$ with $\eta=\left(\eta_{j}\right), \wedge=\operatorname{diag}\left(u_{j}\right)$, $a=\left(a_{j}\right)$ with $a_{0}=1, a_{j}=0$ for $j \neq 0$. As a generalization of Magnus (1986), lemma 4, we get

$$
E\left\{w_{1}^{\alpha} /\left(h+w_{2}\right)^{\beta}\right\}=\frac{1}{\Gamma(\beta)} \int_{0}^{\infty} e^{-h t} t^{\beta-1}\left(\left.\frac{\partial^{\alpha}}{\partial g^{\alpha}} \varphi(\vartheta,-t)\right|_{\vartheta=0} d t,\right.
$$

where $\varphi\left(\vartheta_{1}, \vartheta_{2}\right)=\operatorname{E}\left\{\exp \left(\vartheta_{1} w_{1}+\vartheta_{2} w_{2}\right)\right\}$ is the joint moment generating function of $w_{1}$ and $w_{2}$. As in the proof of Magnus (1986), theorem 6, it follows from the normality assumption that

$$
\varphi(\vartheta,-t)=|\Delta| \cdot\left(1-2 \vartheta a^{\prime} \cdot \Delta^{2} a\right)^{-1 / 2}, \quad \Delta=\left(I_{m}+2 t \wedge\right)^{-1 / 2}
$$

and so

$$
\frac{\partial^{\alpha}}{\partial \vartheta^{\alpha}}\left(\left.\varphi(\vartheta,-t)\right|_{\vartheta=0}=|\Delta| \cdot 2^{\alpha} \frac{\Gamma(\alpha+1 / 2)}{\Gamma(1 / 2)}\left(a^{\prime} \Delta^{2} a\right)^{\alpha} .\right.
$$

Substitution leads to (5.24). व

Remark. It is easily checked that (5.24) holds for $h=0$ provided that $\beta<$ $\alpha+m / 2$.

## Example.

We consider the analytically simple case of standardnormal distributed errors, smooth heteroskedasticity in the sense of (5.16), equal weights $\mathrm{w}_{\mathrm{j}}=1 / \mathrm{m}$ and weighting function $\mathrm{f}(\mathrm{x})=1 / \mathrm{x}$ (the limiting case $\mathrm{h}=0$ in (5.22)). Then (5.18) leads to

$$
v_{\alpha \beta}=m^{\beta} c_{\alpha-\beta} E\left\{n_{0}^{2 \alpha} /\left(\sum n_{j}^{2}\right)^{\beta}\right\}
$$

With (5.24) for $h=0, u_{j}=1$ we get ( $\beta<\alpha+m / 2$ ):

$$
E\left\{n_{0}^{2 \alpha} /\left(\Sigma n_{j}^{2}\right)^{\beta}\right\}=2^{\alpha-\beta} \frac{\Gamma(\alpha+1 / 2)}{\Gamma(1 / 2)} \frac{\Gamma(\alpha-\beta+m / 2)}{\Gamma(\alpha+m / 2)} .
$$

In particular,

$$
v_{01}=v_{12}=w_{11} / m=c_{-1} m /(m-2), \quad v_{11}=1
$$

provided that $m \geq 3$. Substitution into (5.13)-(5.15) leads to $\tau=2 / \mathrm{m}$ and

$$
1 / R_{q}=\left(1-\tau^{q}\right)^{2} /(1-\tau)+2\left(1-\tau^{q}\right) \tau^{q}+\tau^{2 q} / R_{0}
$$

with $1 / R_{0}=c_{-1} c_{1}$. A numerical evaluation of this relation between $R_{q}$ and $R_{0}$ for fixed $m$ easily leads to the conclusion that the gain of efficiency of IWLS with respect to OLS becomes larger for smaller $R_{0}$. Note that $R_{q} \rightarrow 1-\tau$ for $q \rightarrow \infty$ but that a higher maximum is attained for finite $q$ (e.g. for $m=3$ the value $R_{0}=0.60$ leads to $R_{Q}=0.66$ with $Q=1$ and $R_{0}=0.20$ gives $R_{Q}=0.43$ with $Q=3$ ). For fixed $q \geq 1$ we see that $R_{q} \rightarrow 1$ if $\mathrm{m} \rightarrow \infty$.

The foregoing example suggests a choice of a large interval $I_{m}$ with equal weighting coefficients. A further numerical study of the behaviour of the asymptotic efficiency has been made, using the results of this section. It appears that the pattern is rather complicated.

For smooth heteroskedasticity a moderate or large value of $n$ seems appropriate. A choice $h>0$ or even unequal weighting coefficients can lead to a further increase of efficiency.

However, for the case of periodic heteroskedasticity the opposite choice of a small interval $I_{m}$ seems to be the right one. In a lot of particular cases the choice $m=1$ appears to be optimal.

In intermediate cases the choice is not clear at all. For completely unknown heteroskedasticity the choice of an interval $I_{m}$ of modest size with equal weighting coefficients is appealing.
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