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# An $O(n \operatorname{logn})$ algorithm <br> for <br> the two-machine flow shop problem <br> with <br> controllable machine speeds 

C.P.M. van Hoesel

Abstract.

An algorithm is developed to solve the two-machine flow shop problem, if machine speeds may vary. This algorithm makes use of an elementary dominance relation to obtain the $O(n \operatorname{logn})$ running time, which is an improvement on previously devcloped algorithms. Moreover it is shown that faster alyorithims.s are not possible, even in the case with fixed machine speeds.

## 1. Introduction

Classical research on machine scheduling concentrates on the issue of sequencing. In this paper we treat a scheduling problem in which, next to the permutation of jobs on the machines also the speeds of the machines are controllable. In particular, we treat the two-machine flow shop problem with controllable machine speeds.

The two-machine flow shop problem, in which the machine speeds are fixed, is well-known to be solvable by Jonhson's algorithm in $O(n \operatorname{logn}$ ) time [4] (with $n$ equal to the number of jobs). The two-machine flow shop problem with controllable machine speeds has been introduced by Ishii et al. [3]. They proposed an $O\left(n^{2} \operatorname{logn}\right)$ time algorithm for this problem. This time bound was improved by Van Vliet and Wagelmans [8] to $O(n \vee n)$. The main result of this paper is an $O($ ulogn $)$ solution method.

Next to the two-machine flow shop problem, other scheduling environments in which the machine speeds are controllable have also been considered. For instance Potts and Van Vliet [6] give a linear time algorithm for the two-machine open shop and Strusevich [7] gives an $O\left(n^{3}\right)$ algorithm for the two-machine no-wait flow shop problem. The above mentioned studies all deal with two-machine environments. Problem instances with more than two machines have been shown to be $N P$ - hard for the case where machine speeds are fixed. Van Vliet [9] discusses a class of algorithms for the general machine flow shop problem with controllable machine speeds for which worst-case bounds are derived.

The sequel is organized as follows. In section 2 we present the problem treated and give some properties on the fixed machine case. In section 3 we treat the case that the first machine can be speeded up. The algorithm to solve the problem is presented together with the datastructures necessary to achieve the time bound. Finally, in section 4 we consider various cost functions which can be considered when speeding up machines. Moreover we show how the algorithm can easily be adapted to the case in which both machines can be speeded up.

## 2. The two-machine flow shop problem

Two machines, $M_{1}$ and $M_{2}$, are given on which $n$ jobs have to be processed. Each job $i \in\{1, \ldots, n\}$ has a processing time $a_{i}$ on $M_{1}$ and $b_{i}$ on $M_{2}$. Moreover, processing job $i$ on $M_{2}$ can only start if the processing of $i$ on $M_{1}$ is finished. Finally job processing should be done unpreempted on both machines:


The objective to be minimized is the makespan $C_{\max }$, i.e., the time on which the last job on $M_{2}$ is finished. An optimal schedule can be found where the order of the jobs on both machines is equal, i.e. we can restrict ourselves to permutation schedules, as proved in Johnson [4].

### 2.1 Johnson's algorithm

An optimal strategy to solve the two-machine flow shop problem is the following:

The jobs are partitioned into two sets $L_{1}$ and $L_{2}$, where $L_{1}:=\left\{i \mid a_{i} \leq b_{i}\right\}$ and $L_{2}:=\left\{i \mid a_{i}>b_{i}\right\}$.

The jobs in $L_{1}$ are ordered according to increasing processing times on $M_{1}$. The jobs in $L_{2}$ are ordered according to decreasing processing times on $M_{2}$.

The optimal job permutation consists of first performing the jobs in $L_{1}$, in the ordered way and second performing the jobs in $L_{2}$ in the ordered way on both machines.

A correctness proof of Johnson's algorithm is easily derived by using a simple exchange argument. It will therefore be omitted here. The complexity of the algorithm is easily seen to be $O(n \operatorname{logn})$. Partitioning the jobs in $L_{1}$ and $L_{2}$ can be done $O(n)$ time. Sorting the jobs in $L_{1}$ and $L_{2}$ takes $O(n \operatorname{lognn})$ time.

## Example

| $i$ | 1 | 2 | 3 | 4 | 5 | 6 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $a_{i}$ | 2 | 5 | 7 | 8 | 4 | 8 |
| $b_{i}$ | 5 | 6 | 9 | 9 | 3 | 1 |

$L_{1}=\{1,2,3,4\}, L_{2}=\{5,6\}$. The optimal schedule is:


It is easily seen that $C_{\max }=a_{1}+a_{2}+a_{3}+b_{3}+b_{4}+b_{5}+b_{6}=36$. Job 3 is called the "critical job" here.

### 2.2 Lower bound for the complexity of the two-machine flow shop problem

We will prove now that Johnson's algorithm cannot be improved upon with respect to worst case behaviour. We do this by showing that sorting is a necessary part of the two-machine flow shop problem.

Take arbitrary integers $a_{1}, a_{2}, \ldots, a_{n}$, where no two are equal. Define $b_{i}=\min \left\{a_{j} \mid a_{j}>a_{i}\right\}$ for $i=1, \ldots, n$. If $a_{k}=\max \left\{a_{i} \mid i=1, \ldots, n\right\}$, then $b_{k}:=a_{k}+1$. An optimal solution to the thus defined flow shop processes the jobs in order of increasing processing time on $M_{1}$. Moreover, it is easily seen that this is the ONLY optimal solution. Therefore finding the optimal schedule amounts to sorting the integers $a_{1}, a_{2}, \ldots, a_{n}$, thus providing a lower bound of nlogn with respect to time complexity.

### 2.3 Dominance

Now let the jobs be processed according to their numbering, i.e., the first job to be processed is job 1, the second job 2 and so on. The makespan with respect to this schedule can be easily calculated as

$$
\begin{equation*}
\max _{1 \leq i \leq n}\left\{\sum_{j=1}^{i} a_{j}+\sum_{j=i}^{n} b_{j}\right\} \tag{2.1}
\end{equation*}
$$

A job for which this maximum is attained is a critical job. It has been shown by Monma and Rinnooy Kan [5] that for any permutation the makespan $C_{\max }$ can be calculated using (2.1), where $i$ is the critical job.

In this subsection the elementary concept of dominance will be introduced.

Definition: Let $i, j$ be such that $1 \leq i<j \leq n$
Job $i$ is said to dominate $j$ if $\sum_{k=i+1}^{j} a_{k} \leq \sum_{k=i}^{j-1} b_{k}$
Job $j$ is said to dominate $i$ if $\sum_{k=i+1}^{j} a_{k} \geq \sum_{k=i}^{j-1} b_{k}$

Notation: $i$ dom $j$ and $j$ dom $i$ respectively. Moreover, we define $i d o m ~ S$ for any subset of the jobs, if each job in $S$ is dominated by $i$. Finally we adopt the convention that $i$ dominates itself, i.e., $i$ dom $i$.

The following propositions are easily proved, directly from the definition:

Proposition 1 Let $i, j \in\{1, \ldots, n\}$. Then $i \operatorname{dom} j$ or $j$ dom $i$ or both.
Proposition 2 (transitivity) Let $i, j, k \in\{1, \ldots, n\}$. If $i \operatorname{dom} j$ and $j \operatorname{dom} k$, then $i \operatorname{dom} k$.

From Propositions 1 and 2 it follows that for each job $i$ the complete set of jobs can be partitioned (not uniquely) in sets $S_{i}$ and $T_{i}$ such that $\forall_{j \in S_{i}}$ : $i$ dominates $j$ and $\forall_{j \in T_{i}}$ : dominates $i$. The following property connects the concept of dominance with the critical job:

Proposition $3 \quad i$ is a critical job if and only if $i \operatorname{dom}\{1, \ldots, n\}$.

## 3. Speed-up of $M_{1}$

If $M_{1}$ is speeded up by a factor $v$, this results in a decrease of all processing times on $M_{1}$, with a factor $v$, i.e. if the original processing time of a job $i$ is $a_{i}$, then it becomes $a_{i} / v$. We will use the reciprocal of $v$, in the following. This reciprocal will be denoted by $\alpha$ and it will be called the multiplication factor. Note that $\alpha v=1$.

Defining $C_{\max }(\alpha)$ as the makespan of the optimal permutation with respect to the multiplication factor $\alpha$, it is not hard to see that $C_{\max }(\alpha)$ is piecewise linear. It is also monotone non-decreasing in $\alpha$, but not convex or concave in general.

In this section we derive an algorithm that determines $C_{\max }(\alpha)$, by calculating its breakpoints. The running time of the algorithm will be shown to be $O(n \operatorname{logn})$. Ishii et al. [3] show that these breakpoints can be used to determine optimal machine speeds for various cost functions. See also section 4 on this problem.

We suppose that the jobs are numbered such that

$$
\frac{b_{1}}{a_{1}} \geq \frac{b_{2}}{a_{2}} \geq \ldots \geq \frac{b_{n}}{a_{n}}
$$

Moreover the permutations $\rho$ and $\sigma$ are determined as follows:

$$
a_{\sigma(1)} \leq a_{\sigma(2)} \leq \ldots \leq a_{\sigma(n)} \quad b_{\rho(1)} \geq b_{\rho(2)} \geq \ldots \geq b_{\rho(n)}
$$

Note that this amounts to sorting the numbers $a_{i}, b_{i}$ and $b_{i} / a_{i}$ which takes $O(n \operatorname{logn})$ time. As a result of the numbering of the jobs, we can determine $L_{1}$ and $L_{2}$ for a given $\alpha$ simply as $L_{1}=\{1, \ldots, k\}$ and $L_{2}=\{k+1, \ldots, n\}$ where $k$ is such that $\frac{b_{k}}{a_{k}} \geq \alpha>\frac{b_{k+1}}{a_{k+1}}$. The ordering in $L_{1}$ and $L_{2}$ now follows from $\sigma$ and $\rho$ resp.

Although jobs may jump from $L_{1}$ to $L_{2}$, when $\alpha$ is increased there is a certain monotonicity with regard to the dominance described in section 2. This monotonicity is expressed in the following lemma.

## Lemma 3.1

Let two jobs $i$ and $j$ be given. Let $i$ precede $j$ in the optimal schedule for a given $\alpha$ and suppose that $j$ dominates $i$. When $\alpha$ is increased $j$ remains to dominate $i$ as long as neither job jumps from $L_{1}$ to $L_{2}$.

Proof. Since $j$ dominates $i$ for $\alpha$ we have:

$$
\begin{equation*}
\alpha\left[\sum_{k \in I} a_{k}+a_{j}\right] \geq b_{i}+\sum_{k \in I} b_{k} \tag{3.1}
\end{equation*}
$$

Here $I$ consists of the jobs between $i$ and $j$, in the optimal permutation with respect to $\alpha$. Raising $\alpha$ increases the left-hand side of (3.1) and will therefore not influence the validity of (3.1). However there may be jobs added and deleted to $I$ when $\alpha$ is raised. Fortunately this happens for any job $k$ exactly when $\alpha a_{k}=b_{k}$ so that the contribution to both sides of the inequality sign is equal.

Given the "monotonicity" of the dominance relation for pairs of jobs we maintain only the jobs which constitute the "important" dominance relations. Let $\pi$ describe the optimal permutation with respect to a given $\alpha$ as follows: $\pi(i)$ is the position in the optimal permutation of job $i$. Determine jobs $i_{1}, i_{2}, \ldots, i_{R}$ such that $\pi\left(i_{r}\right)<\pi\left(i_{r+1}\right)$ for $r=1, \ldots, R-1$ and
$\begin{array}{lll}\text { I) } i_{r-1} \text { dominates } i_{r} & r=2, \ldots, R & \\ \text { II) } i_{r} \text { dominates }\left\{i \mid \pi\left(i_{r-1}\right)<\pi(i)<\pi\left(i_{r}\right)\right\} & r=1, \ldots, R \quad\left(i_{0}:=0\right)\end{array}$

From I and II and the transitivity of the dominance relation it follows that these jobs dominate all jobs succeeding them in $\pi$. Moreover, these jobs are the only ones with this property. It follows that $\pi\left(i_{R}\right)$ is the last job in the optimal sequence $\pi$, i.e. $\pi\left(i_{R}\right)=n$. Moreover, since $i_{1}$ dom $\{1, \ldots, n\}$ this is a critical job with respect to $\alpha$. The jobs $i_{1}, \ldots, i_{R}$ are called potential critical periods for obvious reasons: when $\alpha$ is raised lemma 3.1 shows that a job that is not potentially critical cannot become critical, until it jumps to $L_{2}$ or until $i_{1}$ jumps to $L_{2}$. This follows directly from lemma 3.1. Before we analyse how "jumping" and "dominance" are handled when $\alpha$ is increased, some parameters are defined:

## Definition:

Let $\alpha$ be given:

1) $k$ is chosen such that $L_{1}=\{1, \ldots, k\}$ and $L_{2}=\{k+1, \ldots, n\}$, i.c. $\frac{b_{k}}{a_{k}} \geq \alpha>\frac{b_{k+1}}{a_{k+1}}$.
2) For each pair $\left(i_{r-1}, i_{r}\right)$ we define $\alpha(r)$ as the value of $\alpha$ for which $i_{r}$ starts to dominate $i_{r-1}$ with respect to $\pi . \alpha(r)$ is determined as $B(r) / A(r)$ where

$$
A(r)=\sum_{i: \pi\left(i_{r-1}\right)<\pi(i) \leq \pi\left(i_{r}\right)} a_{i} \quad B(r)=\sum_{i: \pi\left(i_{r-1}\right) \leq \pi(i)<\pi\left(i_{r}\right)} b_{i}
$$

Note that $\alpha(r) \geq \alpha$ otherwise $i_{r-1}$ dom $i_{r}$ would not be true, contradicting I). Furthermore, since $i_{1}$ is a critical job the critical value can be calculated as

$$
C_{\max }(\alpha)=\alpha A(1)+\sum_{i=1}^{n} b_{i}-B(1) .
$$

The following invariant is used, for a given $\alpha$.

I1) The set of "potential critical jobs" is given by $i_{1}, \ldots, i_{R}$ such that $\pi\left(i_{1}\right)<\pi\left(i_{2}\right)<\ldots<\pi\left(i_{R}\right) ;$
$i_{r-1} \operatorname{dom} i_{r}, \quad(r=2, \ldots, R)$;
$i_{r} \operatorname{dom}\left\{i \mid \pi\left(i_{r-1}\right)<\pi(i)<\pi\left(i_{r}\right)\right\}, \quad(r=1, \ldots, R)$.

I2) $L_{1}=\{1, \ldots, k\} ; L_{2}=\{k+1, \ldots, n\}$ where $k=\max \left\{i \left\lvert\, \frac{b_{i}}{a_{i}} \geq \alpha\right.\right\}$.

Initially we take $\alpha=0$. Thus $L_{1}=\{1, \ldots, n\} ; L_{2}=\varnothing$ i.e. $k=n$. Moreover $\pi=\sigma$ and $i_{r}=\sigma^{-1}(r)(r=1, \ldots, n)$.

As a stopping criterion we use $k=0$ and $i_{1}=\rho^{-1}(n)$. Note that $k=0$ reflects $L_{1}=\varnothing$ and $i_{1}=\rho^{-1}(n)$ reflects that the last job is the critical one.

### 3.1 Description of an iteration

Suppose that I1) and I2) are valid for a given $\alpha$. Let $\pi$ be the corresponding optimal permutation. The set of potential critical jobs $\left\{i_{1}, \ldots, i_{R}\right\}$ will be denoted by $J$.

Let $i_{s}$ be such that $s=\arg \min \{\alpha(r) \mid r=2, \ldots, R\}$. Raise $\alpha$ to $\min \left\{\alpha(s), \frac{b_{k}}{a_{k}}\right\}$.

If $\alpha=\alpha(s)$, then $i_{s-1}$ is deleted from $J$ and $\alpha(s)$ is recalculated.

If $\alpha=\frac{b_{k}}{a_{k}}$ then $k$ moves from $L_{1}$ to $L_{2}$. The new permutation will be denoted by $\pi^{\prime}$.

First, if $\pi^{\prime}=\pi$ this amounts to $k$ "jumping" from the last position in $L_{1}$ to the first position in $L_{2}$. In this case actually nothing happens with respect to I1). I2) is trivially restored.

Second, suppose $\pi^{\prime} \neq \pi$. Then job $k$ moves from $\pi(k)$ to $\pi^{\prime}(k)$. As a result each job $j$ with $\pi(k)<\pi(j) \leq \pi^{\prime}(k)$ moves one place to the left of the permutation: $\pi^{\prime}(j):=\pi(j)-1$.

Now let $t$ be such that $\pi\left(i_{t-1}\right)<\pi(k) \leq \pi\left(i_{t}\right)$. If $\pi(k)<\pi\left(i_{t}\right)$ then $\alpha(t)$ is recalculated. If $\pi(k)=\pi\left(i_{t}\right)$ i.e. $k=i_{t}$ then $i_{t}$ is deleted from $J$ and $\alpha(t+1)$ is recalculated. Furthermore, let $u$ be such that $\pi^{\prime}\left(i_{u-1}\right)<\pi^{\prime}(k)<\pi^{\prime}\left(i_{u}\right)$. Thus $k$ is placed between the potential critical jobs $i_{u-1}$ and $i_{u}$. If $i_{u}$ dominates $k$ then $\alpha(u)$ is recalculated and nothing else happens. If $k$ dominates $i_{u}$, then $\alpha(u)$ is calculated, as well as the speed-up factor for which $k$ starts to dominate $i_{u-1}$.

Finally $k$ is decreased by one.

### 3.2 Correctness of the algorithm

By lemma 3.1 it follows that most of the dominance relations mentioned in I1 remain valid. We need only check cases where a job in $J$ becomes dominated by its successor in $J(\alpha=\alpha(s))$ and where a job jumps in between two jobs in $J$ $\left(\alpha=\frac{b_{k}}{a_{k}}\right)$.

Case 1

$$
\alpha=\alpha(s) ; i_{s-1} \text { is removed from } J .
$$

Then $i_{s}$ dom $i_{s-1}$ and since $i_{s-1}$ dom $\left\{i \mid \pi\left(i_{s-2}\right)<\pi(i)<\pi\left(i_{s-1}\right)\right\}$ it follows by transitivity (proposition 2) that $i_{s}$ dom $\left\{i \mid \pi\left(i_{s-2}\right)<\pi(i)<\pi\left(i_{s-1}\right\}\right.$. Moreover, since for $\alpha=\alpha(s)$ we have $i_{s-1}$ dom $i_{s}$ and $i_{s-2}$ dom $i_{s-1}$ we have $i_{s-2}$ dom $i_{s}$.

Case $2 \quad \alpha=\frac{b_{k}}{a_{k}}$
If $\pi^{\prime}=\pi$ then nothing remains to be proved.

If $\pi(k)<\pi\left(i_{t}\right)$ then by lemma 3.1 the dominance relations in I1) with respect to $i_{t}$ are satisfied.

If $\pi(k)=\pi\left(i_{t}\right)$ i.e. $k=i_{t}$, it remains to be proved that $i_{t+1}$ dominates $\left\{i \mid \pi\left(i_{t-1}\right)<\pi(i)<\pi(k)\right\}$. Note that $i_{t-1}$ dom $i_{t+1}$, since $i_{t-1}$ dom $k$ and $k$ dom $i_{t+1}$ which remains so after $k$ has jumped to $L_{2}$, since $\alpha a_{k}=b_{k}$. Let $l$ be the successor of $k$, i.e. $\pi(l)=\pi(k)+1$. If $l \in L_{1}$, then trivially, $a_{k} \leq a_{l}$. If $l \in L_{2}$ then $b_{k} \leq b_{l}$, since $\pi^{\prime} \neq \pi$. Moreover, since $l \in L_{2}, b_{l} \leq \alpha a_{l}$ and thus $\alpha a_{k}=b_{k} \leq b_{l} \leq \alpha a_{l}$, which also implies $a_{k} \leq a_{l}$. From this it follows directly that $l$ dominates $\left\{i \mid \pi\left(i_{t-1}\right)<\pi(i)<\pi(k)\right\}$. We are finished now, since $i_{t+1}$ dominates $l$.

Now let $\pi^{\prime}\left(i_{u-1}\right)<\pi^{\prime}(k)<\pi^{\prime}\left(i_{u}\right)$. If $i_{u}$ dominates $k$, then I1) follows from lemma 3.1. If $k$ dominates $i_{u}$ we consider the predecessor of $k$, denoted by $l$, i.e. $\pi^{\prime}(l)=\pi^{\prime}(k)-1$. If $l \in L_{2}$ then $b_{l} \geq b_{k}=\alpha a_{k}$. If $l \in L_{1}$ then $l$ is the last job in $L_{1}$, since $k \in L_{2}$. Thus $\pi(k)<\pi(l)$ since $\pi^{\prime} \neq \pi$ and therefore $a_{k} \leq a_{l}$. As $l \in L_{1}$ we also have $\alpha a_{l} \leq b_{l}$ leading to $\alpha a_{k} \leq \alpha a_{l} \leq b_{l}$. Therefore $\alpha a_{k} \leq b_{l}$ and this means that $l$ dominates $k$ with respect to $\pi^{\prime}$. Thus, as $k$ dominates $i_{u}$ we have $l$ dominates $i_{u}$. By lemma 3.1 it now follows that $l=i_{u-1}$. This suffices to prove that the invariant is maintained, since $\left\{i \mid \pi^{\prime}\left(i_{u-1}\right)<\pi^{\prime}(i)<\pi^{\prime}(k)\right\}=\varnothing$.

### 3.3 Datastructures

Later it will be shown that the number of iterations is $O(n)$. Therefore the datastructures should be chosen such that the amount of work per iteration is $O(\log n)$.

From the previous description of an interation, the reader can easily check the following operations must be performed:
a) For any job $k$ find $i_{r-1}, i_{r} \in J$ such that $\pi\left(i_{r-1}\right)<\pi(k) \leq \pi\left(i_{r}\right)$.
b) Add/delete a job from $J$.
c) Calculate $\alpha(r)$ for $i_{r} \in J$.
d) Find the minimum of $\left\{\alpha(r) \mid i_{r} \in J \backslash\left\{i_{1}\right\}\right\}$.

Although $\pi$ is mentioned we only keep it implicitly in two binary trees $T_{1}$ and $T_{2}$. These trees also facilitate $c$ ). Both trees contain $n$ leaves, numbered from 1 to $n$. A leave numbered $\sigma(i)$ for $i \in L_{1}$ has label $a_{i}$ in $T_{1}$. The other leaves have label 0 . Intermediate nodes in $T_{1}$ have a label equal to the sum of the labels of the leaves in its subtree. Analogously in $T_{2}$ leaves numbered $\rho(i)$ for $i \in L_{2}$ have label $a_{i}$ etc. Now for given $j$ and $k$ the value

$$
\sum_{i: \pi(j)<\pi(i) \leq \pi(k)} a_{i}
$$

can be calculated in $O(\log n)$ time. Thus $A\left(i_{r}\right)$ for $i_{r} \in J$ can be calculated in this time. Using a similar structure $B\left(i_{r}\right)$ and therefore $\alpha(r)$ can be calculated in $O(\operatorname{logn})$ time. Finally, updating $T_{1}$ and $T_{2}$ when a given job $k$ jumps from $L_{1}$ to $L_{2}$ is also easily seen to take $O(\operatorname{logn})$ time.

A combination of datastructures is used for the execution of $a$ ), $b$ ) and $d$ ). As only $2-3$ trees are used we mention the features of this datastructure: the operations SEARCH, ADD and DELETE are supported in $O(\log n)$ time, $n$ being the number of leaves. A detailed description can be found in [1].

Consider the pairs $\left(i_{r}, \alpha(r)\right)$ for $i_{r} \in J$. One $2-3$ tree is used to store the $\alpha(r)$ in an ordered set. $J$ is partitioned in the sets $L_{1} \cap J$ and $L_{2} \cap J$. In $L_{1} \cap J$ the jobs are ordered with the processing times on $M_{1}$ as a key i.e. $a_{i_{r}}$ ( $i_{r} \in L_{1} \cap J$ ). Analogously in $L_{2} \cap J$ the jobs are ordered with processing times on $M_{2}$ as a key i.e. $b_{i_{r}}\left(i_{r} \in L_{2} \cap J\right)$.

It is now left to show that the number of iterations is $O(n)$. If $\alpha:=\alpha(s)$ then a job is deleted from $J$. If $\alpha:=\frac{b_{k}}{a_{k}}$ then a job is deleted from $L_{1}$, but a job may be added to $J$. In either case $2\left|L_{1}\right|+|J|$ is decreased. Since $2\left|L_{1}\right|+J \leq 3 n$ at the beginning of the algorithm the bound $O(n)$ is a valid one. Now we have proved the main result:

## Theorem 3.2.

$C_{\max }(\alpha)$ for $\alpha \in[0, \infty)$ can be determined in $O($ nlogn $)$ time.

## 4. Speeding up both machines

In section 3 the speed of $M_{2}$ was fixed to 1 . However we may introduce a speed-up factor $\beta$ for this machine as well. It is then asked to minimize a function $f\left(\alpha, \beta, C_{\max }\right)$. However $C_{\max }(\alpha, \beta)$ has the same shape for any fixed $\beta$ compared to $\beta=1$ as follows from the following formula.

$$
C_{\max }(\alpha, \beta)=\beta \min _{\pi} \max _{i}\left\{\delta \sum_{k: \pi(k) \leq i}^{i} a_{\pi(k)}+\sum_{k: \pi(k) \geq i}^{n} b_{\pi(k)}\right\} \quad\left\{\delta=\frac{\alpha}{\beta}\right\}
$$

Intuitively this is clear: speeding up both machine with the same factor reduces $C_{\max }$ with the same factor. Consequently, if we can prove that for fixed $\beta$, say $\bar{\beta}$, the function $f$ attains its minimum in a breakpoint of $C_{\max }(\alpha, \bar{\beta})$ then we only need to show that for such a breakpoint $\left(\bar{\alpha}, C_{\max }(\bar{\alpha}, \bar{\beta})\right)$ the amount of work to calculate $\min _{\varepsilon>0}\left\{f\left(\varepsilon \bar{\alpha}, \varepsilon \bar{\beta}, \varepsilon C_{\max }(\bar{\alpha}, \bar{\beta})\right\}\right.$ can be done in $O(\operatorname{logn})$ time. Functions for which this can be done are, for instance, those
considered in Ishii et al. [3]:

$$
f\left(\alpha, \beta, C_{\max }\right)=w_{1} C_{\max }^{q_{1}}+w_{2} \alpha^{q_{2}}+w_{3} \beta^{q_{3}}\left(w_{1}, w_{2}, w_{3} \text { positive, } q_{1}, q_{2}, q_{3} \leq-1\right)
$$

Here the minimum can even be determined in constant time.

## 5. Conclusions

The complexity of the algorithm to determine optimal speeds for the two-machine flow shop scheduling problem has now been reduced to a minimum for most objective functions. A similar result has been proved by Potts and Van Vliet [6] for the two-machine open shop scheduling problem. For the no-wait flow shop the complexity gap lies between nlogn and $n^{3}$. The $O$ (nlogn) time bound for the original problem is proved in Gilmore et al. [2], whereas the time bound for the problem with speed-up of machines is given in Strusevich [7]. It is an open problem, whether this gap can be tightened.
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