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ABSTRACT

A preliminary investigation of two specification error problems in
trmncated dependent variable models is reported. It is shown that
heteroscedasticity in a tobit model results in biased estimates when
the model is misspecified. This differs from the OLS model where estimates
are still consistent though inefficient. The second problem examined is
aggregation. An appropriate nonlinear least squares regression model
is derived for situations when the micro-level model fits a tobit framework

but only aggregate data are available.




1. INTRODUCTION

In the case of ordinary regression models there exists substantial
literature on the problems of heteroscedasticity, autocorrelation, omitted
variable biases, aggregation biases etc. There 1s no correspanding analysis
in the case of limited dependent variable models though these models are
‘increasingly being used nowadays, particularly in the analysis of microdata.
The present paper presents some results on two of these problems: hetero-

scedasticity and aggregation.

2.  HETEROSCEDASTICITY

In the general linear model QLS estimates are consistent but not
efficient when the disturbancesl are hetemscedastic. It will be shown
below, in the limited dependent variable model the estimates are not even
consistent when the model is mis-specified to be homoscedastic.

Consider the model:
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e T B'X fu if RHS > 0 .1
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Assume that the residuals are normally distributed and denote by f(t) the
frequency functicn and F(t) the cumilative distribution function corresponding
to a standard normal. The locus of expected values for ' is given by
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Now suppose that the "true" model is heteroscedastic with parameters o ot
and 8 and designate the "true" locus as Eo(yt). Then
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while the "misspecified" locus is given by E(yt) in equation (2.2). It is
immediately cbviocus that the presence of the variance ‘term-dot in the expected
value locus is the source of the difference in the two expressions and, in
turn, the estimation bias.

To mike the discussion more concrete we will assume that the hetero-

scedasticity takes the form

o . = lzxz

ot ~ tk

i.e., the variance is proportional to the square of the last of the k
independent variables. Furthermore we restrict attention to models in
which R
may be written as lxtk' It will be useful to write B'Xtas

takes on only positive values so that the standard deviation

B'Xt = A_E + a K . (2.4)
where A, = 5T d
ere Ay = I ByXy and o _ By

1=l
On substitution (2.2) and (2.3) become (in what follows the subscript t

is cmitted for ease of exposition)

A+ axXy, A+ aXy
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Consider the behavior of the two expressions as X > e We have

EGy) + A+ ax, - (2.7
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Expressions (2.7) and (2.8) suggest a first guess at the potential bias
in the estimate of @ obtained from a mis-specified model. It seems
reasonable to assume that the estimate o will approach, on the average,
the expression multiplying % in (3.8) rather than @ as we would like.
Thus, we can write

E (@) =e F(u—°)+k f(i‘l)

o] 10 o Ao

with bias given by

' : a a
*Ble) = - - (-2 <
Bla) = @ [1 F(Ao)] + lo f(xo) | (2.9)

This "first guess™ bf bias clearly depends on only o and AO. Differentiating
yieldsl

T ' a8 _
. [1—P(Clo/lo)] and W = f(uol'}o)

o

Thus the "bias" decreases with LR and increases with Ao. In addition it can
be shown that the "bias" is always positive. Since (1-F) and A, are both

positive, dividing B by Ao(l-F) does not change its sign. Thus (2.9) can be

written as
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The function f(x)/[1-F(x)] approaches x as x + += and 0 as x + —~, is always
postive and is always greater than x. Thus the right hand side of (2.10) is
non-negative. Finally, note from (2.8) and (2.9) that if the ratio aO/AO is
large, say greater than 4, the bias becomes‘negligible.,

This comparison of E(y) and Eo(y) thus suggests that o (i.e. ﬁk) will
be biased upward. It does not provide as much information about the remaining

a.
(k-1) Bi's. Comparison of A and AOHA—O-) suggests only that they will be

o]
collectively biased so as to make A on the average smaller than AO. Some
sampling experiments we have conducted confirm these analytical 1:*esu:l.ts.l

3. THE PROBLEM OF AGGREGATICN
Consider the following micro-level model:

Vit © B'X_t +tu if RHS < Lt

(3.1)
= Lt . otherwise
u., ~ IN (o 02) : (3.2)
it ?

To motivate the model let ;4 be the interest rate paid by bank i in time
period t on time deposits and X, a vector of observations at time t on a
set of exogenocus variables which affect savings account interest rates,- and
L‘t the regulation Q ceiling on such rates.

Suppose there are N barnks (i.e., 1=1,2 ... N‘t)' If micro level data
are available on all Nt banks during each period t (t=1,2... T), estimation

of 8 and ¢ could be handled by the usual Tobit analysis. But if only

]Tbr-e sampling experiments are being conducted to get further insights
into the consequences of the heteroscedasticity problem.




aggregate measures of savings account interest rates are available, neither
Tobit nor straightforward OLS are suitable. Suppose obserwed interest rates
amount to the unweighted mean of interest rates paid by all N, banks during

each period t so that

_ 1 I
Y.t = W iyi‘t (3.3)

Let n, be the number of banks at period t paying an interest rate less than
the ceiling rate L, and re-order the ‘observations within each period so that

those banks are the first n,. Then (3.3) becomes
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If n, were observable and if the last term on the right hand side of (3.4)
had zero expectation, we could proceed by OLS. But neither are true. We

might thus proceed by finding E(y_t) and fitting

Vi T E(yt) + W, (3.5)
' n
by non-linear least squares method. Now E(yt) =L t+E (ﬁ'E) (B'Xt-ht) +
n t
E (N—l E u..). Define the binomial variable
L4 it
t i=1
Dit =1 if 1 <7,
= 0 if 1 » n,
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Where F(+) is the cdf of the standard normal distribution.
N
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Next, note that for each uit such that i <ng we have

Uje < Ly = B'Xg

Thus this subset of n, u.,'s follows a truncated conditional distribution

t 1t
given by
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o cotherwise.

Where f(+) is the pdf of the standard normal. It is easily verified that
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An altermative way of getting the same result is the following:

. % . t
Define uit uit if uit < 1-B X_t

o otherwise.
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Using (3.6), (3.8} and (3.5) we get

I..t— 'X L -8'X

=L, +F (E—F )[B'X—L]-cf(-t———i)*rw (3.9)

t
where Wt now has zero expectation and is uncorrelated with each of the other
terms on the right.

A much easier derivation of (3.9) is obtained by noting that

L_t-BX LBX L -B'%

E(y; ) = F (2—5) g% -0 £ (5 + L [1-F (=—5]

which yields (3.9) directly. Estimates of 8 and ¢ can be obtained using non-
linear least squares in (3.9).1 There is also the further problem of taking

the hetervscedasticity of w + into account.

4, CONCLUSIONS

In this paper we present some preliminary results on two problems
commonly encountered in the analysis of limited dependent variable models:
heteroscedasticity and aggregation. We are conducting some simulation |
studies to get insights on those aspects of these problems for which we have
not been able to get analytical results. We are also investigating the other
problems mentioned in the introduction and the performance of the non-linear

least squares method suggested in (3.9).

loollection of data and empirical estimation of this model are currently
under progress.




