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1. Introduction1

The creation of the European Monetary Union (EMU) has given rise to new challenges

for macroeconomic analysis, particularly in view of the policy problems created by the new

economic and institutional environment. Also in short term analysis a growing attention

has been devoted to euro-wide economic developments, mainly as a consequence of the

presence of new actors that have to base their action on the European rather than national

macroeconomic situation. The European Central Bank bases its monetary policy on euro wide

economic developments and the ofÞcial target of price stability is given a quantitative content

in terms of the monetary union Harmonized Index of Consumer Prices (HICP), whose year

on year growth rate should not exceed 2 per cent in the medium term. The two pillar strategy

followed by the ECB implies that the Central Bank should monitor a large number of indicators

with the aim of obtaining a reliable picture of the current economic situation within the area

as well as of its future developments. Even if growth prospects are not a direct concern of the

monetary authority they can inßuence policy decisions since they have an impact on prices (our

analysis shows that both consumer and producer prices are strongly pro-cyclical). Furthermore

the Treaty establishing the European Community (EC) states that, without prejudice for the

price stability, the monetary policy should be oriented to favor other objectives of the EC.2 In

this context, a growing body of empirical literature has analysed the business cycle properties

of euro area countries trying to discover if they share a similar behaviour and whether it is

appropriate to study a European-wide cycle. The development of reliable synthetic indicators

of the business situation in the euro area would be an important input in the policy decision

making process.

1 The views expressed in this paper are those of the authors and do not necessarily reßect those of the
Bank of Italy, or any other institutions with which the authors are afÞliated. Email: lreichli@ulb.ac.be; al-
tissimo.Þlippo@insedia.interbusiness.it; cristadoro.riccardo@insedia.interbusiness.it.

2 The article 105(1) of the Treaty say that �The primary objective of the ESCB shall be to maintain price
stability. Without prejudice to the objective of price stability, the ESCB shall support the general economic
policies in the Community with a view to contributing to the objectives of the Community as laid down in Article
2�, where Article 2 refers to �sustainable and non-inßationary growth�. For a general discussion of the monetary
policy strategy within the European System of Central Banks (ESCB) see the ECB Monthly Bulletin of January
1999.
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In this paper we assess the existence of a common cycle for the euro area and we

characterize it building area wide coincident and leading business cycle indicators. We

also investigate the leading properties of various economic sectors in the main European

countries. Together those results provide a useful basis for the assessment and understanding

of the current economic situation in the area as well as of its likely future developments.

The construction of the coincident and leading indexes requires, on the one hand, a large

dataset of macroeconomic time series covering a wide range of economic phenomena for a

sufÞcient number of years; on the other, an appropriate methodology to synthesize efÞciently

the information contained in a large array of data. The two synthetic indexes are built on

monthly statistics and apply a recently developed methodology by Forni, Hallin, Lippi and

Reichlin (2000, 2001; FHLR here on) that gives a rigorous foundation to the heuristic NBER

approach. The application of this new methodology to monthly data in the study of the euro

area business cycle constitutes an absolute novelty.

Since our goal is to extract information from a very large dataset, we need to use a

method that is appropriate when the number of data in the panel is possibly larger than the

number of time observations. Here we use the generalized dynamic factor model that is

based on a generalization of the static principal components approach. The basic insight of

dynamic factor models is the following. Due to strong comovements between macroeconomic

time series, the dynamics of each variable can be represented as the sum of a part explained

by a small number of common components and an orthogonal idiosyncratic residual. The

generalized dynamic factor model reconciles dynamic factor analysis with dynamic principal

components and the estimator is constructed so as to take into account dynamic differences

between time series by appropriately weighting leading and lagging variables. This feature

allows to estimate the model on all available variables � leading, coincident and lagging �

without needing to pre-classify them a priori. The method differs from the previous literature

which deÞnes the coincident indicator as a common factor extracted from an index model

estimated on a small number of coincident variables which are identiÞed, prior to estimation,

by heuristic criteria (see Stock and Watson, 1989).

This methodology has been applied to a properly constructed data set of monthly time

series covering a wide range of economic phenomena for the major euro area countries.

These series were collected from many different sources since up to now there is no euro-
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area databank with a coverage comparable to those available for the US. Furthermore we

selected the statistics according to criteria of �minimum harmonization� to enhance cross-

country comparability. In particular, wherever possible, we maintained a common sectorial

breakdown across countries.

The analysis conducted can be summarized in the following steps. First we estimated

the unobserved common component of each series in the panel. This allowed us to �clean�

variables from measurement errors as well as local and/or variable-speciÞc components.

Second, we constructed the coincident indicator for the EMU, deÞned as a weighted average of

the common (�cleaned�) components of countries� GDP�s. This index is therefore constructed

taking into account cross-correlations within and across countries and summarizes that part

of the dynamics of GDP which, being the �most� correlated with the rest of the economy, is

of interest for measuring the EMU-aggregate business cycle. On the basis of this coincident

indicator we propose a dating of the euro area business cycle. A Þrst distinguishing feature

that emerges from this analysis is the high number of cyclical upturns and downturns that

have characterized the European economy in the nineties as compared with the uninterrupted

expansion experienced, over the same period, by the US.

The information on the leading-lagging relation of each variable in the panel and

the coincident indicator can then be recovered from the estimates of contemporaneous and

lagged cross-covariances between the common component of each variable and the coincident

indicator. This enables us to identify the leading variables in all EMU economies. The latter

then can be aggregated to construct a leading indicator. The leading indicator can Þnally be

used to forecast the coincident indicator.

A by-product of the analysis is an evaluation of the degree of �commonality� of

the dynamics of different countries and variables with respect to the coincident indicator.

Moreover, we establish the basic facts on the leading-lagging structure or sectorial and national

cycles.

The paper is organized as follows: in section 2 we describe the theoretical basis of the

generalized factor model. In the third section we present the database used for the analysis

of the business cycle in the euro area, stressing the wide range of indicators contained and

the treatment of the data prior to the analysis with the Dynamic Principal Components (DPC)

method. The fourth section investigates the presence of signiÞcant movements at cyclical
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periodicity in our monthly macroeconomic variables and whether these are common across

countries and sectors, thus resulting in a euro-area business cycle. In the Þfth section the

business cycle coincident indicator for the euro area is constructed and on this basis a dating

for the business cycle is proposed. The sixth section presents a detailed analysis of the cyclical

behaviour of different sectors of the national economies, focusing in particular on the leading

properties of some series, most notably those belonging to the European Commission surveys

and commonly used in short term analysis. The next section, building on the Þndings of

the previous one, proposes a leading index for the euro area business cycle. The eighth

section shows the results of an in-sample exercise devoted to the assessment of the size of

revision errors for the indicators estimated in real time. As a by-product of this, we can

construct conÞdence bounds around our coincident and leading indexes, taking into account

the uncertainty due to the bilateral nature of the Þlters. The last section concludes the paper

highlighting the main results and pointing to directions for further research.

2. Large dataset in presence of a small number of common factors

The basic idea of our approach is that the movements observed in a large set of

macroeconomic time series, like the one that we want to analyze, are generated by few

common sources. The macroeconomic time series can therefore be thought of as being guided

by a small number of common shocks plus an idiosyncratic shock for each variable, whose

impact in the aggregate vanishes. When investigating movements that are common across the

dataset we want to disregard the part of the dynamics of the series that is due to measurement

errors and idiosyncratic shocks. Index models that formalize this idea have been introduced

in the literature by Sargent and Sims (1977) and Geweke (1977). Here we brießy present a

more general version of those models, known as generalized factor model due to Forni, Hallin,

Lippi and Reichlin (2000) on which the empirical part of the paper is based, in doing this we

follow closely their presentation.

2.1 Cleaning the variables through dynamic principal components

A crucial preliminary step before investigating the cyclical properties of the data consists

in cleaning each observed series in the panel from the noise, i.e. from that part of its own

dynamics which is poorly correlated with the rest of the cross section. To this purpose, we

must, Þrst, deÞne few factors (aggregates) which capture most of the variance of the variables
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in the panel and, second, project each variable on the leads and lags of those aggregates.

This allows us to decompose each time series into two orthogonal components, the Þrst one

capturing the part of individual dynamics which has �strong correlation� with the rest of the

panel and the second one being of no interest for our purposes. We do this by using as

aggregates the Þrst few dynamic principal components, which are the dynamic generalizations

of the well-known static concept of principal component.

Let us formalize the problem in the following way. We assume that our macroeconomic

time series, suitably transformed, are realizations from a zero mean, wide-sense stationary n-

dimensional vector process yt = (y1,t, ..., yn,t)0. We wish to summarize what the processes yj,t,

j = 1, . . . , n, have in common by a small number q of �aggregate indexes�. Precisely, we look

for q processes zh,t, h = 1, . . . , q, satisfying the following properties:

(a) zh,t is a linear combinations of the leads and lags of the variables in yt, i.e.

zht = ph(L)yt, h = 1, . . . , q,

where L is the lag operator and ph(L) is a (1× n) row vector of two-sided linear Þlters

(b) zht and zkt are mutually orthogonal at any lead and lag for h 6= k and the Þlters ph(L)

are normalized in such a way that ph(L)pk(F )0 = 0 for h 6= k and ph(L)ph(F )0 = 1, where

prime denotes transposition and F = L−1. Finally, let us focus on the decomposition

yt = γ
q
t + ζ

q
t = C

q(L)zqt + ζ
q
t = K

q(L)yt + ζ
q
t ,(1)

where γqt = (γ1,t, ..., γn,t)
0 is the projection of yt on the present, past and future of zqt =

(z1,t, ..., zq,t)
0 and ζqt is the residual vector.

(c) the Þlters ph(L) and the associated processes zh,t, h = 1, . . . , q, are such that the sum

of the explained variances (for given q):

nX
j=1

var(γqjt)(2)
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is maximized.

Processes z1,t, . . . , zq,t satisfying requirements (a), (b) and (c) for q = 1, . . . , n do exist

under quite general conditions and are called �dynamic principal components� of yt and are

a natural generalization of the well known concept of static principal component.3 What we

propose here as the Þrst step of our procedure is precisely to �clean� the vector yt by replacing

it with its projection γqt on the present, past and future of the Þrst q principal components

series.

A comprehensive treatment of the principal component series can be found in Brillinger

(1981). Here we need only to remark a few facts. A Þrst observation is that dynamic

principal components are related to the eigenvalues and the eigenvectors of the spectral-

density matrix of yt, just like the static principal components are related to the eigenvalues

and the eigenvectors of the variance-covariance matrix. Precisely, let Σ(θ), −π < θ ≤ π, be

the spectral-density matrix of xt: the vector ph(e−iθ) is the eigenvector corresponding to the

h-th eigenvalue of Σ(θ) in descending order. Moreover, denoting by λh(θ) this eigenvalue

and setting λh =
R π
−π λh(θ)dθ, the maximal explained variance (2) is λ1 + · · · + λq and the

percentage of explained variance is given by the ratio

λ1 + · · ·+ λq
λ1 + · · ·+ λn .(3)

As we shall see below, the above ratio provides useful indications for the choice of q.

Second, we can get an explicit expression for the Þlters Cq(L) and Kq(L) appearing in

(1). These Þlters are given by

Cq(L) = (p1(F )
0, · · · , pq(F )0),(4)

Kq(L) = Cq(L)Cq(F )0 = p1(F )0p1(L) + · · ·+ pq(F )0pq(L)0,

3 It is worth noting that the projection γqt solving the maximization problem is unique, whereas the principal
components themselves are not. To see this, let us focus for simplicity on the Þrst principal component and
set q = 1. Now let us consider any invertible two-sided Þlter a(L). Clearly, the linear space spanned by
the leads and lags of a(L)z1t and that spanned by the leads and lags of z1t coincide. Hence if z1t solves the
maximization problem, also a(L)z1t solves the problem, since the projection γ1t is the same. The normalization
p1(L)p1(F )0 = 1, which is usually adopted, is not sufÞcient to imply uniqueness, since it simply imposes
a(L)a(F ) = 1, i.e. the amplitude of a(L) must be 1 at all frequencies, but the phase can be chosen arbitrarily.
For instance, we can get a different set of principal components simply by taking their lags, i.e. by multiplying
Ph(L), h = 1, . . . , q, by a(L) = Lk.
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in close analogy with the static case.

Finally, it is worth stressing that the deÞnition of the Þlters ph(L) involves unknown

quantities like the variances in (2) and therefore must be estimated from a Þnite realization

of y of length T. The estimator we use here (which is denoted by χTn,t for reasons which will

be clear below) is described in detail in Appendix B. Here we give only a short hint. As a

preliminary step, we estimate the spectral density matrix Σ(θ) at different frequencies. Then,

for each frequency, we compute the Þrst q eigenvalues and eigenvectors and use (4) to compute

Kq(e−iθ). Lastly, we use the inverse Fourier transform to estimate the Þlter Kq(L) and apply

it to the data. The estimates of Σ(θ) and Kq(e−iθ) can be exploited to estimate the spectral

density matrix of the common components, which isKq(e−iθ)Σ(θ)Kq(eiθ)0.

The �cleaning� of the variables obtained through the Þltering process just described is

motivated by the fact that one wants to look only at that part of the movement of the series that

is common across the panel. Since our aim is to construct a business cycle indicator for the

Euro area, we are only interested in the common movements at business cycle periodicity. In

terms of the derivation of the Þlters Cq (L) andKq (L) this implies that we can further restrict

the space on which we project our series to extract the common components. In particular

we can compute the inverse Fourier transform of Kq(e−iθ) only for θ belonging to the sub-

interval of [−π;π] corresponding to business cycle frequencies. In this way the common

component obtained through Þltering will capture that part of the variability of a given series

that is common across the panel and that is related to business cycle swings.

2.2 Principal components and the general dynamic factor model

Our cleaning procedure is based on the choice of a small number q of principal

components, and seems therefore open to considerable arbitrariness. However, if we assume

that the y�s are generated by a factor model, then the procedure can be given a more sound

justiÞcation and a criterion for the choice of q can be constructed. In the dynamic factor

approach, the variables are represented as the sum of two unobservable components: the

�common components�, which are driven by a small number of �factors�, common to all

of the variables in the system (but possibly loaded with different lag structures) and the

�idiosyncratic components�, which are uncorrelated with the common components and are
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speciÞc to a particular variable. If we take this point of view, eliminating the idiosyncratic part

and retaining the common one appears as a quite natural cleaning procedure.

To better understand the factor model we are dealing with, it will be convenient to think

of the vector yt as formed by the Þrst n elements of the inÞnite sequence yj,t, j = 1, . . .∞. To

emphasize the dependence on n, we write ynt in place of yt. In our model,

yj,t = χj,t + ξj,t = bj(L)ut + ξj,t(5)

where χj,t is the common component, ut = (u1,t, ..., un,t)0 is the vector of the common shocks,

i.e. a (covariance stationary) q-vector process with non-singular spectral density matrix,

bj(L) is a row vector of possibly two-sided, square-summable Þlters, and the idiosyncratic

component ξj,t is orthogonal to ut−k for any k and j. Hence, with obvious notation,

yn,t = χn,t + ξn,t = Bn(L)ut + ξn,t.(6)

Finally, we require the following properties. Let us denote by λχh,n(θ), h = 1, . . . , n, the h-th

eigenvalue of the spectral density matrix of χn,t, in descending order of magnitude. Similarly,

λξh,n(θ) is the h-th eigenvalue of the spectral matrix of ξn,t. We assume that:

(i) the eigenvalues of ξn,t are bounded as n→∞; precisely, λξh,n(θ) < λ̄ a.e. in [−π,π],
for any h and n;

(ii) the Þrst q eigenvalues of χn,t diverge, precisely, limn→∞ λχh,n(θ) =∞ for h ≤ q, a.e.

in [−π, π].

Model (5) is the generalized dynamic factor model proposed by Forni, Hallin, Lippi

and Reichlin (2000) and Forni and Lippi (2000). The basic difference with respect to the

dynamic factor model of Sargent and Sims (1977) and Geweke (1977) is that here the

idiosyncratic components are not assumed to be mutually uncorrelated. Instead of this

rather restrictive assumption, we require conditions (i) and (ii), which impose a particular

behavior to the common and the idiosyncratic eigenvalues as the cross-sectional dimension
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becomes larger and larger. Heuristically, we require that the amount of cross-correlation

between the idiosyncratic components is limited in the sense that idiosyncratic causes of

variation, although possibly shared by many (even all) units, have their effect concentrated

on a Þnite number of units and tending to zero as n tends to inÞnity. On the other hand,

we want a minimum amount of cross-correlation between the common components. With a

slight oversimpliÞcation, we want each uh,t to be present in inÞnitely many cross-sectional

units, with non-decreasing importance. These requirements deÞne the notion of �common�

and idiosyncratic in an asymptotic sense and guarantee the uniqueness of the common and

the idiosyncratic components (the uniqueness of the common shocks and the factor loading

requires additional assumptions).

Now let us go back to equation (1) and rewrite it as

yn,t = γn,t + ζn,t = Cn(L)zn,t + ζn,t,(7)

where for convenience, we have added the subscript n and dropped the superscript q, which is

not useful in this context. Now let us add the following assumptions:

(iii) the non-zero eigenvalues of ζn,t (i.e. the last n− q eigenvalues of xn,t) are bounded

as n→∞; precisely, λh,n(θ) < Λ, h = q + 1, . . . , n, a.e. in [−π, π], for any n;

(iv) the Þrst q eigenvalues of χn,t (i.e. the Þrst q eigenvalues of yn,t) diverge; precisely,

limn→∞ λh,n(θ) =∞ for h ≤ q, a.e. in [−π, π].

Assuming (iii) and (iv), the similarity between representations (7) and (6) is striking.

The basic difference is that the sequence χn,t, n = 1, . . . ,∞ is nested, in the sense that the

Þrst n − 1 entries of χn,t are the same as that of χn−1,t. By contrast, the sequence γn,t in

non-nested in general, so that the two decompositions do not coincide.

However, there is a deep relation between them. Forni and Lippi (2000) show that if

conditions (iii) and (iv) on the eigenvalues of the x�s are satisÞed, then the generalized dynamic

factor representation (5) does exist and, conversely, if (5) holds, then (iii) and (iv) are satisÞed.
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This result is a dynamic generalization of a basic theorem in Chamberlain and Rothschild

(1983). Moreover, the j-th entry of γn,t, call it γj,n,t, converge to χj,t in mean square as

n→∞, for any j. Hence, for n large, γn,t is a good approximation of χn,t.

These results build a Þrm bridge linking principal component and factor analysis. The

basic intuition behind them is that, by taking the principal components, we are taking an

average of the x�s. When n is large, we get a kind of Large Number result. The idiosyncratic

components, which are poorly correlated, disappear, so that we are essentially left with linear

combinations of (the leads and lags of) the common components. Such linear combinations

span almost the same dynamic space as the common factors. Hence, by projecting yj,t on the

former space, we approximate χj,t, which is the projection of yj,t on the latter.

The above results also suggest a simple criterion for the choice of the number of principal

components to be retained. If model (5) holds, the eigenvalues λh,n =
R π
−π λh,n(θ)dθ are

bounded for h > q and diverge for h ≤ q as n → ∞. Hence, for large n, we expect that

there is a �jump� between λq,n and λq+1,n. This suggests adding principal components until

the increase in the explained variance is less than some predeÞned value. Precisely, denoting

by λTh,n, where T is the number of time observations, the estimate of λh,n, and given a number

α ∈ (0, 1) the criterion consists in selecting q = q∗ such that

λTq∗n/
nX
h=1

λTh,n > α and(8)

λTq∗+1,n/
nX
h=1

λTh,n < α.

2.3 The procedure

Having clariÞed the basic theoretical background, we can now go on and present the

various steps of procedure followed for the identiÞcation of the common business cycle

behavior of the series in the panel and for the construction of the coincident and leading

indicators of the euro area. The procedure consists of six steps:
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A. Choice of the variables to include in the panel and their pre-treatment;

B. IdentiÞcation of the number of common components and �cleaning� of the variables for

the non-business cycle components;

C. Construction of the coincident indicator;

D. ClassiÞcation of the variables as pro and anti-cyclical and leading and lagging vs the

coincident index;

E. Construction of the leading indicators as the best forecast Þve steps ahead of the

coincident;

F. The end point adjustment and the forecast evaluations.

3. A uniÞed euro area database

The key message from the theoretical analysis is that, in order to capture the factors

underlying the comovements observed across the euro area, the cross sectional dimension of

the dataset needs to be very large, with a number of series possibly larger than the number

of observations. Furthermore preÞltering time series to achieve stationarity and to remove

possible outliers is a preliminary step towards the correct estimation of the correlation structure

in the dataset, as explained in paragraph 2.

3.1 The data

The construction of a business cycle indicator for the euro area that exploits the dynamic

factor model approach demands a large amount of data to meet the dimensionality requirement

of the cross-section. Unlike for the U.S. case, where analysts can promptly access well

established databases,4 in Europe nothing of this sort yet exists.5 We therefore had to devote a

big effort in consulting many different sources: among others, national statistical institutes, the

OECD and the ESCB statistics (see Table 1 for details); from these we collected and examined

a large number of series, organizing them in a detailed dataset, covering the vast majority of

economic phenomena pertaining to the euro area.

The Þnal database -whose richness of properly organized and monthly updated

information could make it a particularly useful tool for further research- has been organized

4 See, as an example, the DRI-McGraw Hill Basic Economics database, formerly known as �Citibase�.

5 The so called Short Term Statistics (STS) Database under construction at Eurostat is still very lacking.
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into the following eight homogeneous blocks, corresponding to different major topics:

industrial production; producer prices; consumer prices; money, interest rates and exchange

rates; European Commission surveys; trade; labour and other variables. On the whole, they

should provide an almost exhaustive description of the European economy (see Table 2 for the

numerosity of time series held in each block).

Each block contains time series for Germany, France, Italy, Spain and, when available,

for Belgium and The Netherlands. Actually, since a business cycle indicator for the euro area

reßects economy wide ßuctuations common across countries, one should collect data covering

an ample variety of sectors for all European economies; unfortunately, data limitations forced

us to restrict the focus on the six largest countries that, nonetheless, accounted for more than

90 per cent of the euro aggregate GDP in 2000. Some macroeconomic series not directly

referrable to the euro area were also gathered to capture phenomena that, likewise, might be

relevant to explain business cycle ßuctuations across Europe; some examples are oil and raw

materials prices and some indicators of the business cycle position in other large economies

(US and Japan).6

In the construction of the dataset two crucial requirements were pursued to capture

ßuctuations at business cycle periodicity: the proper length of the series and their homogeneity

over time and across countries. As regards the Þrst one, the largest common sample for

the dataset spans the period 1985.1-2000.9.7 Although many time series are available for a

longer sample, the decision to set the starting date in 1985 is the result of a trade off between

obtaining richer time series information and maintaining a large cross-sectional dimension for

the dataset.

As for the second requirement (i.e. homogeneity over time and across countries) we

collected variables for each of the eight blocks maintaining within each of them, wherever

possible, a common breakdown for all countries. In many cases we obtained satisfactory series

only joining currently available statistics covering a short time range (for example HICP or

Pan-German data) with older ones (CPI, West German data), trying to match deÞnitions and

6 These time series account for no more then 10 per cent of the whole dataset.

7 This constitutes a difference with respect to other studies that focused on a single source and a shorter time
span. See for example Marcellino, Stock and Watson (2000), where only the OECD Main Economic Indicators
database for the period 1982:1-1998:12 is exploited.
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disaggregations as closely as possible (see Appendix A for details). On this regard, whenever

we had to intervene with some kind of �manipulation� to obtain time series of the desired

quality, the strategy adopted for data reconstrucion was the following. For the most recent

years series were collected from Eurostat and the European Commission whenever available

with the desired length and quality, since such institutions coordinate national sources in the

process of statistical harmonization. As a second option other international institutions (like

the OECD) and national sources (e.g. INSEE or IFO) were used to obtain a sufÞcient length

in the series and to cover some important economic phenomena with the desired detail.

Finally, in order to avoid overweighting a single country or a particular economic sector,

we tried to maintain a satisfactory balancing across blocks and countries. Nevertheless, the

available statistics forced us to make a choice between working with a minimal common

set of indicators, thereby greatly reducing the richness of information,8 or working with an

unbalanced dataset; this is the reason why, to meet the requirement of a large database, we

relaxed the condition on perfect balancing (see Table 3 for the structure of the Þnal dataset).

The effort dedicated to this stage of the work ended up with the collection of about 800

monthly time series satisfying the requisites listed above, drawn from a much ampler set of

variables gathered from the consulted sources (see Table 2).9

3.2 Data treatment

The original data collected present very diverse characteristics for what concerns their

dynamic behavior; some of them are raw data, others have been adjusted to take into account

working day effects and some are available only in a seasonally adjusted version. Furthermore

preliminary inspection reveals that they cannot be characterised by the same kind of non

stationarity. It was not feasible to carefully analyze each series included in the panel; therefore

we followed an �automatic� procedure that ensures a homogeneous treatment to all series, to

Þt the typical behavior in each group. Particular attention was paid in checking whether this

procedure resulted in an improper treatment of the data, such as over-differencing and removal

8 In our case this option would have reduced the number of series eventually used in the analysis from 794
to approximately 250 (see, Table 2).

9 The construction of a quarterly dataset and the development of a method to properly mix information
obtained at different frequencies is however part of the work in progress at the Bank of Italy.
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of too little seasonal variation. Unfortunately, sometimes the problem could not be Þxed since

it derived from the poor quality of the original data; in such instances we discarded the variable

from the dataset. Our data treament procedure can be detailed in the following four stages.10

First, we seasonally adjusted each series using Tramo-Seats (TS), a model based

procedure developed by Gomez and Maravall.11 This package provides an ARIMA-based

decomposition of a time series into three unobserved components (trend-cycle, seasonal and

irregular). It also contains a routine to detect and remove several types of outliers; in particular

we focused on additive outliers, transitory changes and level shifts. In the analysis we used

the outliers free and seasonally adjusted version of each series resulting from the application

of the TS procedure; series released from the original sources as seasonally adjusted were also

put through this stage to remove any residual seasonality or outliers.

Second, the adjusted data were further inspected to make sure that the TS procedure

successfully removed all major irregularities. In a few cases we had to drop time series that

even after the Þrst stage displayed major breaks or other inconsistencies that could not be

accounted for and that were therefore attributed to the poor original quality of the data.

Third, in order to estimate the cross spectral density matrix the series need to be

covariance stationary. The stationarity inducing transformation was applied to each outliers

free and seasonally adjusted series. The Þrst log difference was taken for groupings involving

quantity variables such as money and industrial production; Þrst differences were applied

to interest rates, business and household survey responses; no transformation was needed

for interest rate spreads. In general the stationarity inducing transformation exploited was

coherent with the model identiÞed by TS. The most controversial issue concerned the order

of integration of some price variables where the choice between I(1) and I(2) models was

borderline in some cases. After some further checks we decided to consider them as I(1).

Finally the series obtained from stage 3 were normalized, dividing them for their

standard deviation and then subtracting their mean.

After this preliminary treatment, 794 variables spanning the period 1985.1-2000.5 were

ready to be used in the estimation of the dynamic factor model (see Table 2).

10 A similar procedure was adopted by Marcellino, Stock and Watson (2000).

11 See Gomez, Maravall (1999).
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4. Is there a euro area business cycle?

The construction of a business cycle composite indicator for the euro-area rests on

the assumption that a sizeable degree of co-movement in macroeconomic variables across

countries as well as across sectors does exist and can be properly exploited. A growing

body of empirical literature has addressed this question using various methods,12 and it has

recently received a further impulse by the creation of the EMU. Most studies Þnd evidence of

a rising degree of integration and synchronization among European economies, while some

differences in the cyclical behavior across countries still persist. In the rest of the paper we

will not explicitly address the question of synchronization of business cycles across euro area

countries, even though our results throw some light also on this issue. Rather we will attempt

to describe the dynamic behavior of the series included in our panel and show that movements

at business cycle frequencies are relevant across countries and sectors and are captured by a

limited number of common factors.

One way to explore the existence of co-movements among the different types of

macroeconomic variables included in our panel is by looking at the typical spectral shape

of the series in the main blocks (sectors) of our panel. The inspection of simple arithmetic

averages of the spectral density functions of the variables within each block (already

transformed to achieve stationarity and properly standardized) reveals the presence of relevant

dynamics at low frequencies (see Figure 1). The same behaviour emerges looking at the entire

set of data. We can conclude that monthly series have, on average, a clearly detectable cyclical

behaviour, responsible for the larger part of their variability.

Given this evidence, the natural question to ask is whether the movements at business

cycle frequencies are common across Europe. Following the dynamic factor approach, the

presence of a euro wide business cycle implies that a large part of the variance at business

cycle periodicities can be explained by a small number of factors driving all the cross section.

Recalling the notation of the methodological section, the spectral density matrix of the data

can be interpreted as the decomposition of the total variance-covariance of the series over

different periodicities (frequencies) and the exsistence of few driving factors, in turn, would

12 Engle and Kozicki (1993), McDermott and Scott (2000), Lumsdaine and Prasad (1999), Cheung and
Westermann (2000), Dickerson et al. (1998), Artis et al. (1999).
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result in the presence of some dominating eigenvalues of the spectral matrix, concentrated at

those frequencies.

At any given frequency θ, it is possible to write the following factorization of the spectral

matrix, as in the static principal component analysis:

Σ (θ) = U (θ) · Λ (θ) · U (θ)∗(9)

where U (θ) is the (n× n) matrix containing the row eigenvectors pj (θ) (principal

components)13 and Λ (θ) is the (n× n) diagonal matrix containing the eigenvalues in

decreasing order and generic element λj (θ). Similar to the static case it is possible to

decomposes the spectral density at frequency θ into the contributions of the components:

Σ (θ) =
nX
j=1

pj (θ) · p∗j (θ) · λj (θ) ,(10)

and the contribution of the Þrst principal component to the total variance at frequency θ is then

given by:
λ1(θ)Pn
j=1 λj (θ)

(11)

The plot of the Þrst six normalized eigenvalues on the interval [0; π] shows that there is

commonality among the series and that this commonality is larger at business cycle frequencies

(see Figure 2). The Þrst dynamic principal component explains more than 25 per cent of the

variability at business cycle frequencies, the Þrst twos around 50 per cent and the Þrst four

more than 75 per cent. To give a banchmark to this result it is usefull to recall that if the 794

series in the panel were independent from each other, then each eigenvalue would account for
1
794

of the total variance and there would not be a dominating one. We can conclude that not

only our data exhibit large variability at low frequencies, but also that the co-movements across

series are concentrated at business cycle periodicity. In the following, we choose to work with

two factors, i.e. q = 2 in the notation of the previous section; this allows to account for half of

the variability of the series at business cycle. The criterium of choice of the number of factors

is described in the previous section and we retain only those components which explain more

than 15 per cent of the total variability of the series at business cycle, i.e. α = 0.15 in (8).

13 The symbol ∗ stands for conjugate transpose and the eigenvectors have been unitary normalized, i.e.
UU∗ = I.
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Moreover since the presence of dominant eigenvalues is concentrated only at business

cycle frequencies, common components χt - i.e. the projections of the series onto the space

spanned by the common factors - can be obtained by computing the weights only with respect

to the cyclical band. The cyclical band, comprising oscillations with periodicity between 14

and 120 months, i.e. θ ∈ [0.05, 0.45].14

This choice derives from the fact that at those frequencies there is a clear dominating

pattern of the Þrst two eigenvalues, but a further advantage one gets by limiting the inversion

on to the cyclical frequencies is evidenced in Figure 2. In fact looking at the amount of total

variation explained by the Þrst common factor (i.e. looking at the plot over [0; π] of the Þrst

eigenvalue) two further peaks become visible at higher frequencies. The Þrst one, around a

periodicity of one year, can be attributed to residual common seasonality, potentially Þlter-

induced, since all data have been treated with a similar Þltering process. The second one, at

a quarterly periodicity, is presumably due to time disaggregation performed on data that are

originally available only at a frequency lower than monthly.15

The ability to identify co-movements at various frequencies relevant to economic

analysis is an interesting feature of the methodology, that opens the way to various

applications, like seasonal adjustment. These aspects are not further pursued in the present

work, since we want to isolate only that part of the commonality that is related to the business

cycle, but it can be an element of future investigation in term both of analysis of more efÞcient

multivatiate procedure of isolating seasonal effect and of the importance of revisions in the

data induced by the seasonal adjustment procedures. On the other hand, the fact that some

commonality exists also at other frequencies supports the decision to conÞne to the business

cycle periodicity if the purpose is to construct indicators that reßect only medium run swings

in economic activity.

Two objections could be raised at this point. First, one might wonder why we proceeded

in the analysis of the series through all the steps required by our methodology just to end

up with a Þltering that resembles the one derived by standard band pass Þlter. In truth,

14 For details on the actual procedure see section 2 and the techincal Appendix B.

15 Many statistical institute are probably computing some of their monthly statistics partly relying on quar-
terly data. This data can be transformed into monthly statistics by temporal disaggregation procedures such as
that proposed by Chow and Lin.
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with respect to traditional band pass Þltering,16 the Þlter obtained with the dynamic principal

components approach, exploits a much wider set of information and isolates movements that

are not only of a certain periodicity but also common across all series. The second objection

relates to the possibility, which we excluded at the outset, that seasonal and business cycles

are related.17 While the empirical literature on the subject has not reached clear conclusions,

we still believe that the theoretical underpinnings of the approach are still rather weak.

Furthermore, at the present stage, the factor analytical approach does not allow a clear cut

identiÞcation of the common factors, attributing one factor to �business cycles� and the other

to �seasonal cycles�, including commonality at frequencies other than business cycles would

entail having common factors that are a mixture of seasonal and cyclical shocks.18

The decision to restrict the attention to the [0.05; 0.45] interval implies that only two

factors are sufÞcient to explain about 50 per cent of the business cycle variation of the series

included in the panel. The other factors (again looking at Figure 2) do not seem more relevant

to capture cyclical movement than they are to capture higher frequency dynamics. Hence we

Þxed the number of factors to 2. On average the variance of the common components χj,t thus

obtained is about 40 per cent of the total variance of the series, rising to almost 60 per cent for

labour market variables.

5. The coincident indicator

Having estabilished that the observed co-movements at business cycle frequencies can be

imputed to a small set of common factors we obtained, for each variable i, the projection, χi, on

the space spanned by these factors. While the χs variables represent the common component

of each series with respect to the cross section, it is still ambiguous how a synthetic measure

of the business cycle in the euro area can be deÞned.

In the business cycle literature there is a long standing tradition in the construction of

cyclical indicators which goes back to the work of Burns and Mitchell (1946) and the NBER.

In the NBER tradition the analysis involved a Þrst stage in which a large number of candidate

16 See Baxter and King (1999).

17 See Beaulieu, Mason and Miron (1992).

18 This line of research is currently being pursued. Some results and a general discussion are in Forni and
Reichlin (2001).
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macroeconomic series were subject to detailed scrutiny. These were evaluated according to

their leading-coincident properties with respect to a well deÞned set of �business cyle dates�;

in particular the assessment relied on turning point analysis and on the stability of the identiÞed

lead/lag relationship. While not based on a well deÞned probabilistic model, this procedure

produced a reliable measure of economic activity. More recently, a different approach

proposed cyclical indicators derived directly from a stochastic model, where the cycle is

identiÞed as the common unobservable component driving a small set of variables. In this

framework state-space models have been employed to derive a measure of the unobservable

cyclical component. This approach, introduced by Stock and Watson (1989, 1991) led to

the construction of a new version of the coincident and leading indicators for the US that is

currently published.

The dynamic factor approach allows us to retain the original NBER idea of exploiting

the full information set available from European short term statistics, while relying on a well

deÞned statistical model. Unlike in the US case, in the euro area context no ofÞcial and reliable

business cycle dating yet exists; hence, the construction of a coincident indicator Þrst has to

address the problem of deÞning a reference variable, with respect to which to evaluate lead/lag

relationships. In the Italian experience Altissimo et al. (2000), consider a a set of candidate

variables, including GDP and industrial production, to avoid the circularity ßaw implicit in the

older NBER tradition.

In our analysis we deÞned the euro area coincident index, coit, as the weighted average

of the common component of the GDP of the six largest euro area countries, where the weights

account for the relative size of the countries,19 i.e.

COIt =
X

wk · χGDPk , t

wherewk are the weights and χGDPk , t is the common component of the GDP in the kth country

(Germany, France, Italy, Spain, The Netherlands and Belgium). Such indicator has to be

interpreted as a measure of the area wide common ßuctuations at business cycle perioditicity,

rather than as an average of the (potentially different) cyclical positions of each country: the

latter could be affected also by factors speciÞc to a particular country. For example, if a country

is heading towards a recession as a result of a pure country speciÞc factor, this should not, in

19 Weights are calculated using PPPs in the base year.
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principle, contribute to the area wide index. On the contrary if the same cyclical episode is

shared by the majority of the European economies, this should be reßected also in the overall

index. A full understanding of the different cyclical position of the euro area countries and the

relevance of common versus country speciÞc cyclical dynamics goes beyond the scope of this

work. However, the adoption of a unique monetary policy, the introduction of the single market

and the single currency, and the coming into place of various constraints for national Þscal

policies (like the Stability and Growth Pact) envisages that the common area wide component

of the business cycle ßuctuation is becoming the most relevant one to consider also at the

country level.

The GDP is an overall measure of economic activity and it has a clear advantage with

respect to a more limited measure such as industrial production; the drawback of using GDP

as the basis of our reference variable is that it is measured only every three months. However

it can be regarded as the outcome of an unobserved monthly process; the linear interpolation

of the quarterly Þgures is therefore a proxy for the unobserved GDP. Since we are interested in

the common component of this variable, this assumption should ensure that the we can obtain

a consistent estimate if the approximation error is not correlated with the dynamic factors

driving the cross section. Indeed this condition does not seem too demanding given that this

particular type of measurement error affects only the GDP variables in our cross section. To

formalize this point, let ey be the approximating value of the unobservable monthly GDP y, as

eyGDPt = yGDPt + εt = χGDPk, t + ζ
GDP
t + εt = C

GDP (L)zt + ζ
GDP
t + εt,

then to estimate consistently the common component of y, i.e. CGDP (L)zt, it is sufÞcient that

εt and zt are orthogonal at all lead and lags.

The resulting coincident indicator for the euro area is constructed over the period

1987.06 to 2000.09 and is reported in Figure 3. In order to recover the common component

of the variables, and consequently of the index, for the observations at the end of the sample,

auxiliary forecasts of the variables have been performed as described in the next section.

Being associated to the cyclical ßuctuations of the output growth rates, the index is

coherent with a growth cycle deÞnition: the cycle is identiÞed with the deviations of economic

activity from its long-term trend, identiÞed by the zero line in the Þgure. Positive value of the

indicator signal periods of growth above the long run growth rate, and the reverse for periods
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below zero. Hence the peaks (troughs) have to be interpreted as periods of maximal (minimal)

growth, that are followed by a deceleration (acceleration) in overall activity. While this kind of

deÞnition already existed in the traditional literature, it should be stressed that the procedures

embodied in the original NBER methodology were based on the �classical cycle� concept,

which focuses on ßuctuations in the absolute level of economic activity.

As a further check on the quality of our reference variable we also constructed a

coincident indicator in the NBER fashion (see Figure 7), that is by simply averaging the

common component of all the variables classiÞed as coincident. Reassuringly, the resulting

indicator displays properties similar to our reference variable, COIt, signaling the same

turning points in economic activity and amplitude of the business cycle episodes.

� The dating
The visual inspection of the coincident indicator shows that the euro area from the end of the

eighties to the year 2000 experienced four complete cycles (from peak to peak): 1988.10-

1991.12, 1992.01-1994.09, 1994.10-1997.11 and 1997.12 to now. Applying the Bry-Boschan

(1971) dating scheme to our coincident indicator obtained a dating for the European business

cycles. The average duration of expansion and recession episodes is roughly similar 17months

the former, 16 the latter. The Þrst episode at the end of the eighties concludes the long

expansion of this decade, which ends at the last months of 1988. The use of the cross sectional

information casts an interesting light on this downturn episode: the decline in the coincident

index appears in contrast with the dynamics of the original GDP variables, steadily growing

up to the mid 1990s, while the common component of other series in the panel signaled a

downturn. The recession ends with the short expansion between 1991 and early 1992, mainly

related to the German uniÞcation. The 1992.01-1994.09 episode includes in particular the

1992 currency crisis which led to strong devaluations of the Italian lira and the British sterling.

Afterwards the euro area cycle experienced two expansionary phases (1993.01-1994.09 and

1995.11-1997.11) lasting around two years each and two recessions (1994.10-1995.10 and

1997.12-1998.11) of short duration, one year each. The most recent peak occurred in the

middle of the year 2000. However, the exact timing of this episode could be affected by

some end of sample uncertainty. Differently from the US experience, which register only a

short recession at the beginning of the nineties and a continuous growth subsequently, in the

same period the euro area economy experienced four complete phases of acceleration and

deceleration of the economic activity.



30

� The countries
In Figure 4, the coincident index is compared with its national component, namely the χGDP, t
of the single countries that make up the overall index. These indicators represent the part of

national cycle that is common across the European countries, and therefore may be different

from the actual country-speciÞc one. Two general comments can be easily derived from the

visual inspection of the Þgure. First, the German component seems to lag at turning points

the other countries indicators: this can be the result both of a lower importance of the euro

area shock for the German economy and its sluggishness to adjust. Second, after 1992 and the

German uniÞcation there is some evidence of a stronger synchronization among the six euro

area economies.

To conclude this section in Figure 5, we compare our coincident indicator with the one

recently developed by the European Commission (EC) for the euro area, which exploits the

unobserved component methodology on business survey data. The Þgure reports also the three

month moving average of the growth rate of European industrial production. Quite strikingly

the EC index seems to lag both our indicator and the industrial production series.

6. Pro-counter cyclicality and lead-lag relationships

Having selected the common component of the euro area GDP as our reference

index, we examine how its ßuctuations at business cycle frequencies relate to the ones

of other variables. In particular we examine the cross correlation between the coincident

indicator and the common component of each series in the panel, Þltered over the cyclical

band, eχit. We classify a variable as being pro-cyclical (counter-cyclical) if it displays a

positive maximum (negative) correlation, corr( eχi,t−h, eχeugdp,t), with respect to the common

component of GDP, eχeugdp,t.The same cross-correlation analysis establishes a full set of lead-

lag relationships between each variable and our reference series. In particular we used the

following classiÞcation scheme. If the correlation is signiÞcantly different from zero and the

displacement of the maximal correlation is negative (positive) and greater or equal in absolute

value to three months, the variable is classiÞed as leading (lagging); a displacement between -2

and +2 months instead characterizes coincident variables. All variables with a non signiÞcant

correlation were classiÞed as uncertain. An alternative procedure commonly used in the

literature using frequency domain techniques (FLHR, AMO) consists in classifying variables

according to their phase angle with respect to the reference series, evaluated at frequency zero.
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We decided not to use this criteria to be able to handle also smoothed series such as the eχit,
i.e. series that by construction should display only very little variation at frequencies that fall

outside the cyclical band, such as zero.

6.1 Overall results

On average the dataset resulted well balanced in terms of the number of leading,

coincident and lagging variables: the median delay relative to the common component of

the euro area GDP is -1 months. Around 286 variables (36 per cent of the dataset) are found

to be leading with respect to the reference index, 286 are coincident and 222 are lagging.

About 120 series resulted to be countercylical with respect to the European GDP;20

in particular it is interesting to note that the unemployment variables for all the countries

considered (both in actual and in expected level) fall into this category. The same feature is

shared by the Þrms� assessment of stocks: this is indeed conforting because it is line with the

predictions of inventory business cycle models.

6.2 Industrial production

Industrial productions revealed a widespread pro-cyclical behaviour and, on average,

fairly good leading properties of the European business cycle: the median delay for this block

is -2 months, the variance explained by the common factors at cyclical frequencies is 27 per

cent. Nevertheless some differences emerged across countries and sectors; in particular, the

dynamics of the Spanish and French manufacturing activity appear to be in advance with

respect to the overall economic ßuctuations, whilst in Germany and in Italy most of the

industrial productions show coincident characteristics. In spite of these diversities, some

common features emerged across economies: one of these, not surprisingly, regards the sectors

involved in the manufacturing of packing materials - like pulp, paper and paper products -

which share the same leading properties area wide.

The analysis revealed that several other production activities are characterized by this

common feature, although with slightly shorter time leads with respect to the previous one.

20 The results remained substantially similar when we classiÞed variables according to their phase angle with
the reference index.
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Among these, intermediate goods and consumer durable goods productions stand out, together

with the manufacturing of motor vehicles, trailers and semi-trailers and the sectors involved in

the production of basic metals.

On the other side, some industrial activities appear to be coincident or even to lag the

overall ßuctuations. Capital goods, machinery and equipment sectors form part of the Þrst

group; in the second one, wearing apparel and dressing manufactures are included.

6.3 Producer and consumer prices

Price variables display a strong comovement within the cross section: around 40 per

cent of their variation at cyclical periodicity is explained by the Þrst two factors. On average

consumer prices in almost all countries appear to be procyclical and in phase with the

ßuctuations of our reference variable, their average displacement being of about 3 months.

In Belgium and in The Netherlands the overall indices of consumer prices and the core

components (goods excluding energy and food, and services prices) lead the European cycle of

a few months; in contrast the same items turn out to be slightly lagging in the other economies

considered. A noteworthy feature is that prices of energy products tend to be countercyclical

and leading of around two years in all countries.

Producer prices result procyclical and show an average lag of about 2 months with

respect to our coincident indicator, that is a slightly inferior time displacement than consumer

prices. Similarly to what was found for consumer prices, in Belgium they revealed to be

leading with respect to our reference variable.

6.4 Survey data

As could be expected, the European Commission business and consumers surveys were

conÞrmed to be relevant information sources for the business cycle analysis; nonetheless

attention has to be paid in interpreting the results: among them the variance explained by

common factors amounts to about 30 per cent, meaning that the signals they release are

quite noisy. The construction industry survey have leading properties in almost all European

countries, particularly in The Netherlands and in Belgium; with a lesser degree in France and

in Germany. Italy constitutes an exception: the balances of the answers given by the building
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sector Þrms generally show coincident or even lagging characteristics: the sectorial conÞdence

indicator lags 1 month the overall European economic ßuctuations.21

The manufacturing industry survey has good leading properties too and, just like the

case of the construction sector, the results coming from The Netherlands and Belgium are the

strongest in this sense: their industrial conÞdence indicators move, respectively, with a 4 and

5 months time lead. The result for Belgium in particular are in line with the common wisdom

regarding the leading properties of industrial activity in this country. ConÞrming the evidence

emerged from the industrial production analysis, the German results are on the borderline

between being either coincident or slightly leading.22 Among the questions included in the

manufacturing industry survey, the one pertaining to the short term production expectations

have the largest average time lead across different countries, wheares, as already outlined, the

assessment of stocks of Þnished products revealed a countercyclical behaviour.

The consumer conÞdence indicator has weaker leading properties than the

manufacturing one, reßecting the mixed evidence deducible from different questions; it is

homogeneously leading of about 3 months in the various countries. Beside the good time

lead characterizing the expectations on the general economic situation of the country and the

intentions of carrying out major purchases, consumers� evaluations on price trends appear to

generally lag the business cycle. The other questions reveal different properties according to

the reference country.

The retail trade survey could be analyzed only for Germany and for The Netherlands,

the time series of the other countries being not long enough to be used in the estimation of

the dynamic factor model. The results are controversial: the German sector is clearly lagging,

whilst on the whole the Dutch one appears to be leading.

6.5 Money, interest rates and exchange rates

The median delay of this block is of 3 months: 17 per cent of the variables resulted to

lead the European reference cycle, while most of them (55 per cent) are lagging.

21 It leads 6 and 5 months in The Netherlands and in Belgium, respectively, and 3 months both in Germany
and in France.

22 This feature is summarized by the conÞdence indicator which has a time lead of 2 months (4 months for
France and Italy).
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Monetary aggregates are generally classiÞed as coincident; the major exceptions are M1

in Germany and in Italy, characterized by rather long leads and anticipating the European

business cycle by 12 and 6 months respectively, and M2 in Belgium with a time lead of 10

months.

The spread between Italian long term and short term interest rates has good leading

properties too, conÞrming the results found by Altissimo et al. (2000) about the Italian

business cycle.

Finally the measures of competitiviness based on real exchange rates included in this

block generally anticipate business ßuctuations with leads ranging from 6 to 10 months.

6.6 Other variables

Variables in this block were chosen to capture particular phenomena that could help

to forecast economic activity. They are, therefore, very heterogeneous and a small part of

their variability is captured by the Þrst two dynamic factors: the explained variance is 0.24;

nonetheless 45 per cent of them are leading.

Among these, noteworthy results regard the share-price indices that lead our coincident

indicator by at least 3 months in all countries; a similar behaviour concern car and other

vehicles registrations and, not surprisingly, indicators of rail transportation of goods, for

countries where they are available.

The same leading features were displayed by some speciÞc indicators of industrial

activity: in particular the production of crude steel in Italy, Spain, Belgium and Germany

revealed a strong and positive correlation with the European cycle. Similarly, in the Italian

case, electricity consumption - whose properties have been well documented23 - is found to

have a 3 months time lead on European GDP.

Statistics on dwellings started for France, Belgium and Spain share leading features too,

while construction permits issued in Germany and Belgium resulted to be either coincident

or lagging. Commodity prices excluding food components displayed a strong pro-cyclical

behaviour, appearing in phase with the reference variable.

23 See Marchetti and Parigi (2000).
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Some stylized facts emerge also for the labour market variables: the unemployment time

series, wherever available, are clearly countercyclical and even the consumers� expectations on

future unemployment trends - gathered by the European Commission surveys - show a similar

behaviour in all countries.

Finally, it is interesting to point out that the series concerning the utilization of Wage

Supplementation Fund by Italian industrial Þrms are countercyclical and lead the European

GDP by about 2 months. This result conÞrms previous Þndings (see Altissimo et al., 2000)

and is coherent with the fact that employers resort to this Fund only during recessions. On the

other hand the percentage of overtime hours in large Italian industrial Þrms is pro-cyclical and

coincident.

7. The leading indicator

In the above section, variables have been classiÞed according to their degree of co-

movement with the common factors and their lead/lag relation with respect to the coincident

index. In particular a large number of them (more than 180) were found to have a time lead

of at least four months. This enabled us to construct a leading indicator that exploits a vast

and complex array of information on the European economies. Most importantly the dynamic

factor model suggests that the leading variables in any given period contain information on the

same common shocks that will hit the coincident series only later on and, by construction, the

coicident index too. The leading variables therefore are the natural candidates to be used in

the development of a forecast of the coincident indicator.

We decided to restrict the attention to those variables that were found to lead the

reference index by at least four months: this choice is quite conservative because it excludes

some potentially useful information coming from variables with a shorter lead. However it

ensures that the resulting leading indicator does indeed anticipate our reference index and,

most of all, its quarterly counterpart. The average time lead of the variables satisfying this

criterion was around Þve months. This time interval for the forecast should be a reasonable

approximation of a real time situation, when data is available only with a certain lag or in a

provisional form, and policy makers are interested in assessing the current cyclical position of

the economy.
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To construct the Þve steps ahead prediction, we project the coincident index Þve months

ahead on its current and past values and on simple averages of the common components of the

leading variables. This means that the leading index has to be interpreted as the forecast of the

coincident at t+ 5, given the information at time t. In Figure 4 the leading index is compared

with the coincident one. It indeed performs extremely well in forecasting the coincident index

and in anticipating turning points.

Since the calculation of the common components of the variables that make up the

coincident and the leading indicators at time time t use information beyond t (because of

the bilateral nature of the Þlters), the evaluation of the performance of our leading indicator

reported in Figure 4 is only an ex post one, in the sense that it disregards the real time situation

where part of the data is not yet available.

We takle the issue of end point adjustment, taking into account the bilaterality of the

Þlters and putting our indicator under more demanding tests, in the next section.

8. The end point adjustment

The synthetic indicatorsCOIt andLEAt obtained as linear combinations of the common

components χj,t of each variable are themselves functions of the past, present and future

observations of all the time series included in the panel. This derives from the fact that

the K (L) Þlters are bilateral. Hence, at the end of the sample these indicators cannot be

constructed unless either forecasts of the variables are available or the Þlter is transformed

from bilateral into unilateral. We resorted to the Þrst method and constructed estimates for

COIt and LEAt based on M steps ahead forecasts of their component series (in our case M

is equal to 16). This procedure does indeed exploit the lead and lag relationships established

in the construction of the business cycle indicators.

Let our sample of stationary and standardized variables be { yj,t}Tt=1where j = 1, 2, ..., n.

Having chosen a truncation lag equal to M the common component of the j − th variable is

given by

χj,t =
MX

h=−M
Kj,hyt−h(12)

where yt−h is the (n × 1) vector of variables at time t − h and Kj,h the (1 × n) weighting

vector at lag (lead) h (see 4 in section 2). At the end of the sample (more precisely from
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time T −M + 1 onwards) we no longer have the necessary observation on yt to construct our

indicators.

To build the forecasts of the y0s and χ0s, we Þrst obtained two indicators ct and lt by

taking a simple (unweighted) average of the variables previously classiÞed as coincident (CO)

or leading (LE): ct = 1
nc

P
j∈CO yt,j and lt = 1

nl

P
j∈LE yt,j, where nc and nl are the number

of coincident and leading variables, respectively. Forecasts for ct and lt (from T +1 to T +16)

were then produced using the following VARMA model:

µ
ct
lt

¶
= m+

5X
k=1

Bk

µ
ct−k
lt−k

¶
+ ηt(13)

ηt = ρηt−1 + ut

Next we run n (= 794) regressions to obtain 16 steps ahead forecasts of the original variables

exploiting the projected ct and lt indexes:

yt,j = µj +
5X
k=1

αkyj,t−k +
5X
k=0

βkct−k +
5X
k=0

γklt−k + υj,t(14)

υj,t = ρjυj,t + εj,t

Once the forecast values for �yj,T+1, �yj,T+2, ..., �yj,T+16 are available up to time T + 16, one

can construct the common component of each series (using the bilateral Þlters {Kh}16h=−16
estimated with data up to time T ), getting �χj,T−16+1, �χj,T−16+2, ..., �χj,T and the coincident

and leading indicators based on averages of these Þltered components (see COI and LEA

equations in sections 5 and 7).

This procedure can be seen as a multivariate generalization of the method usually

adopted when applying bilateral Þlters to single time series (see for example the software

TRAMO-SEATS or X12-REGARIMA for univariate seasonal adjustment). A direct

consequence of this solution is that from time T−M+1 up to time T the indicators are subject

to revisions. If revision errors are large and decrease only slowly as new data are added, then

we cannot rely on our indicators for business cycle analysis since the provisional Þgures can

experience large changes until sufÞcient new data are accumulated. Therefore what matters is

how precise are the provisional estimates and when the signal about the cyclical situation can

be considered reliable. Using information up to time T and theM -steps ahead projections - as

was just described - one obtains M provisional estimates for the indicators. Let IT/T be the
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concurrent estimator (i.e. the estimator of index I at time T based on information up to time

T, where by this we mean observations on yt process) and IT−k/T the provisional estimate for

time T − k.24 When k > M the estimator is Þnal and can be simply written as IT−k without

reference to its information content. The concurrent estimator is based on sixteen forecasted

values; as new observations are added, the provisional estimates converge to the Þnal one. It

is these process that we want to study.

To analyze the size of revision errors we run a simulation for the period 1992:12

- 1998:12 progressively increasing the sample (Þrst we considered a sample ranging from

1985:6 to 1992:12, then from 1985:6 to 1993:1 and so on)25. At each step the VARMA was

re-estimated and 16 steps ahead forecast values for ct and lt obtained. Next, on the basis of

these values, 16 steps ahead forecasts for yt were constructed from the ARX models. Finally,

using the weights estimated on the whole sample, we built the Þltered variables (χj,t ) and on

the basis of the Þltered values we constructed - for each step of the simulation - a new set of

coincident a leading indicators. Hence at each step we can compute the revision error for the

concurrent estimator It/t and the 15 provisional ones It−k/t:

rt−k/t = It−k − It−k/t(15)

with k = 1, 2, ..., 15. The simulations enabled us to evaluate the forecasting performance of the

VARMA and of the equations used to project forward the y0s (see Table 4-5) and to construct

conÞdence bounds around leading and coincident indicators, based on recorded revision errors

(see Figure 4-7).

The statistics relative to the VARMA forecasts show Theil�s U ranging from 0.8 (one step

ahead) to 0.6 (16 steps ahead) and RMSE going from 0.15-0.20 to 0.33-0.24 for the coincident

and leading index (ct and lt), respectively. The F-tests performed on the univariate ARX model

used in the projections of the y0s reveal that the indicators ct and lt enter signiÞcantly at a 95

per cent conÞdence level in more than 450 cases (at a 90 per cent level the number increases to

over 500). This notwithstanding the RMSE of forecasts are very close to those obtained with

24 Here IT−k/T stands for coiT−k/T and leaT−k/T for the coincident and the leading index respectively.

25 Since our sample has observations up to 2000:5 we stopped the simulation in 1998:12 to have a complete
set of Þnal estimates of our indicators to be compared with the provisional one.
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simple AR models with the same lag truncation.26 It is important to remark that this result have

only a limited inßuence on the Þnal revision errors, since the business cycle indicators are build

by averaging Þltered variables and the latter too imply averages of all variables. As it could

be anticipated, this aggregation process greatly reduces the forecast errors: comparing Þnal

Þltered versions of the variables (i.e. the common components χj,t−k) with their provisional

estimates �χj,t−k/t the RMSE are much lower (from 0 to 0.10, see Table 6).

The RMSE of the revision in the case of our reference coincident indicator is 0.5 for

the concurrent estimator and narrows to just above 0.01 for the �pre-Þnal� estimate (see the

Þrst panel of Figure 7). For the leading and the �NBER� coincident indicators the results are

better since they entail the averaging of a larger set of variables (see second and third panel of

Figure 7). As a Þnal step we constructed 95 per cent conÞdence bands around our indicators

for the period January 1999 to May 2000 (last available common date for the series included

in the panel). We can conclude that the large errors at the very end of the estimation period

for the reference coincident indicator should induce caution in interpreting the signal, on the

other hand the conÞdence bands appear to be much narrower in the case of the leading and

the �NBER� coincident indicator (see Figure 4-7). Hence, reading the concurrent estimate of

the reference indicator in conjunction with that of the leading and of the NBER indicators can

signiÞcantly contribute to the detection of a reliable signal even at the end of the sample.

A further check on the ability of the indicators to capture at an early time the changes

in the cyclical situation of the euro area is obtained through the analysis of their behaviour

in simulation around turning points. Results in this crucial aspect of the performance of our

indicators are encouraging. The ability to detect the turning points varies from case to case.27

In January 1993 the Þnal coincident indicator signals a trough. The turning point was detected

correctly in January with a delay of only six months; the previous estimates of the indicator

anticipated it in November 1992. This result is however reassuring since the false signal

resulted in a slight anticipation of the upturn (see Figure 8). A much better result would have

been obtained in November 1995, when the Þnal coincident indicator shows another trough.

26 This result might imply that there is room to improve our forecasting by considering a Þner distinction of
indicators and a better model to forecast them prior to their use in the ARX models. Tables with detailed results
from the simulations are available upon request.

27 We analysed the upturn in activity in early 1993, the slowdown in september 1994, the upturn in november
1995 and the slowdown at the end of 1997.
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In this case since the very beginning, preliminary estimates correctly anticipated the upturn

(see Figure 9). In general, at the other turning points episodes the provisional estimator of the

coincident indicator had a performance that lies between the two extremes just discussed.

9. Conclusions

In the present paper we use a well deÞned statistical model (the Generalised Dynamic

Factor Model) to analyze a large cross section of macroeconomic variables for the main

European countries and to identify common cyclical movements in the euro area.

An important by-product of the present work is the construction of a large databank

containing monthly series for a wide set of economic phenomena regarding the major euro

area countries. These series were not only collected from many different sources (up to now

no euro area databank exits with a coverage comparable to those available for the US) but

also selected according to criteria of �minimum harmonization� to guarantee cross-country

comparability.

We constructed a coincident and a leading business cycle indicator for the euro area

retaining the basic NBER idea of exploiting a large set of data while providing a rigorous

foundation to the method. Our business cycle indicators are build on the basis of monthly

data. In particular the euro area reference cycle (or coincident indicator) is based on the

weighted average of the common components of GDPs of the main six euro area countries,

which, though the GDP is observed quarterly, we can consistently estimate at monthly level

by exploiting the cross sectional information. This is an absolute novelty with respect to the

existing literature, that is mainly concerned with quarterly data. The comparative advantage

connected to the use of higher frequency statistics is that they are available with a much shorter

delay (for instance, monthly Þgures for industrial production and prices are generally available

within two months, whereas national account data are usually disseminated with a delay of 3

to 5 months).

Our monthly business cycle coincident indicator (available for the period 1985-2000)

reveals that four major cyclical episodes affected the euro area since the end of the eighties.

This is a striking difference with respect to the US economy, that over the same period

was affected only by a minor recession (in 1990-91) followed by 9 years of uninterrupted

expansion.
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We also show that, overall, our coincident index has a better performance with respect

to other indicators available for the euro area, like the one published by the European

Commission. In particular it provides a sharper signal and regularly anticipates the cyclical

turning points with respect to the EC index allowing an earlier detection of the changes in

growth prospects.

The methodology adopted allows us to study in a coherent way all the variables included

in our panel (almost 800), isolating those showing leading properties with respect to the

business cycle from those that are coincident or lagging. Some interesting patterns do show up.

The industrial production seems to be coincident or marginally leading, while some particular

sectors (pulp & paper and chemical) present systematic leading properties across Europe. As

could be expected, the European Commission business and consumers surveys were conÞrmed

to be relevant information sources for the business cycle analysis; nonetheless attention has to

be paid in interpreting the results, given that the signals they release are quite noisy. Our

Þnding conÞrms the common wisdom concerning leading properties of the belgian production

surveys, although this property is not shared by the belgian industrial production. Production

and consumer prices share a lot of commonality with the aggregate cycle and are coincident

or lagging it.

A leading index was constructed as simple average of the common components of those

variables having a lead of at least Þve months. Therefore a Þve steps ahead forecast of the

coincident indicator can be derived from the leading one. The in-sample Þt of these forecast

is very good and well anticipates turning points. However the current (i.e. end of the sample)

estimates of the indexes can be unreliable since they are partly based on forecast values. As

new information becomes available, the indexes can be subject to large revisions. On the

other hand it is exactly at the end of the sample that one mostly needs advice. Therefore we

performed an in-sample exercise to derive a robustness check of the conclusions that can be

reached on the basis of current (end of the sample) estimates of the indexes. This exercise

proved that the error associated with the preliminary estimates of the indicators decreases

rapidly as new information becomes available, furthermore especially for the leading index, it

does not appear to affect the current estimates in a measure that would prevent their use at the

end of the sample.
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When the present exercise was started, data up to may 2000 were available. The

indication derived from our coincident and leading indexes pointed to a slowdown in the

economic activity in the euro area in the second half of 2000.



Appendix A: The dataset

This appendix describes the principal guidelines followed setting up the database and,

in particular, each of the blocks into which it has been split. As already noticed in Section

3.1, the general strategy adopted was to collect data for most recent years from Eurostat and

the European Commission, whenever they were available: these sources should grant a proper

statistical harmonization across countries for the information released. Nevertheless, many

other international sources and national institutions were consulted in order to construct a

dataset that gives comprehensively account of the economic phenomena emerging from the

largest European countries (see Table 1 for details); in these cases attention was paid to

gather data of homogeneous quality. Finally the database has been organized in a way that

allows monthly updates of all the time series held therein: this is obviously a foundamental

requirement in view of monthly releases of the cyclical indicators built upon it.

The trading days and seasonally adjusted series on Industrial Production were extracted

from the Eurostat database, organized according to the Nace Rev. 1 classiÞcation method and

generally covering a sufÞciently long time span. Nevertheless in some cases earlier data were

collected from the OECD database, responding to the ISIC classiÞcation; the Eurostat time

series were then linked backward trying to match deÞnitions and disaggregations as closely as

possible. In spite of this, most industrial production time series for The Netherlands and for

Belgium start early in the nineties and therefore cannot be used to perform the dynamic factor

model estimation.

For producer prices we replicated the sectoral breakdown used for industrial production

(NACE Rev.1); in doing this we resorted to the Eurostat database on PPIs and on some national

sources, such as ISTAT for Italy and INSEE for France. Consumer price series are the result

of a link between the most recent HICP data available from Eurostat, starting in 1995, and a

combination of earlier data from either the main economic indicators database of the OECD,

or national statistical institutes (ISTAT, INSEE) and Datastream.

The monetary block includes various deÞnitions of money aggregates (M1, M2 and

M3) for the largest European economies; besides this, an ample variety of interest rates

was gathered covering both short and long term government bonds, bank deposits and bank
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loans. When available, some spreads between interest rates were included too, especially

for the Italian economy. Effective exchange rates were also collected for all of the countries

considered, both in real and in nominal terms. The main sources consulted for the variables

belonging to this block are the BIS (Bank of International Settlements), the ESCB and some

national institutions.

Harmonizing the data collected by national sources, the European Commission monthly

provides seasonally adjusted business and households surveys results, both for the Euro

Area and for each member country. Constructions, retail trade and manufacturing sectors

are investigated and the Economic Sentiment indicator is obtained to synthesise the overall

business climate. Time series reporting balances of the answers start in the mid eighties

and are regularly updated; some of them regard questions addressed quarterly to economic

agents and are therefore not exploited in the present work. National institutions (e.g. IFO for

Germany, INSEE for France, ISAE for Italy etc.) surveys datasets cover longer time spans and

a deeper disaggregation level of economic activities; for these reasons they were included in

our database too, in addition to those provided by the European Commission.

Relevant business cycle information can be extracted from data that are not classiÞable

among the previously described sets of time series. A further group was consequently

formed containing a miscellanea collection of variables concerning many different economic

phenomena, such as passenger car and other vehicles registrations, new companies formation,

declarations of bankruptcy, share-price indexes, orders, turnovers, construction permits, rail

transportations of passengers and goods and many others. Due to the particular nature of this

variables, it was not always possible to collect them for each country; as a consequence, this

set of series is not perfectly balanced but, nonetheless, revealed to be useful.

It has been particularly difÞcult to obtain Labour market variables satisfying the

requirements listed in Section 3.1 and needed to the estimation of the model. OECD and

BIS databases were consulted, obtaining sufÞciently exhaustive information concerning the

unemployment in all European countries. Although with a lesser detail, time series on wages

and unit labour costs were found, whilst very few information about vacancies are available.

Finally, exports and imports time series - especially regarding consumer, intermediate

and capital goods - were extracted from BIS and OECD datasets to constitute the Trade block.



Appendix B: The construction of the indicators

This appendix presents the steps followed in the construction of the business cycle

indicators, illustrating the practical solutions adopted in the implementation of the FHLR

method.28 The derivation of the indicators is based on the theoretical model presented in

Section 2, whose notation is maintained also here; the derivation can be split in the following

steps:

1. Preparation of the dataset and stationary transformation of the time series

The Þrst step has been already detailed in the main text and in appendix 1, therefore

here we only recall the fact that all series have been seasonally adjusted, corrected for the

presence of outliers and transformed to induce stationarity when necessary. Finally each time

series has been demeaned and divided by its standard deviation to prevent scale effects on the

measurement of the inßuence of the series on the cycle. Thus one obtains an n-dimensional

(n = 794) jointly stationary vector stochastic process yt, of which a sample of length T = 180

is observed.

2. Estimation of the spectral matrix of the cross section

The estimation of its (n× n) spectral matrix Σy is accomplished by computing Þrst the

covariance matrices Γk of the process yt up to lag M and deriving then the matrices bΣy (θj)
for some θj ∈ [0; π] via Fourier transform:

Γk =
1

T − k
TX
t=k

(yt − ȳ) (yt−k − ȳ) for k = 0, 1, 2, ...,M (B1)

28 The actual computations have been performed with a FORTRAN routine that follows almost exactly steps
2 to 5 of this appendix, calling two programs from the NAG library, one for the eigenvalue problem of step 3 (NAG
f02haf) the other for the integration required in the Fourier inverse transformation as explained in step 5 (NAG
d01gas). Programming in FORTRAN proved to be a key improvement since the FORTRAN code dramatically
reduced the CPU time and memory requirements with respect to the other programs previously developed (in
MatLab and in Speakeasy), running more then 10 times faster. The time required to perform the entire exercise
on 800 variables, with 16 lags in computing correlation and spectral matrices and 101 points in the [−π;π]
interval is about 1 hour on a 400Mhz PENTIUM with 240Mb of RAM.
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where ȳ = 1
T

PT
t=1 yt and Γ−k equals Γ0k. The spectral matrix at frequency θj is:

�Σy (θj) =
1

2π

MX
k=−M

wk · Γk · e−iθjk where j = −ns, ..., 0, ..., ns (B2)

where wk = 1− |k|
M+1

(Bartlett�s window). Consistent estimation ofΣ(θs) is ensured, provided

that M(T ) → ∞ and M(T )/T → 0, as T → ∞. �Σy is evaluated at 101 equally spaced

frequencies in the interval [−π, π] i.e. θj = 2πj
100

.

The choice of the truncation lag for the estimation of the covariances and therefore of the

spectral matrix proved to be critical; we opted for a truncation lag, M = 16 . FHLR

(2000) propose a simulation based rule of thumb for M , setting it equal to integer part of
√
T
4

; their simulations involve simple AR and MA processes that are a reasonable benchmark

for quarterly data but does not seem to the satisfactory in the case of monthly data.

Another discretionary element of the procedure is the number of points in the [−π, π] interval

in which the Σy is evaluted. In principle one can compute the spectral matrix for any number

of points in the interval. Our choice was guided by the need for a sufÞcient basis to evaluate the

spectra at business cycle frequencies (with 51 points in the interval [0; π] there are 7 frequencies

implying periodicity greater than 14 months, with quarterly data 20 points would sufÞce to

have 7 frequencies at periodicity greater than 5 quarters).

3. Choice of the number of common factors and estimation of the corresponding dynamic
principal components

The choice of the number of common factors (dynamic principal components)

responsible for the comovement of the series is based on the amount of variance that they

explain at cyclical frequencies and on their behaviour as n increases. For each frequency θj
the spectral density matrix, being positive semi- deÞnite, can be factorized as:

�Σy (θj) = U (θj) · Λ (θj) · U∗ (θj) (B3)

where U (θj) is the (n× n) matrix of eigenvectors (and U∗ (θj) its conjugate transpose so

that U (θj) · U∗ (θj) = I) and Λ (θj) is the diagonal matrix containing the n eigenvalues in
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descending order (i.e. λ1 (θj) ≥ λ2 (θj) ≥ ... ≥ λn (θj)).29 The Þrst q dynamic principal

components are then obtained as combinations of the leads and lags of the variables yt with

weights based on the Þrst q eigenvectors. Letting p1 (θj) = u∗1 (θj) be the Þrst eigenvector of

dimension n×1, the weights p1 (L) for the Þrst dynamic principal component f1t are computed

through the inverse Fourier transform of p1 (θj):

f1t =p
1 (L)
(1×n)

·yt =
KX

k=−K
p1k
(1×n)

yt−k =
nX
j=1

KX
k=−K

p1j,k y j,t−k, (B4)

where the weight on the j-th variable at lag k is given by:

p1j,k =

Z π

−π
eiθkp1j (θ) dθ. (B5)

and the size of the bilateral Þlter is K. The integration in (16) has not been performed on

the entire interval [−π; π], but on the sub-interval of frequencies corresponding to cyclical

periodicity, i.e. 14 to 120 months. The above numerical integration has been performed using

a fourth order polynomial between a grid of points of the interval of integration and provides

optimal treatment of the end-points.30

4. Cleaning the data (isolating the part of the data variation explained by the factors)

To isolate the total variation explained by the factors, the variables are projected on the

past, present and future of the dynamic principal components. It is possible to prove that, if the

variable is projected on the common factors, the polynomial term can be expressed in function

of the eigenvectors and the common component χj,t of the j-th variable (being q = 2) is given

by:

χj,t = p1j (F ) f1,t + p
2
j (F ) f2,t (B6)

= p1j (F ) p
1 (L) yt + p

2
j (F ) p

2 (L) yt

= K2
j (L) yt

29 The eigenvalue problem at each frequency ωj has been solved by calling the NAG subroutine f02haf.

30 In our procedure this integration is performed via the NAG d01gas.
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with polynomials in the lag operator obtained by Fourier inversion (on the cyclical band) of the

Þrst two eigenvectors of the spectral matrix. It is worth noting that the common components

χj,t are a combination of past, present and future values of the factors f1,t and f2,t The weights

in (16) and those in the last expression of (16) are linked by a reverse relation: the common

component of the j-th variable, χj,t, loads the k-th lag of the Þrst common factor with weight

p1j,−k while the Þrst common factors, f1,t, loads the k-th lag of variable yj,t with weight p1j,k.

5. Construction of the coincident indicator - COI

The coincident indicator is the weighted average of the common componets of the GDP

of the six major countires, where the weights (PPP at the base year) are 0.37, 0.23, 0.19, 0.09,

0.07 and 0.05 for Germany, Franch, Italy, Spain, The Netherland and Belgium.

6. DeÞnition of the pro- or counter- cyclicality of each variable and classiÞcation of the
variables according to the time lead/lag properties with respect to the coincident indicator.

The classiÞcation of the �cleaned� variables as pro- or counter- cyclical is based on

the computation of their maximum correlation with the coincident indicator COI (i.e. the

weighted average of the common components of the GDP�s). A positive sign is interpreted as

procyclical behaviour, a negative sign as counter cyclical bahaviour. Next, the lead and lag

relationships of the χ0s w.r.t. COI are established based on the displacment of the maximal

correlation (the time lead or alg at which the correlation is maximized).

7. Construction of the indicators

Finally the leading indicator LEAt is obtained as a simple average of the common

components of the variables classiÞed as leading. The indicator LCOIt is instead obtained

by regressing the coincident indicator on LEAt and on itself using the following equation:

LCOIt = c+
8X
j=5

ajCOIt−5−j +
9X
j=5

bjLEAt−5−j + εt

where the starting and truncation lags have been chosen on the basis of the goodness of Þt of

the equation.



Tables and Figures

��������	
���������	
���������	
���������	
�

��
�����
���
�����
���
�����
���
�����
�

��
��������
��������
��������
������

������������������������

�
��������
��������
��������
�������

������������������������

�
�������
�������
�������
������

������	���������	���������	���������	���

���������������������������� ��	����	����	����	�� �	�
��	�
��	�
��	�
� ������������������������

�	��	�
���	��	�
���	��	�
���	��	�
��

��
������
������
������
����
Eurostat, 

OECD
Eurostat

Eurostat, 
OECD

ECB,      
BIS

European 
Commission, 
Datastream

BIS, 
OECD

BIS, 
OECD

BIS, OECD, 
Datastream

 �	��� �	��� �	��� �	���

Eurostat, 
OECD

Eurostat Eurostat, 
OECD ECB,      

BIS

European 
Commission, 

Insee

BIS, 
OECD

BIS, 
OECD

BIS, OECD, 
Datastream

!���	��!���	��!���	��!���	��

Eurostat, 
OECD

Eurostat Eurostat, 
OECD ECB,      

BIS

European 
Commission, 

Ifo

BIS, 
OECD

BIS, 
OECD

BIS, OECD, 
Datastream

��	
���	
���	
���	
�

Eurostat, 
Istat

Eurostat, 
Istat

Eurostat, 
Istat ECB,      

BIS

European 
Commission, 

Isae

BIS, 
OECD

BIS, 
OECD

BIS, OECD, 
Datastream

����������������

"�����
	���"�����
	���"�����
	���"�����
	���

Eurostat, 
OECD

Eurostat Eurostat, 
OECD ECB,      

BIS

European 
Commission, 
Datastream

BIS, 
OECD

BIS, 
OECD

BIS, OECD, 
Datastream

�#	���#	���#	���#	��

Eurostat, 
OECD

Eurostat Eurostat, 
OECD ECB,      

BIS

European 
Commission, 
Datastream

BIS, 
OECD

BIS, 
OECD

BIS, OECD, 
Datastream

������������������������

�
��������
��������
��������
�������

 OECD  OECD  OECD  OECD  OECD  OECD  OECD BIS, OECD, 
Datastream, 

IMF

Country

Block

Table 1 - Data sources

��������������������
���	
��
������	
��
������	
��
������	
��
���

����	��
������	��
������	��
������	��
��

����	��������	��������	��������	����

��
��
��
��
��
��
��
��


���
	�������
	�������
	�������
	����

��
��
��
��
��
��
��
��


��������������������������������

���������
���������
���������
���������

�	����
�	����
�	����
�	����
 �������������������� ��������������������

������������������������

���
����
���
����
���
����
���
����


 	������!� 	������!� 	������!� 	������!�

��
"
������
"
������
"
������
"
����

���
����
���
����
���
����
���
����


200 100 80 130 600 60 80 150

#
����$���
��#
����$���
��#
����$���
��#
����$���
�� 144 95 36 147 170 35 45 122

Table 2 - Composition of the data set



������������������������������������

	�
��	�
��	�
��	�
��

��
����
����
����
�� ��
�����
������
�����
������
�����
������
�����
����

% 

������������������������������������

	�
��	�
��	�
��	�
��

��
����
����
����
�� ��
�����
������
�����
������
�����
������
�����
����

% 

������������������������������������

	�
��	�
��	�
��	�
��

��
����
����
����
�� ��
�����
������
�����
������
�����
������
�����
����% ������������������������������������

	�
��	�
��	�
��	�
��

��
����
����
����
��

��������	
���������	
���������	
���������	
�

��
�����
���
�����
���
�����
���
�����
�
0.27 -2 49 0.32 -4 37 0.3 -1 14 0.13 7.5

��
��������
��������
��������
������

������������������������
0.43 2 13 0.27 -8 42 0.46 0 45 0.45 7

�
��������
��������
��������
�������

������������������������
0.41 3 27 0.27 -8 23 0.32 0 50 0.61 10

�
������������
������������
������������
�����������

�	����	����	����	���
0.4 3 17 0.38 -8 28 0.36 -1 55 0.42 6

���������������������������� 0.33 -3 53 0.37 -4 36 0.34 -2 11 0.19 6

��	����	����	����	�� 0.18 -2 43 0.15 -3 20 0.31 -2 37 0.13 11

�	�
��	�
��	�
��	�
� 0.56 0 20 0.3 -5 60 0.58 0 20 0.43 4

�������	���������	���������	���������	�� 0.24 -2 45 0.25 -5 34 0.23 1 22 0.24 9

�

�

�

�

 0.34 -1.0 36 0.3 -5.7 36 0.39 -0.6 28 0.34 7.6

�

��

��

��

� ��	�������	�������	�������	����� �
���������
���������
���������
�������� �	������	������	������	�����

Country

Block
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Table 4 - Forecast performance of the VARMA model
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Table 6 - common components (χ0s )
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Figure 7 - 95% ConÞdence bounds
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