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Abstract 
 
This paper examines the demand and supply shocks observed in the present Eurozone 
member states and those observed in some neighboring countries. The analysis is based on 
recent data and each Eurozone member country is compared with an aggregate series 
corresponding to an area made up of the entire Eurozone minus the country being compared. 
The results of the study confirm that, even when the series are corrected by removing the 
country being compared, the disturbances observed in large Eurozone countries are well 
correlated with the disturbances observed in other Eurozone member countries. 
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1. Introduction 
 

The ten countries, which entered the European Union on the 1st of May 2004, are 
expected to adopt the Euro when they will be ready to do so. While the new member 
states seemed enthusiastic about the possibility to enter in the Euro area once they joined 
the European Union, the International Herald Tribune reported recently that currently 
“Euro is losing its sparkle among new EU members”.1  
 
Why did some countries decide to enter in the Euro area while others preferred not to 
enter? Why did some EU15 member countries (Denmark, Sweden and the United 
Kingdom) decide to stay out? Why did some Italian ministers complain, in June 2005, 
about the previous decision to join EMU?2 What will be the future attitudes of the new 
EU member states with respect to the promptness of their Euro adoption?  
 
On the 16th of June, the European Council officially welcomed the Commission's 
proposal that Slovenia should adopt the Euro on 1 January 2007 as Slovenia fulfilled all 
the convergence criteria set out in the Treaty.3  

A report on the practical preparations for the future enlargement of the Euro area, 
published in June 2006 by the European Commission, summarizes the preparation 
process in the other new European member states.4 Initially, the target date of entry in the 
Euro zone for Estonia and Lithuania was fixed on 1 January 2007. But the Estonian 
government decided on 27 April 2006 to postpone its target date to 1 January 2008 as it 
became apparent that Estonia would not be able to comply with the Maastricht 
convergence criteria in time. In Lithuania, the Commission's Convergence Report, which 
was adopted on 16 May 2006, concluded that the inflation target of the Maastricht 
criteria was not fulfilled. Consequently, the Euro will not be introduced in Lithuania on 
the date which was originally aimed at by the government. Cyprus, Latvia and Malta 
planned initially to adopt the Euro on 1 January 2008, the Slovak Republic on 1 January 
2009, the Czech Republic and Hungary on 1 January 2010. The target dates of these 
countries are unchanged. Finally, Poland has not yet decided to adopt the Euro.  

It is important to underline that national target dates are objectives fixed by the national 
governments, while the final decisions on entry in the Euro zone are taken by the 
Council, meeting at Head of State and Government level. The latter reaches a decision 
after examining the convergence reports submitted by the Commission and the European 
Central Bank and consulting the European Parliament. It decides, on a qualified-majority 
basis and on a proposal from the Commission, which Member States meet the necessary 
conditions to adopt the single currency on the basis of the criteria laid down in Article 
121. Once this decision has been taken, the Council sets the irrevocable conversion rate 
between the national currency in question and the Euro. This decision is taken 

                                                 
1 Cf. The International Herald Tribune on Tuesday February 14, 2006. 
2 In June 2005, two Italian Ministers cast doubt on Italy keeping the Euro, and called for the return of the 
lira. 
3 Actually, the decision on the entry of the new EU member states into the Euro zone is based on the 
fulfillment of the convergence criteria. These criteria, often named the Maastricht criteria, which are the 
same as those which were applied to decide on the accession of the current Euro zone member states, are 
presented in Article 121(1) of the Treaty establishing the European Community. 
4 See http://ec.europa.eu/economy_finance/euro/documents/comm2006_322final_en.pdf  
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unanimously by those Member States which have adopted the Euro and the Member 
State in question.5  

 
The Optimum Currency Area (OCA) is a natural starting point to analyze the rumors of 
leaving a monetary union or the issue of joining it. This strand of literature develops the 
criteria that should be respected when countries or regions decide to share the same 
currency. The symmetry of the disturbances striking economies (or regions) is one of the 
criteria highlighted by the OCA theory. This theory arose in the 1960s and generated a 
broad strand of literature which highlighted the conditions that would have to be fulfilled 
in order to determine whether a country (or a region) should join a currency area or not. 
This literature has been built on the seminal work of Mundell (1961), who was a pioneer 
in this area.6 More recently, Bayoumi (1994) presented a model of optimal currency areas 
with microeconomic foundations to support Mundell’s original thesis. In this work, he 
stressed that the conditions for an OCA are that members of the currency union should 
experience symmetric shocks. This is due to the fact that, in participating in a monetary 
union, the member countries relinquish their ability to determine their own monetary 
policy. In a monetary union, a single monetary policy is defined for the whole currency 
union by a common central bank. When asymmetric disturbances strike the member 
countries, a common monetary policy cannot be used as an adjustment mechanism, 
whereas if the countries had not been in a monetary union, each country would have been 
free to use its national monetary policy to adjust to the asymmetric disturbance. For 
instance, a loose monetary policy would reduce the decline in output in a country 
affected by a negative demand shock, a tight monetary policy would reduce the increase 
in prices in a country affected by a negative supply shock and a tight monetary policy 
would reduce the price rise in a country struck by a positive demand shock. Whereas in a 
currency union, a single monetary policy cannot adjust to disturbances that differently 
affect the prices or output of the member countries.  
 
Optimum currency area theory stresses that a group of countries hit by asymmetric 
disturbances could nevertheless optimally form a currency area when possible alternative 
adjustment mechanisms exist in those countries. However, in the absence of alternative 
adjustment mechanisms, countries (or regions) may still optimally form a currency area if 
the disturbances striking them tend to be symmetric. This means that countries that are 
subject to similar economic cycles and shocks can share the same monetary policy and 
use the same currency.7  
 
The criterion of the symmetry of shocks will be the recurrent theme of this paper whose 
the main overall content is the measure of demand and supply shocks observed in the 
actual Euro area member countries and in several neighboring countries.  
 
Nevertheless, before going further, it is important to stress two important points. Firstly, 
countries belonging to a monetary union should rely on other shock absorber 

                                                 
5 The complete procedure can be found on http://europa.eu/scadplus/leg/en/lvb/l25066.htm  
6 A recent survey of the OCA theory can be found in Mongelli (2002) and in De Grauwe (2003a). 
7 This does not mean that countries struck by similar shocks will necessarily share the same currency. But 
in the event of symmetric shocks, such countries could share the same currency without problems because 
a single monetary policy would adjust in a similar way to the disturbances simultaneously striking the 
countries. 
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mechanisms, as currency unions may suffer at times from asymmetric shocks. 
Consequently, in reading the pages below, it is important to keep in mind that the 
detection of some asymmetries among countries participating or planning to participate 
in a currency area does not necessarily mean that this currency area is not viable as 
shocks can also be absorbed by other adjustment mechanisms. In fact, the detection of 
symmetric shocks simply means that the common monetary policy will be able to absorb 
these symmetric shocks and that the cost of relinquishing the exchange rate is rather low. 
Secondly, when countries are struck by identical shocks, exchange rate adjustment is not 
the appropriate response as these countries will try to simultaneously modify their 
exchange rate in the same way which is unsuccessful. Moreover, one could a priori 
believe that enlargement will lead to an increase in the occurrence of asymmetric shocks 
inside the EU. A rationale for this fear could be based on the following reasoning: let us 
assume that a currency area is made up of 2 countries and that each country could be 
either in a state of expansion or in a state of recession. This means that 4 combinations of 
states could be observed and that half of these combinations are asymmetric. Let us now 
assume that a currency area is made up of 12 countries. Then applying the same 
reasoning, 4,096 combinations of states could be observed with 4,094 of them 
asymmetric for at least one country. Finally, if the currency area is made up of 25 
countries, 33,554,432 combinations of states could be observed with 33,554,430 which 
are asymmetric for at least one country. According to this reasoning, each new accession 
in the Euro zone could jeopardize the stability of the European monetary union because 
an undifferentiated monetary policy will not be suitable for all its members. Of course, 
this presentation of the occurrence of asymmetric shocks is too simple because it 
completely ignores the possibility to use national budgetary policies to adjust the shocks8 
and the size of those asymmetries. It is, therefore, important to determine whether 
European countries are affected by similar disturbances or not. Hence, the rest of this 
paper is devoted to this issue.  
 
Several studies have been devoted to the analysis of the similarities in the disturbances 
affecting European countries. Those studies started at the beginning of the 1990s, when 
the debates about the creation of the European Monetary Union were launched9 (see, for 
example, Bayoumi and Eichengreen (1992); Funke (1997); Ballabriga et al. (1999); and 
Altavilla (2004)). More recently, due to the enlargement of the EU and the possible 
future extension of the Euro zone to the new entrants, the same kind of analyses has been 
performed including the new EU member states (Boone and Maurel (1999); Korhonen 
and Fidrmuc (2001); Fidrmuc and Korhonen (2003); De Grauwe (2003b); Frenkel and 
Nickel (2005a) and (2005b)). Fidrmuc and Korhonen (2006) also present a meta-analysis 
of studies of the business cycle correlation between the Euro area and the Ceecs. 
 
Although some studies on this issue have already been undertaken, it is important to 
continue to investigate this topic with different kinds of data or with different 
methodologies in order to confirm the robustness of the results. This is why, in this 

                                                 
8 Of course, in the Euro zone, national budget policies are straitjacketed by the stability and growth pact, 
but in the new version of the pact a breach of the 3% deficit rule should be tolerated in the event of a 
decline in output growth. 
9 Of course, this kind of analysis has also been applied to other groups of countries.  See for example 
Bayoumi and Eichengreen (1994), Bayoumi et al. (1999), Bayoumi and Mauro (2001), or Wyplosz (2001), 
Zhang and Wan (2005). 
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paper, this issue is examined by applying the Bayoumi and Eichengreen methodology10 
to recent data. In fact, the papers cited above, focusing on the future enlargement of the 
Euro zone, are based on data which are, in all cases, prior to 2002. 
 
 
The main goal of this paper is to compare the shocks observed in the current Euro zone 
with the shocks observed in the other EU member states and in some neighboring 
countries. Of course, as mentioned above, the decision on the entry of the new EU 
member states into the Euro zone will be based on the fulfillment of the convergence 
criteria, as it was the case for Slovenia. These criteria are presented in Article 121(1) of 
the Treaty establishing the European Community and were also applied to decide on the 
accession of the current Euro zone member states. Nevertheless, for the reasons 
mentioned above, it is still interesting to examine whether the shocks striking these 
countries have been similar to those observed in the Euro zone. 
 
 
The structure of the paper will be as follows: The Bayoumi and Eichengreen 
methodology, which has been used in this paper to measure demand and supply shocks 
hitting the Euro zone and the neighboring countries, is explained in section 2. Data are 
described in section 3. The similarities in contemporaneous correlations of demand and 
supply disturbances hitting the Euro zone member countries and their neighbors are 
presented in section 4. Finally, the conclusion is presented in section 5. 
 
2. Description of the methodology 
 
The Bayoumi and Eichengreen methodology (which is based on the Blanchard and Quah 
methodology) allows the economic shocks to be decomposed into supply and demand 
shocks.  
 
This methodology is based on the AD-AS model. The aggregate demand curve (labeled 
AD) is downward sloping in the price output plane, the short run aggregate supply curve 
(SRAS) is upward sloping and the long run supply curve (LRAS) is vertical as depicted 
in Figure 1.  

 
 
 

                                                 
10 Which was already applied in some of the papers mentioned above. 
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     Figure 1 
 
 
Economic textbooks usually offer a detailed description of this model.  
 
In this AD-AS model, supply shocks result in permanent changes in output while demand 
shocks have no long run effect on output. Moreover, demand and supply shocks have 
different effects on prices: positive demand shocks raise prices while positive supply 
shocks reduce them.  
 
It is possible to identify these two types of shocks and their dynamic effects on output 
and prices with the help of a structural vector auto-regression model. The Bayoumi and 
Eichengreen approach determines two kinds of perturbations: shocks that affect the 
demand curve (for example, due to monetary or fiscal policy changes, or even due to 
modifications in consumer behavior) and shocks that affect the supply curve (for 
example, technological change). This methodology extracts from price and output data 
the underlying demand and supply shocks. Once those supply and demand shocks have 
been computed for each country, their correlation with the supply and demand of the 
Euro zone can be measured.  
 
Using a VAR, it is possible to decompose permanent and temporary shocks to a variable. 
Blanchard and Quah (1989) propose a bi-variate vector autoregressive procedure to 
separate the current shocks striking output and prices from their dynamic responses to 
previous shocks. The Bayoumi and Eichengreen methodology is based on the Blanchard 
and Quah decomposition and assumes that this supply and demand model can be 
represented by an infinite moving average representation: 
 

11,0 12,0 d,t 11,1 12,1 d,t 1 11,n 12,n d,t nt 10

21,0 22,0 s,t 21,1 22,1 s,t 1 21,n 22,n s,t nt 20

b b b b b by b
... ...

b b b b b bp b
− −

− −

ε ε εΔ ⎛ ⎞⎛ ⎞ ⎛ ⎞⎛ ⎞ ⎛ ⎞⎛ ⎞⎛ ⎞ ⎛ ⎞
= + + + + +⎜ ⎟⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟⎜ ⎟⎜ ⎟ ⎜ ⎟ ε ε εΔ⎝ ⎠ ⎝ ⎠ ⎝ ⎠⎝ ⎠ ⎝ ⎠⎝ ⎠ ⎝ ⎠⎝ ⎠

 

 



 7

Where tyΔ  is the rate of growth of industrial production, tpΔ  is the rate of growth of the 
consumer price index, and d,tε  and s,tε  are independent demand and supply shocks, each 
with a zero mean and a constant variance.  
 
Using the lag operator L and assuming that  
 

11,i 12,i
i

21,i 22,i

b b
B

b b
⎡ ⎤

= ⎢ ⎥
⎣ ⎦

, this infinite moving average process can also be written as:  

 
d,tt 10 i

i
i 0 s,tt 20

y b
LB

p b

∞

=

εΔ ⎡ ⎤⎡ ⎤ ⎡ ⎤
= + ⎢ ⎥⎢ ⎥ ⎢ ⎥ εΔ⎣ ⎦ ⎣ ⎦ ⎣ ⎦

∑ .  

 
Moreover, as in the traditional supply and demand model usually described in economic 
textbooks, demand shocks only have a temporary effect on output, Bayoumi and 
Eichengreen introduce a long term restriction into their VAR:  

they consider that 11,i d,t i
i 0

b 0
∞

−
=

ε =∑ . 

 
Since these demand and supply shocks are not observed, the purpose of this methodology 
is to find a way to recover them from the VAR estimation. 
 
Then the following VAR representations11 are estimated: 
 

yt11,1 12,1 11,2 12,2t 10 t 1 t 2

pt21,1 22,1 21,2 22,2t 20 t 1 t 2

ey y y
...

ep p p
− −

− −

χ χ χ χΔ χ Δ Δ ⎛ ⎞⎛ ⎞ ⎛ ⎞⎛ ⎞ ⎛ ⎞ ⎛ ⎞ ⎛ ⎞
= + + + + ⎜ ⎟⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟ ⎜ ⎟ ⎜ ⎟χ χ χ χΔ χ Δ Δ⎝ ⎠ ⎝ ⎠ ⎝ ⎠ ⎝ ⎠⎝ ⎠ ⎝ ⎠ ⎝ ⎠

 

 
Blanchard and Quah (1989) have shown that the VAR residuals are composites of the 
pure shocks. In fact, the VAR residuals are the one-step ahead forecast error: 
 

d,t

s,t

e
e
⎡ ⎤
⎢ ⎥
⎣ ⎦

= t

t

y
p

Δ⎡ ⎤
⎢ ⎥Δ⎣ ⎦

- t
t 1

t

y
E

p−

Δ⎡ ⎤
⎢ ⎥Δ⎣ ⎦

.  

From the bivariate moving average process, this can be written d,t

s,t

e
e
⎡ ⎤
⎢ ⎥
⎣ ⎦

= d,t
0

s,t

B
ε⎡ ⎤
⎢ ⎥ε⎣ ⎦

. 

Consequently, d,t d,t '
d,t s,t 0 d,t s,t 0

s,t s,t

e
e e B B

e
ε⎡ ⎤ ⎡ ⎤

⎡ ⎤ ⎡ ⎤= ε ε⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦ε⎣ ⎦ ⎣ ⎦
,which can also be written as:  

 
d,t d,t s,t d,t d,t s,t '

0 0
d,t s,t s,t d,t s,t s,t

var(e ) cov(e ,e ) var( ) cov( , )
B B

cov(e ,e ) var(e ) cov( , ) var( )
ε ε ε⎡ ⎤ ⎡ ⎤

=⎢ ⎥ ⎢ ⎥ε ε ε⎣ ⎦ ⎣ ⎦
. 

 

                                                 
11 Note that data used in the analysis presented in sections 3 and 4 are not seasonally adjusted, seasonal 
dummies were introduced in the VAR estimations.  
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If the four elements of B0 can be identified, it is possible to recover the supply and 
demand shocks from the regression residuals. Blanchard and Quah showed that four 
components of the matrix B0 could be identified by four restrictions. Two of these 
restrictions are simple normalizations12, which define the variance of the shocks d,tε  
and s,tε  : var(ed,t) = b11,0

2 + b12,0
2 and var(es,t) = b21,0

2 + b22,0
2. 

 
A third restriction comes from assuming that demand and supply shocks are orthogonal: 
 
E(e1,t e2,t) = b11,0 b21,0 + b12,0 b22,0. 
 
And the final restriction comes from the long term restriction which states that demand 
shocks have only a temporary effect on output.13  
 

n n

22,i 11,0 12,i 21,0
i 0 i 0

1 b b 0
= =

⎡ ⎤
− χ + χ =⎢ ⎥

⎣ ⎦
∑ ∑  

 
 
Once the elements of the B0 matrix have been identified, the shocks can be recovered in 
the following way: 
 

( ) 1d,t d,t
0

s,t s,t

e
B

e
−ε⎡ ⎤ ⎡ ⎤

=⎢ ⎥ ⎢ ⎥ε⎣ ⎦ ⎣ ⎦
. 

 
 
3. Description of the data 
 
In order to apply this methodology, output and price series are needed. Data were 
obtained from the IMF’s International Financial Statistics. The series of prices, denoted 
below by p, are measured by the consumer price index; while the series of output, 
denoted below by y, are measured by the industrial production index.14 The data are 

                                                 
12 As noted by Bayoumi and Eichengreen (1992), the conventional normalization is that the two variances 
of the shocks are set equal to unity, which together with the assumption of orthogonality implies Σ =B₀B₀′, 
where Σ is the variance-covariance matrix of d,te  and s,te . 
13 The reader interested by longest explanations of these restrictions can refer to Blanchard and Quah 
(1989), Bayoumi and Eichengreen (1992) or Enders (1995). 
14 Note that the results presented below are based on industrial production, which does not cover all sectors 
of the economy. The industrial production index measures the real output of the electric and gas utilities, 
manufacturing, and mining industries. Nevertheless, as discussed by Lobo et al. (1999), this choice is 
pertinent because the industrial sector is highly exposed to international competition due to its high 
openness. Although it represents a limited share of GDP, manufactured goods account for a considerable 
proportion of total exports and imports in EU countries (around 75%). Hence any future extension of the 
Euro zone is likely to have an important effect on this sector. Moreover, as noted by Hartley and Whitt 
(2003), cycles in industrial production might be more similar than cycles in other component of output and 
the use of industrial production rather than GDP avoids the problems with measuring government output 
that infect the GDP statistics. 
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quarterly for the period 1993:1−2005:3.15 The choice of period and of countries was 
determined by the availability of the data and excludes the first years of the transition 
process, which started in 1990 and probably includes the most abrupt structural changes. 
Nevertheless, the first four quarters are cut off to differentiate y and p on the basis of 
annual changes.  
 
The countries included in the analysis are: Austria (AUS), Belgium (BEL), Cyprus 
(CYP), the Czech Republic (CZE), Denmark (DEN), Finland (FIN), France (FRA), 
Germany (GER), Greece (GRE), Hungary (HUN), Ireland (IRE), Italy (ITA), Lithuania 
(LIT), Luxembourg (LUX), Malta (MAL), the Netherlands (NET), Norway (NOR), 
Poland (POL), Portugal (POR), Slovenia (SLA), the Slovak Republic (SLK), Spain 
(SPA), Sweden (SWE), Switzerland (SWI) and the United Kingdom (UKI). This means 
that the analysis covers 25 countries, including the 15 initial members of the European 
Union, 2 members of EFTA (Switzerland and Norway) and 8 new EU members (Cyprus, 
the Czech republic, Hungary, Lithuania, Malta, Poland, Slovenia and the Slovak 
Republic). It includes EU countries that are not in the Euro zone and countries bordering 
on the EU.  
 
Data are not seasonally adjusted16 and two lags were used in the VAR estimations. 
Consequently, the VAR estimations have been performed on the period 1994:3-2005:3.17 
Seasonal dummies were introduced in the VAR model. 
 
Δy  measures the variation of the logarithm of industrial production and Δp  measures the 
variation of the logarithm of the consumer price index. 
 
The goal is to compare the shocks striking these countries with those characterizing the 
Euro zone. The growth rates of the industrial production and of the consumer price index 
for the Euro zone were computed as the average of the respective growth rates of each of 
these variables in the 12 Euro zone member countries weighted by the share of each of 
these countries in the total Euro zone GDP in 2000. These aggregate series for the Euro 
zone respectively are: 

 

                                                 
15 Except for Lithuania and Malta where data on industrial production were only available from 1997Q1. 
Moreover, the most recent quarterly data available for Malta when data were retrieved were dated on 
2005:2 (compared to 2005:3 for the other countries). 
16 Except for Slovenia where data on industrial production were seasonally adjusted. 
17 Except for Lithuania and Malta where, as explained above, data on industrial production were only 
available from 1997Q1. In these cases, the VAR estimations have been performed from 1998:3 until 
2005:3 for Lithuania and until 2005:2 for Malta. 
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12
i,2000

€12,t i,2000 i,t i,2000 12
i 1

i,2000
i 1

GDP
Y w Y where w

GDP=

=

= =∑
∑

  

 
and 
 

12
i,2000

€12,t i,2000 i,t i,2000 12
i 1

i,2000
i 1

GDP
P w P where w

GDP=

=

= =∑
∑

 

 
where the subscript i denotes one of the 12 Euro zone member countries. 
 
 
Note that in order to avoid “spurious” results between Euro zone member countries and 
the whole Euro area, another set of aggregate series was also computed, where the series 
of each individual Euro zone member countries are not compared to the Euro zone as a 
whole but to an area made up of all the Euro zone except the country being from the 
comparison. This method is applied below to all the comparisons made between the Euro 
zone individual member countries and the Euro zone. By applying this correction, it is 
possible to ensure that the correlations reflect whether the series for each individual Euro 
zone member countries are or are not moving in line with that of other Euro zone 
countries. In fact, as the data used for the Euro zone are the weighted average of data 
from the member countries which made up the Euro area, a similar pattern would not be 
a surprise for large Euro zone member countries. Therefore, all the comparison between 
an individual Euro zone member country and the Euro zone have been made in 
comparing the data of the individual country with an area made up of all the Euro zone 
member countries but the country being from the comparison. 
 
Figures 2 and 3 exhibit the average growth rate of industrial production and inflation rate 
in the Euro area (EUR) and in individual countries. Figure 2 concerns the whole available 
common sample, while Figure 3 exclusively focuses on the post 2000 period. In these 
Figures, one can observed that new EU member countries as the Czech Republic, 
Hungary, Lithuania, Poland and the Slovak Republic are characterized by high average 
growth rates of their industrial production index. Ireland is the only current Euro area 
member country which exhibits an industrial production index growing on average at the 
same pace. Figure 3 also exhibits that, on average, Italy, Portugal, the United Kingdom 
were struck by negative growth rates of their industrial sector. The comparison between 
Figure 2 and Figure 3 highlights the decrease in the average inflation rate which has 
recently been observed in most of the new EU member countries.  
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The correlation coefficients of the growth rates of the industrial production index and of 
the inflation rates between the Euro area and individual countries are presented in Table 
1.  
 
 
In the column entitled GIP_EUR, the correlation coefficients between the growth rate of 
the average industrial production index in the Euro area and the growth rate of the 
industrial production index in the countries whose names are abbreviated in the first 
column are presented.  
 
 
In the column entitled GCPI_EUR, the correlation coefficients between the average 
inflation rate in the Euro area and the inflation rate in the countries whose names are 
abbreviated in the first column are presented.  
 
 
These correlation coefficients have been computed on the whole common available 
sample: 1998:1-2005:2. The levels of significance of these correlation coefficients are 
presented in brackets. Two stars denoted that the null hypothesis of no linear correlation 
between the country growth rate of output or price and the Euro area growth rate of 
output or price can be rejected on the basis of a t-test at 5% level, while one star denotes 
that the null hypothesis of no linear correlation between the country growth rate of output 
or price and the Euro area growth rate of output or price can be rejected on the basis of a 
t-test at 10% level. Note that as seasonality can be more prominent in some countries, the 
similarities in the seasonal pattern could influence the results presented in Table 1. 
 
 
Moreover, it is important to highlight that in order to avoid a bias in the correlation 
calculated for the Euro zone member countries, the growth rate of their industrial 
production index and their inflation rate has not been directly compared with the average 
growth rates of industrial production and inflation in the Euro zone as a whole but with 
the average growth rates of industrial production and inflation in an area made up of all 
the Euro zone member countries but the country being from the comparison, as explained 
above.  
 
 
The area denoted “NEW” represents the area made up of the new EU member states 
whose data on industrial production and prices were available on IMF’s International 
Financial Statistics on-line (which are Cyprus, the Czech Republic, Hungary, Lithuania, 
Malta, Poland, Slovenia and the Slovak Republic). The average output growth and 
inflation in this area have been computed with the same methodology as this applied to 
the Euro zone aggregate series. 
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Figure 2. Average inflation and growth rates 

(on the period 1994-2005, except for Lithuania and Malta where the available sample was 1998-2005) 
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Figure 3. Average inflation and growth rates 

(on the period 2000-2005) 
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GIP_EUR t GCPI_EUR t
AUS ** 0.90 (10.32) ** 0.88 (9.08)
BEL ** 0.82 (7.17) ** 0.79 (6.54)
CYP -0.16 (-0.81) ** 0.33 (1.74)
CZE 0.07 (0.34) -0.17 (-0.88)
DEN ** 0.48 (2.73) 0.16 (0.84)
FIN ** 0.80 (6.61) ** 0.42 (2.30)
FRA ** 0.79 (6.36) ** 0.68 (4.61)
GER ** 0.87 (8.89) ** 0.76 (5.93)
GRE ** 0.76 (5.81) -0.01 (-0.06)
HUN ** 0.83 (7.42) ** -0.32 (-1.68)
IRE ** 0.58 (3.52) **  0.72 (5.14)
ITA ** 0.87 (8.76) ** 0.77 (5.96)
LIT 0.04 (0.19) -0.19 (-0.96)
LUX ** 0.31 (1.65) ** 0.88 (9.17)
MAL ** 0.70 (4.92) 0.20 (1.04)
NET ** 0.76 (5.76) ** 0.43 (2.37)
NEW ** 0.60 (3.75) * -0.27 (-1.40)
NOR ** 0.39 (2.10) 0.20 (1.02)
POL ** 0.49 (2.83) * -0.27 (-1.39)
POR 0.12 (0.59) ** 0.53 (3.09)
SLA ** 0.63 (4.09) 0.22 (1.10)
SLK ** 0.37 (1.96) -0.13 (-0.63)
SPA ** 0.76 (5.81) ** 0.81 (7.01)
SWE ** 0.74 (5.46) ** 0.70 (4.86)
SWI ** 0.91 (10.87) ** 0.57 (3.46)
UKI ** 0.80 (6.61) 0.01 (0.07)

Correlation coefficients of the growth rate of industrial 
production and of the inflation rate between the euro 

area and individual countries

 
Table 1 

 
 
4. Empirical results 
 
The Blanchard and Quah methodology permits to identify the 4 elements of B0 and 
therefore to recover supply and demand shocks from the regression residuals. This 
methodology has been applied to the data presented above. Once demand and supply 
shocks are retrieved by this procedure, impulse response functions measuring the 
propagation of the shocks can be calculated and plotted.  
 
 
4.1. “Extracting” demand and supply shocks: 
 
In this model, shocks with temporary effect on output are interpreted as demand shocks 
and shocks with permanent effect on output are interpreted as supply shocks. This 
distinction is embedded in the long run restriction imposed in the estimation procedure 
but does not permit as such to interpret shocks with permanent impact on output as pure 
supply shocks and shocks with temporary impact on output as pure demand shocks.  
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Actually, in the AD-AS model, there exist two other conditions, which are not 
predetermined in the empirical model presented above. According to the AD-AS model, 
positive (negative) demand shocks lead to an increase (decrease) in prices, while positive 
(negative) supply shocks lead to a decrease (increase) in prices. These conditions are 
called the “overidentifying” conditions. It is possible to check whether they are fulfilled 
or not by looking at the estimated impulse-response functions. When they are satisfied, 
these “overidentifying” conditions help to interpret permanent output disturbances as 
supply shocks and transitory output disturbances as demand shocks. As these 
“overidentifying” conditions are not predetermined in the empirical model, the estimated 
results may lead to responses in price or output which are not in line with the aggregate 
demand and supply model.  
 
The results are presented in Table 2 and in Figure 4. In the performed estimations, only 
13 out of 25 countries respect the “overidentifying” restrictions: Austria, Belgium, 
Cyprus, the Czech Republic, France, Germany, Ireland, Lithuania, Malta, the 
Netherlands, Spain, Sweden, and Switzerland. Moreover, the Euro area and the aggregate 
zone “NEW” made up of the new EU member states included in this analysis also respect 
the “overidentifying” restrictions. This proportion of countries fulfilling the 
“overidentifying” restrictions is lower than in previous studies. This may be explained by 
different elements. Firstly, as stressed by Bayoumi and Eichengreen (1994), the 
identification procedure explained above breaks down when demand and supply shocks 
have the same cause. In this case, the estimated aggregate supply disturbance may 
incorporate the associated effect on aggregate demand. Bayoumi and Eichengreen (1994) 
show that countries, which heavily depend on raw-material production, fail to satisfy the 
prediction of a negative price response to permanent disturbances.22 Consequently, in the 
case of energy producers (such as Denmark, Norway and the United Kingdom), it may be 
difficult to distinguish between the aggregate supply and demand caused by a change in 
energy prices. Secondly, another example of common cause for demand and supply 
shocks could be the kind of restructuring observed in some new EU countries: as noted 
by Burda and Wyplosz (2005), under the central planning regime, much emphasis had 
been put on producing heavy industry products which were rarely sold outside the Soviet 
block, the transformation process led to the restructuring of the industrial sector towards 
producing more industrial tradable goods and to the emergence of the service sector. This 
transformation led to an increase in wages, which may affect the aggregate demand. 
Thirdly, output changes are calculated here on the basis of industrial production rather 
than on the basis of real GDP. Consequently, supply shocks in the agricultural or service 
sectors will lead to no change in the industrial output but may affect the consumer price 
index which is the price series included in the analysis.23 This effect may be particularly 
strong for smaller countries (as Luxembourg) which have a less diversified industrial 
sector. 
                                                 
22 These authors explain that “for raw-material producers, positive supply shocks are associated with 
increases in the relative price of raw-materials (improvements in the terms of trade) and, hence, with 
positive aggregate demand shocks. For such countries, supply shocks also have aggregate demand effects 
producing the perverse behavior of prices”. 
23 This series was chosen because it is the most frequently used indicator of inflation and because it is 
easily available. 
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Though it may be controversial to interpret shocks with a permanent impact on output as 
supply shocks and shocks with a temporary impact on output as demand shocks in these 
conditions, this denomination will be kept as it is also used in other studies, see for 
example Fidrmuc and Korhonen (2003). 
 
Once the supply and demand disturbances have been estimated for each country, the 
correlation coefficients between these demand shocks and between these supply shocks 
have been calculated. These correlations were computed on the basis of pairwise samples 
in order to include all the available data in the comparison. The period used to measure 
each correlation coefficient are presented in Table 2.  
 
Note that, here again, in order to avoid “spurious” results between Euro zone member 
countries and the whole Euro zone, individual Euro area member countries were 
compared to an area made up of all the Euro area member countries but the country being 
from the comparison. This correction was useful because if, for instance, the German 
disturbances were compared with the disturbances observed in the Euro zone overall, 
there might be a high correlation simply because Germany is a large country which 
makes up a large part of the Euro zone. Therefore, in order to avoid this kind of 
“spurious” result, Germany was compared with an area made up of all the Euro zone 
member countries except Germany.  
 

UKI

SWI

SWE

SPA

SLK

SLA

POR

POL

NOR NEW

NETMAL

LUX

LIT

ITA

IRE

HUN

GRE

GER

FRA

FIN

DEN

CZECYP

BEL
AUS

-0.20

-0.10

0.00

0.10

0.20

0.30

0.40

0.50

0.60

0.70

0.80

-0.20 -0.10 0.00 0.10 0.20 0.30 0.40 0.50 0.60

Supply shocks

D
em

an
d 

sh
oc

ks

 
Figure 4  

Correlation of specific-country demand shocks with Euro zone demand shocks  
and of specific-country supply shocks with Euro zone supply shocks. 

 
 

 
The coordinates of the points depicted in Figure 4 are presented in Table 2. Moreover, 
the significance levels of these correlation coefficients are presented in brackets. It can be 
noted that even if some negative correlations are displayed in Figure 4 and in Table 2, 
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none of them can be treated as significantly different from zero on the basis of a 
significance level for one sided tests at 5% or at 10%. It is also important to bear in mind 
that correlation coefficient which is not significantly different from zero does not 
necessarily mean that there is no relation between these series, but that these series are 
not strongly linearly related.  
 
The results presented in Table 2 and in Figure 4 show that some heterogeneity exists 
even among the demand and supply shocks observed in Euro zone member countries. 
Moreover, the supply disturbances observed in the whole area made up of the new EU 
member states seem quite well correlated with the supply disturbances observed in the 
whole Euro zone. In fact, the supply shocks observed in the area called “NEW” seem 
more strongly correlated with supply shocks observed in the Euro zone than supply 
shocks observed in each of the new European member countries are. This close 
correlation of Euro zone shocks with the shocks in an area made up of new European 
member states can be explained by the fact that country specific-shocks endured by some 
new EU member states are damped as they are potentially counterbalanced by shocks of 
opposite signs in other new EU member countries. Moreover, for the same reason, 
aggregate data may follow a more similar pattern than country-specific data. 

 
      Correlation of demand and supply shocks in the euro area
countries period

AUS 94Q3-05Q3 **0.51 (4.45) **0.43 (3.51)
BEL 94Q3-05Q3 **0.49 (4.24) **0.30 (2.19)
CYP 94Q3-05Q3 **0.26 (1.84) -0.04 (-0.27)
CZE 94Q3-05Q3 **0.24 (1.69) 0.00 (0.01)
DEN 94Q3-05Q3 0.17 (1.12) 0.01 (0.04)
FIN 94Q3-05Q3 **0.42 (3.31) 0.12 (0.80)
FRA 94Q3-05Q3 **0.74 (10.49) **0.37 (2.81)
GER 94Q3-05Q3 **0.57 (5.56) **0.30 (2.20)
GRE 94Q3-05Q3 **0.40 (3.17) -0.01 (-0.05)
HUN 94Q3-05Q3 0.04 (0.24) 0.13 (0.85)
IRE 94Q3-05Q3 **0.47 (3.93) **0.37 (2.81)
ITA 94Q3-05Q3 0.12 (0.77) **0.25 (1.73)
LIT 98Q3-05Q3 0.21 (1.14) 0.18 (0.96)
LUX 94Q3-05Q3 **0.42 (3.30) 0.11 (0.74)
MAL 98Q3-05Q2 **0.33 (1.90) -0.15 (-0.82)
NET 94Q3-05Q3 **0.34 (2.56) **0.31 (2.25)
NEW 98Q3-05Q2 0.23 (1.24) **0.55 (4.04)
NOR 94Q3-05Q3 **0.26 (1.85) 0.12 (0.81)
POL 94Q3-05Q3 0.03 (0.22) 0.18 (1.25)
POR 94Q3-05Q3 -0.10 (-0.66) -0.04 (-0.25)
SLA 94Q3-05Q3 **0.25 (1.76) 0.08 (0.53)
SLK 94Q3-05Q3 -0.05 (-0.35) 0.03 (0.19)
SPA 94Q3-05Q3 **0.40 (3.09) 0.06 (0.37)
SWE 94Q3-05Q3 **0.62 (6.56) **0.56 (5.31)
SWI 94Q3-05Q3 **0.51 (4.49) **0.49 (4.24)
UKI 94Q3-05Q3 **0.25 (1.77) **0.42 (3.36)

demand disturbances supply disturbances

 
 

Table 2 
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The comparison of these results with those presented in other papers is not easy because 
the analyses differ in the periods and in the data taken into consideration. Even if some 
similarities can be detected, the results generally appear as being not strongly robust 
among studies. The analyses on this topic, mentioned above, point clearly that, as 
observed here, shocks in some new European member countries are quite well correlated 
with Euro zone shocks. In fact, shocks in some new EU member countries are as well 
correlated with Euro zone shocks as shocks from current Euro zone member countries 
are. Like previous studies on this issue, the results presented above show that there are 
considerable variations among the new EU member states in the extent to which their 
demand and supply disturbances match those of the Euro zone. This reflects the huge 
diversity between these countries. 
 
Nevertheless, the comparison with previous results highlights that the value of 
correlation coefficients quite often differs depending on sample period or data used to 
measure inflation and output growth. In the appendix, Table 3 highlights this diversity. 
 
These differences could also be partly explained by the fact that the synchronization of 
the shocks could be endogenous as claimed by Frankel and Rose (1996). The reasoning 
behind their assertion is the following: the participation in a currency union eliminates 
the exchange rate uncertainties among the member countries and therefore, boosts trade 
among these countries. Closer international integration tends to increase the covariance 
of country-specific demand shocks (by the spread of changes in the preferences) as well 
as the covariance of country-specific supply shocks (by the spread of change in 
productivity). But this view has been contested -see for example Krugman (1993)-: closer 
integration tends also to raise the degree of specialization if each country tends to 
produce and export goods and services in which it has a comparative advantage. These 
two opposite views could also explain why analyses made on different sample may 
change the results. Moreover as demand and supply shocks may differently affect the 
various sectors of the economy, the results based on real GDP data could differ from the 
results based on industrial production. 
 
The method used to measure demand and supply shocks as well as the correlations of 
demand and supply shocks observed in the Euro zone member countries and in some 
neighboring countries with those observed in the Euro zone have been presented above. 
 
 
The impulse response functions trace the effect of a one-time shock, to demand or 
supply, on the current and future values of the industrial production growth rate and on 
the current and future value of inflation.  
 
The examination of impulse response function is interesting firstly because, as explained 
above, it allows to interpret permanent output disturbances as supply shocks and 
transitory output disturbances as demand shocks when the so called “overidentifying” 
restrictions are fulfilled; secondly the examination of impulse response function allows to 
observe the effects on output and prices of a one-time shock to demand or supply. These 
effects are presented below. 
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4.2. The propagation of shocks in the whole Euro zone and in the new EU member states: 
 
The propagation of shocks in the Euro zone as a whole and in the new EU member states 
is presented below.24  
 
The results about the propagation of the shocks in the Euro zone and in the new EU 
member states clearly highlight that adjustment to demand and supply disturbances is 
faster in the Euro zone member countries than in the new EU member states and that 
output and price in the latter countries are more sensitive to demand and supply shocks. 
This result is consistent with the findings of other authors, see for example: Frenkel and 
Nickel (2002) and (2005a) and Firdmurc and Korhonen (2003).  
 
Figures 5 and 6 represent the adjustments of output growth and inflation to demand and 
supply disturbances. In order to aid comparison, the graphs for each response function 
have been depicted with the same scale. Moreover, these responses have been calculated 
from estimations based on the same sample for the two groups of countries: from the 
beginning of the existence of the Euro area to the end of the common sample period: 
1999:1-2005:2.  
 
The first graph in Figure 5 and in Figure 6 show that in the long run, demand 
disturbances have no impact on output growth which corresponds to the restriction 
imposed in the estimation procedure.  
 
The comparison between these responses clearly highlights that the responses to supply 
and demand disturbances are larger in the new European member countries than in the 
Euro area and that their speed of adjustment is lower. The higher responses to supply and 
demand disturbances in the group of new European member countries could be explained 
by the fact that these countries have recently been characterized by higher average 
inflation rates as shown in Figures 2 and 3: higher average rate of price change being 
usually associated with higher inflation variability.25 Consequently, a unit demand or 
supply shock may lead to higher changes in inflation in the event of higher average 
inflation: on the supply side, a unit shock may lead to higher change in expected 
inflation; on the demand side, a larger change in expected inflation may create a larger 
change in real interest rate). Moreover, on the demand side, new European countries may 
be characterized by higher propensity to consume due to a larger share of households 
with low income. The slower speed of adjustment in the new European member countries 
may also be due to several factors: firstly, a positive demand shock may take more time 
to die out in countries which could be characterized by a higher propensity to consume; 
secondly, some people argue that automatic stabilizers could be weaker in the new 
European member states.26  

                                                 
24 For the sake of brevity, the presentation of the shock propagation has been restricted to the whole Euro 
zone and to the group of new European member countries. This choice was also motivated by the fact that 
some countries do not fulfill the “overidentifying” restrictions, as mentioned above. Note that some 
individual countries show responses to shocks which are not perfectly in line with the aggregate responses 
to shocks of their “belonging group”. This could be explained by the fact that in aggregate response high 
responses may be counterbalanced by low responses.  
25 See, for example, Logue and Willett (1976). 
26 See, for example, G. Szapary, Deputy President of the National Bank of Hungary: 
http://www.euro50.org/past/2002/Szapary.doc  
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5. Conclusion 
 
This analysis has shed some light on the similarities between new entrants and other EU 
countries. It seems that shocks in non Euro zone European countries are at least as well 
correlated with the Euro area shocks as shocks in some current members of the Euro 
area. Consequently, the fears, that large welfare losses could be suffered by these 
countries - if the latter joined in the Euro zone - due to the asymmetry of their shocks 
with those observed in the Euro zone, seem overstated. 
 
Even if the correlation coefficients presented in different studies on this topic differ, the 
findings presented above broadly confirm the similarities found in previous studies (e.g. 
in Korhonen and Fidrmuc (2001), Fidrmuc and Korhonen (2003), Frenkel and Nickel 
(2005a and b)). The results presented above show that there are considerable variations 
among the new EU member states in the extent to which their demand and supply 
disturbances match those of the Euro zone, which reflects the huge diversity between 
these countries. Nevertheless, as explained above, demand and supply shocks in some 
new European member countries seem as well correlated with shocks striking the Euro 
area shocks as demand and supply shocks in some current Euro zone countries are.  
 
Moreover, the results presented above confirm that the high correlations found between 
large Euro zone member countries and the averages for the Euro zone in earlier studies 
are not spurious: the disturbances observed in large Euro zone countries are well 
correlated with the disturbances observed in other Euro zone countries.  
 
Of course, the degree of shock synchronization is only one of the elements that has or 
will be taken into due consideration by each individual country before deciding to be or 
not member of a currency union. Other adjustment mechanisms may compensate shock 
asymmetries and countries struck by rather asymmetric shocks may therefore decide to 
participate in a monetary union, whereas countries hit by similar shocks may decide to 
stay out. Nevertheless, everything else being equal, shocks synchronization reduces the 
cost of relinquishing its exchange rate.  
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Appendix: 

Author(s)

Sample period

Countries correlation of demand shocks 
with Euro area-11 countries

correlation of supply shocks 
with Euro area-11 countries

correlation of demand shocks 
with the Euro area

correlation of supply shocks 
with the Euro area

correlation of demand 
shocks with Germany

correlation of supply 
shocks with Germany

correlation of demand 
shocks with Germany

correlation of supply 
shocks with Germany

AUS -0.04 0.18 0.08 0.38 0.34 0.62 n.a. n.a.
BEL 0.94 1.00 0.00 0.53 0.18 0.40 0.33 0.61
CYP n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a.
CZE 0.21 0.05 -0.15 0.04 n.a. n.a. n.a. n.a.
DEN 0.39 0.47 0.13 0.18 0.24 0.31 0.39 0.59
FIN -0.10 0.54 0.06 0.30 -0.01 0.22 n.a. n.a.
FRA 0.35 0.74 0.30 0.69 0.14 0.26 0.35 0.54
GER 0.31 0.62 0.18 0.66 1.00 1.00 1.00 1.00
GRE -0.01 -0.10 -0.01 0.05 0.22 0.21 0.19 0.14
HUN 0.12 0.73 0.25 0.46 n.a. n.a. n.a. n.a.
IRE n.a. n.a. 0.13 -0.14 0.16 -0.04 -0.08 -0.06
ITA 0.55 0.76 0.57 0.52 -0.28 -0.05 0.17 0.23
LIT n.a. n.a. -0.49 -0.11 n.a. n.a. n.a. n.a.
LUX n.a. n.a. n.a. n.a. 0.54 0.14 n.a. n.a.
MAL n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a.
NET -0.58 -0.07 0.04 0.47 0.47 0.51 0.17 0.59
NEW -0.28 -0.16 n.a. n.a. n.a. n.a. n.a. n.a.
NOR n.a. n.a. -0.1 0.25 0.12 0.06 n.a. n.a.
POL 0.22 -0.69 0.28 0.08 n.a. n.a. n.a. n.a.
POR 0.11 -0.18 0.09 0.45 0.22 0.14 0.21 0.21
SLA -0.15 0.66 -0.18 0.15 n.a. n.a. n.a. n.a.
SLK -0.43 0.18 -0.05 0.05 n.a. n.a. n.a. n.a.
SPA 0.03 0.42 0.16 0.22 0.1 -0.25 -0.07 0.31
SWE 0.33 0.60 0.09 0.24 -0.09 0.35 n.a. n.a.
SWI n.a. n.a. 0.00 0.16 n.a. n.a. n.a. n.a.
UKI -0.22 0.68 -0.13 0.21 0.31 0.45 0.16 0.11

beginning of the 90s to 2000:4; quarterly data on real GDP 
or industrial production index and GDP deflator or 
producer price index. Comparison with Germany and 
France are also presented.

Fidmurc and Korhonen (2003) [the same results, excluding 
Norway and Switzerland, are presented in Korhonen and 
Fidmurc (2001)]

Frenkel and Nickel (1992) and (2005a) [in Frenkel and Nickel 
(2005b) the disturbances observed in each country are 
compared to those observed in France, in Germany and in 
Italy rather than to those observed in the Euro Area]
1993-2001; quarterly data on real GDP and GDP deflator. 
Comparison with Germany, France and Italy are also 
presented.

Funke (1997)

1964-1992; annual data on real GDP and GDP 
deflator.

Bayoumi and Eichengreen (1992)

1962-1988; annual data on real GDP and GDP 
deflator.

 

Table 3. Comparisons from other studies. 
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